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Abstract. Queueing because of congestion is an important aspect of road traffic. This paper provides a novel threshold queue that models the empirical shape of the fundamental diagram. In particular, we show that our threshold queue with two service phases captures the capacity drop that is eminent in the fundamental diagram of modern traffic. We use measurements on a Danish highway to illustrate that our threshold queue is indeed capable of capturing the fundamental diagram of real-world traffic systems. We furthermore indicate the modelling power of our threshold queue via a sensitivity study showing that our model is able to capture a wide range of shapes for the fundamental diagram.

1. Introduction

Greenshields (1935) captures the empirical relation between speed, flow and density for uninterrupted traffic in the fundamental diagram (see Figure 1). Mathematical models for uninterrupted traffic have been developed, and the fundamental diagram in its basic form is now well-understood (see, e.g., Newell (1993a, b, c) for a concise exposition).

Traffic jams are a major concern for highway operation and may occur in high-density traffic due to variability in driving speed. A wide range of traffic models has been developed over the past decades. These models are mainly from statistical physics and nonlinear dynamics (see Chowdhury et al. 2000, and Helbing 2001). Congestion because of variable arrival and/or service processes is the main topic of queueing theory that, however, has hardly been invoked to analyse the fundamental concepts of uninterrupted traffic flows. Notable exceptions are the models introduced by Heidemann (1996) and Jain and Smith (1997). However, with these models it seems not possible to capture the empirical shape of the fundamental diagram for modern traffic as shown in Figure 2 with the sharp drop in the density-flow diagram directly followed by a slowly decreasing part. This paper introduces a so-called threshold queue to model and capture the fundamental diagram.

Customers arrive to the threshold queue and require service from a server. Both the interarrival times and service times are controlled by a threshold policy consisting of a lower threshold \( L \) and an upper threshold \( U \). The empty queue corresponds to a noncongested state in which the server has a high service speed. When the queue length exceeds \( U \), the queue reaches a congested state in which the server switches to a low service speed. A queue will switch back to the noncongested state with high service rate once the queue length drops below \( L \). Typically, \( L < U \), which mimics the behaviour on highways where it takes some time for drivers to resume speed.

An important aspect of modern traffic flows is the capacity drop, the sharp descent in the fundamental diagram (see Figure 2). Helbing (2001) explains the capacity drop as the transition from noncongested traffic to congested traffic. When the density of vehicles achieves a certain critical value, \( \rho_2 \), traffic will become congested and the average speed is significantly lower than in noncongested traffic. When density decreases and reaches another critical value, \( \rho_1 \), a transition from congested traffic to noncongested traffic occurs, and traffic flows recover. In the density interval \([\rho_1, \rho_2]\), both congested and noncongested traffic flows exist, which indicates the existence of hysteresis. As is shown in our numerical results, it is precisely this hysteresis effect captured by the threshold queue that results in the capacity drop in the fundamental diagram of Figure 2 observed in empirical data for speed, flow, and density.
Section 2 gives a brief overview of the literature on queueing models for uninterrupted traffic flows. The threshold queue model is introduced and analysed in Section 3. Results on the fundamental diagram obtained with the threshold queue are shown in Section 4. Section 5 gives concluding remarks.

2. Literature

Congestion is a key concept in queueing theory that models both the mesoscopic and macroscopic effects of randomness on delay and sojourn times. In interrupted traffic flows, where queues arise naturally at an intersection, queueing theory has been a popular tool since the early 1940s; see Boon (2011) for a recent survey. In uninterrupted traffic, however, queueing models have received far less attention in literature. In this section, we first focus on queueing models for uninterrupted traffic flows. These models also allow us to describe some key properties of the fundamental diagram. Two classical examples of macroscopic models are the Lighthill–Whitham–Richards models (Lighthill and Whitham 1955a, b; Richards 1956) and the Payne models (Payne 1971).

For more elaborate surveys on traffic models for uninterrupted traffic flows, see Bellomo and Dogbe (2011), Helbing (2001), Hoogendoorn and Bovy (2001), Ni (2011), and van Woensel and Vandaele (2007).

2.1. Microscopic, Mesoscopic, and Macroscopic Models

Uninterrupted or highway traffic flow models can be characterised by their level of detail: microscopic, mesoscopic, and macroscopic.

In microscopic models, a high level of detail is used, in which each individual driver is characterised by its position and behaviour over time (Hoogendoorn and Bovy 2001, Ni 2011). In general, microscopic models lead to systems of (ordinary) differential equations (Helbing 2001). Well-known microscopic models are the car-following model (Chandler et al. 1958, Brackstone and McDonald 1999), the cellular automata model (Nagel 1996), and lane-changing models (Ahmed et al. 1996).

In mesoscopic models, the individual drivers are not distinguished (Hoogendoorn and Bovy 2001, Ni 2011). The behaviour of drivers is characterised in terms of the probability density \( f(x, v, t) \) of vehicles at position \( x \) with speed \( v \) at time \( t \). Examples of mesoscopic models are headway distribution models (Buckley 1968) and gas-kinetic continuum models (Prigogine and Andrews 1960, Prigogine and Herman 1971).

Macroscopic models have the lowest level of detail and consider only three variables for each position \( x \) and time \( t \)—average speed \( v(x, t) \), traffic flow \( q(x, t) \), and spatial vehicle density \( k(x, t) \)—that are related as \( q(x, t) = v(x, t) \cdot k(x, t) \). These three variables are often presented in the fundamental diagram. Two classical examples of macroscopic models are the Lighthill–Whitham–Richards models (Lighthill and Whitham 1955a, b; Richards 1956) and the Payne models (Payne 1971).
2.2. Queueing Theory in Uninterrupted Traffic Flows

Two main queueing theoretic approaches can be identified to model uninterrupted traffic: the queue with waiting room of Heidemann (1996) and the queue with blocking of Jain and Smith (1997). We use the following notation. Let \( k \) denote the traffic density, \( v \) the mean speed of a vehicle, \( \rho \) the flow rate, \( k_{jam} \) the jam or maximum density, and \( \bar{v} \) the desired mean speed or free flow speed.

**Heidemann’s Model.** Heidemann (1996) introduces an \( M/G/1 \) queueing system to model highway traffic. The server in the queueing system corresponds to a road segment. As the service time in the queue is the average time it takes a vehicle in free-flow traffic to cross the segment: \( \mathbb{E}[B] = 1/(k_{jam} \cdot \bar{v}) \). The traffic density outside the chosen segment is \( k \), so that the mean time between two arrivals is \( \mathbb{E}[A] = 1/(k \cdot \bar{v}) \). The probability of the server being busy is defined by

\[
1 - \pi_0 = \frac{\mathbb{E}[B]}{\mathbb{E}[A]} = \frac{k}{k_{jam}},
\]

where \( \pi_0 \) denotes the probability of the queue being empty.

In the \( M/G/1 \) queue, an arriving vehicle may find the server busy upon arrival and must wait for service. The total time required to cross the segment is the sojourn time, \( \mathbb{E}[S] \), which is the sum of the waiting time and the service time. For the \( M/G/1 \) queue the Pollaczek–Khintchine formula (Wolff 1989) gives

\[
\mathbb{E}[S] = \mathbb{E}[B] \left[ 1 + \frac{\rho}{1 - \rho} \cdot \frac{(1 + c_s^2)}{2} \right],
\]

where \( c_s \) is the coefficient of variation of the service time. The speed, \( v \), of a vehicle passing the segment then is

\[
v = \frac{1}{\mathbb{E}[S]}.
\]

Figure 3 gives the fundamental diagram for the \( M/G/1 \) queue for various choices of \( c_s \).

Generalisations of Heidemann’s model include the transient analysis of the \( M/G/1 \) queue (Heidemann 1999, 2001, 2002). Vandaele et al. (2000) and van Woensel (2003) consider the \( G/G/s \) queue. Validation of their queueing model (van Woensel and Vandaele 2006, van Woensel et al. 2006) shows that the \( M/G/1 \) queue is a good model for noncongested traffic and that the \( G/G/s \) is more suitable to model congested traffic. Accidents were incorporated by Baykal-Gürsoy et al. (2009) in an \( M/MSP/c \) queue with service rates represented by a Markovian service process.

**Jain and Smith’s Model.** An alternative approach to a queueing model for highway traffic is the \( M/G/c/c \) model of Jain and Smith (1997), where an arrival that finds all servers occupied is blocked and cleared (lost). Their model is based on pedestrian flows in emergency evacuation planning (Yuhaski and Smith 1989). The servers correspond to a road segment. As the \( M/G/c/c \) model does not incorporate waiting, the speed of a vehicle is obtained by the service time that equals the sojourn time in the queue. The capacity \( C \) of a road segment equals the number of vehicles that fit in this segment—that is, the product of the jam density, \( k_{jam} \), the length of the road segment, \( L \), and the number of lanes, \( N \): \( C = k_{jam} \cdot L \cdot N \). The mean speed of a vehicle, \( V_n \), depends on the number of vehicles \( n \) on the road segment and is now a function that is input for the model. Two functions for \( V_n \) are considered (Yuhaski and Smith 1989, Jain and Smith 1997)

\[
V_n = \frac{\bar{v}}{C} (C + 1 - n),
\]

that linearly decreases in the number of vehicles on the segment, and

\[
V_n = \bar{v} \cdot \exp \left[ - \left( \frac{n - 1}{\beta} \right)^\gamma \right],
\]

for suitable constants \( \gamma \) and \( \beta \) (see Yuhaski and Smith 1989) that exponentially decreases with the number of vehicles. In Figure 4, we present the fundamental diagram obtained with the \( M/G/c/c \) queue for both speed functions \( V_n \).

A network of \( M/G/c/c \) queues was considered by Cruz et al. (2005) and Cruz and Smith (2007). In this network, a blocked customer will occupy its server.
capacity—that is, when flow equals the maximum flow $q_{\text{max}}$. Furthermore, let $\omega$ denote the jam wave speed. Wang et al. (2009) fit several single regime models from Table 1 to empirical data. The Greenshields model describes a linear relationship between speed and density, causing a parabolic relationship between flow and density. Several models were introduced to better capture realistic traffic flows. The Greenberg (1959) model proposes a logarithmic speed–density relationship based on fluid-flow analogies. This logarithmic approach performs well under congested conditions ($v = 0$ when $k = k_{\text{jam}}$), but it does not satisfy boundary conditions at low densities ($v \to \infty$ as $k \to 0$). Underwood (1961) proposed an exponential speed–density relationship which obeys the boundary conditions at low densities but does not satisfy boundary conditions under congested conditions ($v \to 0$ for $k \to \infty$). This limitation is also found in the Northwestern model by Drake et al. (1967) in which a bell-shaped speed–density relationship was proposed. The Drew (1968) model and Pipes–Munjal model by Munjal and Pipes (1971) resemble the simple formulation of Greenshields with the introduction of an extra parameter $n$. This parameter $n$ allows for extra degrees of freedom in fitting the models to empirical data. The general form of the Drew and Pipes–Munjal model is captured by the Kühne and

### Table 1. Single Regime Speed–Density Relationships

<table>
<thead>
<tr>
<th>Model</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greenshields</td>
<td>$v = v_f \left{ 1 - \frac{k}{k_{\text{jam}}} \right}$,</td>
</tr>
<tr>
<td>Greenberg</td>
<td>$v = v_c \ln \left( \frac{k_{\text{jam}}}{k} \right)$,</td>
</tr>
<tr>
<td>Underwood</td>
<td>$v = v_f e^{\frac{k}{k_{\text{jam}}}}$,</td>
</tr>
<tr>
<td>Northwestern</td>
<td>$v = v_f e^{-\left( \frac{k}{k_{\text{jam}}} \right)^{2}}$,</td>
</tr>
<tr>
<td>Drew</td>
<td>$v = v_f \left{ 1 - \frac{k}{k_{\text{jam}}} \right}^{n} + \theta_{0}$,</td>
</tr>
<tr>
<td>Pipes–Munjal</td>
<td>$v = v_f \left{ 1 - \frac{k}{k_{\text{jam}}} \right}^{a_b}$,</td>
</tr>
<tr>
<td>Kühne and Rödiger</td>
<td>$v = v_f \left{ 1 - \frac{k}{k_{\text{jam}}} \right}^{a_b}$,</td>
</tr>
<tr>
<td>Modified Greenshields</td>
<td>$v = v_o + (v_f - v_o) \left{ 1 - \frac{k}{k_{\text{jam}}} \right}^{n}$,</td>
</tr>
<tr>
<td>Newell</td>
<td>$v = v_f \left{ 1 - e^{-\left( \frac{k}{k_{\text{jam}}} \right)^{a_b}} \right}$,</td>
</tr>
<tr>
<td>Del Castillo and Benitez</td>
<td>$v = v_f \left{ 1 - e^{-\left( \frac{k}{k_{\text{jam}}} \right)^{a_b}} \right}$,</td>
</tr>
<tr>
<td>Van Aerde</td>
<td>$k = \frac{1}{c_1 + \frac{1}{c_2} + c_3 b}$,</td>
</tr>
<tr>
<td>MacNicholas</td>
<td>$v = v_f \frac{k^{b_{\text{jam}}} - k^n}{k_{\text{jam}} + c b}$,</td>
</tr>
<tr>
<td>Wang</td>
<td>$v = v_o + (v_f - v_o) \left{ 1 - e^{-\left( \frac{k}{k_{\text{jam}}} \right)^{a_b}} \right}$,</td>
</tr>
</tbody>
</table>

Source. Adapted from Wang et al. (2009).
Based on the piecewise functions in Table 2, the corresponding speed–density relationship is given by the piecewise functions. Here, \( k_{bp} \) denotes the breakpoint density, the density at which the regime changes. Similar speed–density relationships are obtained with the modified Greenshields model (see Drake et al. 1967) and the modified Greenshields model (see Mahmassani et al. 2009). All three models describe a constant speed when \( k \leq k_{bp} \) after which the speed decreases to zero (or \( v_0 \)).

### 3. Threshold Queue with Hysteresis

In this section, we consider two basic queueing models that are used to describe the fundamental diagram. In the first subsection, we consider the \( M/M/1 \) queue with thresholds. As this model is too restrictive to describe the fundamental diagram satisfactorily, we also introduce the \( PH/PH/1 \) threshold queue. In Section 4, we numerically evaluate these models for certain settings.

#### 3.1. The \( M/M/1 \) Threshold Queue

Consider a single server queue with finite buffer \( N \) where service rates are controlled by a threshold policy. Customers arrive according to a Poisson process with rate \( \lambda \) and require an exponential service time, depending on the stage of the queue. This stage is either noncongested (denoted by stage 1), with service rate \( \mu_1 \) or congested (denoted by stage 2), with service rate \( \mu_2 \) and is controlled by the threshold policy. Once an arrival occurs while the queue length is \( L \), the stage changes from noncongested to congested. The stage changes back from congested to noncongested when the queue length is \( L \) and a departure occurs. The state space of this threshold queue is depicted in Figure 5. The stationary queue length probabilities \( \pi \)
for this threshold queue can readily be obtained from standard Markov Chain analysis; see also Le Ny and Tuffin (2002). Let \( \rho = \frac{\lambda}{\mu_1} \) and \( \delta = \frac{1}{\mu_2} \), then \( \pi(i, 1) \) and \( \pi(i, 2) \), where \( \pi(i, j) \) denotes the probability of having \( i \) customers in the queue in stage \( j \), are given by

\[
\pi(i, 1) = \pi(0, 1)\rho^i, \quad i = 1, \ldots, L - 1,
\]

\[
\pi(i, 1) = \pi(0, 1)\rho^i - \rho^{i+1} \left( 1 - \rho^L \right), \quad i = L, \ldots, U,
\]

\[
\pi(i, 2) = \pi(0, 1)\delta - \delta^{i-L+2} \left( 1 - \delta^L \right), \quad i = L, \ldots, U,
\]

\[
\pi(i, 2) = \pi(0, 1)\delta^{i-1} - \delta^{i-L+2} \left( 1 - \delta^L \right), \quad i = U + 1, \ldots, N,
\]

with \( \pi(0, 1) \) such that

\[
\sum_{i=0}^{U} \pi(i, 1) + \sum_{i=1}^{N} \pi(i, 2) = 1.
\]

The mean sojourn time is then given by

\[
\mathbb{E}[S] = \frac{1}{\Lambda} \left( \sum_{i=0}^{U} \pi(i, 1) + \sum_{i=L}^{N} \pi(i, 2) \right),
\]

where \( \Lambda \) is the effective arrival rate to the queue:

\[
\Lambda = \lambda \left( \sum_{i=0}^{U} \pi(i, 1) + \sum_{i=L}^{N-1} \pi(i, 2) \right).
\]

**Remark 1** (Infinite Buffer). Note that if we would consider a two-stage M/M/1 threshold queue with an infinite buffer, the stationary distribution in Equation (3) still holds, but with \( \pi(0, 1) \) such that

\[
\sum_{i=0}^{U} \pi(i, 1) + \sum_{i=L}^{N} \pi(i, 2) + \pi(U + 1, 2) + \frac{1}{1 - \delta} = 1,
\]

and mean sojourn time:

\[
\mathbb{E}[S] = \frac{1}{\lambda} \left[ \sum_{i=1}^{U} i\pi(i, 1) + \sum_{i=L}^{U} i\pi(i, 2) + \pi(U + 1, 2)N(1 - \delta) + 1 \right] \left( 1 - \delta^L \right). \]

In order to use the threshold queue with a finite buffer as well as with an infinite buffer, we slightly altered Heidemann’s method. Recall from Equations (1) and (2)

\[
k = (1 - \pi(0, 1))k_{jam}, \quad \nu = \frac{1}{k_{jam}} \frac{1}{\mathbb{E}[S]}, \quad q = k \cdot \nu.
\]

For the threshold queue with an infinite buffer, we have that if \( \lambda \to \mu_2 \), then \( \pi(0, 1) \to 0 \) and \( k \to k_{jam} \). However, when the buffer size is finite \( \pi(0, 1) > 0 \) for \( \lambda \to \mu_2 \). Therefore, we adjust Heidemann’s method and define

\[
k = (1 - \pi(0, 1))C, \quad \nu = \frac{1}{C \mathbb{E}[S]}, \quad q = k \cdot \nu.
\]

Here, we define \( 1/C \) to be the length of the highway segment that serves as the server, instead of \( 1/k_{jam} \) in Heidemann’s method. The parameter \( C \) is obtained by fitting the model to empirical data. In this adjusted model we also define

\[
k_{jam} = \lim_{\lambda \to \mu_2} k.
\]

We may now obtain the capacity, \( q_{max} \), critical density, \( k_c \), and jam wave speed, \( \omega_{jam} \), as follows. Let us denote by \( \lambda' \) the value of \( \lambda \), with \( 0 \leq \lambda \leq \mu_2 \), for which the maximum flow, \( q_{max} \), is obtained—that is, the value \( \lambda = \lambda' \) for which

\[
\frac{d}{d\lambda} q = \left[ \frac{1}{\mathbb{E}[S]} \frac{d}{d\lambda} \left( 1 - \pi(0, 1) \right) + \pi(0, 1) \frac{1}{\mathbb{E}[S]} \right] = 0.
\]
From Equation (6), we now obtain
\[
q_{max} = \frac{1 - \pi(0,1)}{\mathbb{E}[S]} |_{\lambda = \lambda^*},
\]
\[
k^* = C(1 - \pi(0,1))|_{\lambda = \lambda^*},
\]
where \(|_{\lambda = \lambda^*}\) indicates that we insert \(\lambda = \lambda^*\) in these expressions.

Finally, we determine the jam wave speed, denoted by \(\omega_j\), as
\[
\omega_j = \lim_{k \to \infty} \frac{d}{dk} q = \lim_{\lambda \to \lambda^*} \frac{d}{d\lambda} \left( \frac{1 - \pi(0,1)}{\mathbb{E}[S]} \right).
\]
\[
\omega_j = \frac{C \frac{d}{d\lambda} (1 - \pi(0,1))}{\mathbb{E}[S]}.
\]

The above expressions can readily be numerically evaluated for the \(M/M/1\) threshold queue. In Section 4, we will fit our model to experimental data obtained for Danish highways, and we determine the capacity, critical density, and jam wave speed.

**Remark 2** (Multilane traffic). Our model also captures multilane traffic. On a multilane highway, vehicles switch from high-density lanes to low-density lanes to improve their driving speed. To maintain safe driving distance, other vehicles decelerate, and the average speed decreases. Using the description by Helbing (2001) of the hysteretic transition from noncongested to congested traffic, we distinguish three density regions: light, medium, and heavy traffic. In light traffic \((k \leq \rho_1)\) vehicles will switch lanes, but they will not greatly affect other vehicles. In heavy traffic \((k > \rho_2)\) vehicles will not be able to switch lanes due to high densities on all lanes. In medium traffic \((\rho_1 < k < \rho_2)\) vehicles will switch lanes, causing average speed to decrease and density to increase. Once the density reaches \(\rho_2\), the system becomes congested, and the average speed is considerably lower than in noncongested traffic. When we aggregate all lanes, the hysteresis in this multilane system resembles that in our single server threshold queue.

### 3.2. The \(PH/PH/1\) Threshold Queue

For traffic modelling, the assumption of Poisson arrivals and exponential service is far from realistic. Therefore, we consider the \(PH/PH/1\) threshold queue below in which both the interarrival times and service times are of phase type. The phase-type distribution allows us to approximate any distribution with nonnegative support arbitrarily close (see Hordijk and Schassberger 1982). We refer to the online appendix for a detailed description of the procedure described in this section.

Consider the \(PH/PH/1\) threshold queue with interarrival times and service times having phase-type (PH) distribution. In the \(PH/PH/1\) threshold queue the interarrival times are \(PH(A, \lambda)\) distributed and the service times are either \(PH(M_1, \mu_1)\) (noncongested) or \(PH(M_2, \mu_2)\) (congested) distributed. We assume that the queue is stable, as the mean service time in the congested stage is less than the mean interarrival time. Furthermore, we assume that the mean service time in the congested stage is larger than the mean service time in the noncongested stage.

We model the \(PH/PH/1\) threshold queue as a level-dependent quasi-birth-and-death (LDQBD) process. The generator \(Q\) of this LDQBD has the following tridiagonal structure:
\[
Q = \begin{bmatrix}
L^{(0)} & F^{(0)} & 0 & 0 & \cdots \\
B^{(1)} & L^{(1)} & F^{(1)} & 0 & \cdots \\
0 & B^{(2)} & L^{(2)} & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & \cdots & L^{(i-1)} & F^{(i-1)}
\end{bmatrix}
\]

Here, \(F^{(i)}\) describes the forward transitions from level \(i\) to level \(i + 1\) (arrivals), \(L^{(i)}\) the local transition within level \(i\) and \(B^{(i)}\) the backward transitions from level \(i\) to level \(i - 1\) (departures).

Let \(\pi = \{\pi_0, \pi_1, \ldots\}\) denote the probability vector such that \(\pi Q = 0\) and \(\pi 1 = 1\) with \(e^{(i)}\) a vector of all ones. The elements of the probability vector \(\pi\) describe the probability of being in a certain phase and in level \(i\)—that is, the probability of having \(i\) customers in the queue. If the LDQBD is irreducible, aperiodic and positive recurrent, the stationary queue length distribution \(\pi\) is given by
\[
\pi_i = \pi_0 \prod_{n=0}^{i-1} R^{(n)}, \quad i = 1, 2, \ldots,
\]
where \(\pi_0\) is subject to the boundary conditions
\[
\pi_0 (L^{(0)} + R^{(0)} B^{(1)}) = 0,
\]
and to the normalisation conditions
\[
\pi_0 \left( \sum_{i=0}^{\infty} \prod_{n=0}^{i-1} R^{(n)} \right) e = 1,
\]
where the empty product is, by convention, the identity matrix of suitable size. The matrices \(R^{(i)}\) are the minimal nonnegative solution (Bright and Taylor 1995) to the set of equations
\[
F^{(n)} + R^{(n)} L^{(n+1)} + R^{(n)} R^{(n+1)} B^{(n+2)} = 0, \quad n = 0, 1, \ldots
\]

Let \(\mathbb{E}[A]\) denote the mean interarrival time and \(\mathbb{E}[S]\) the mean sojourn time. We compute the mean queue length using \(\pi\) and determine the mean sojourn time using Little’s Law:
\[
\mathbb{E}[S] = \mathbb{E}[A] \left[ \sum_{n=0}^{\infty} n \pi_n e \right].
\]
4. Numerical Analysis

In this section, we numerically investigate the fundamental diagram given by the threshold queues. First, we consider the validity of threshold queueing to model highway traffic. To this end, we will restrict ourselves to the M/M/1 case, as this captures the qualitative behaviour without the fine-tuning quantitative option of the PH/PH/1 queue. Then, we investigate the additional modelling power of the PH/PH/1 queue. To this end, we perform a sensitivity analysis on the influence of the parameters $L$, $U$, $\mu_1$ and $\mu_2$ in the M/M/1 threshold queue on the shape of the fundamental diagram and on the distribution functions in the PH/PH/1 threshold queue (while leaving $L$, $U$, $\mu_1$, and $\mu_2$ unchanged). The advantage of using the PH/PH/1 queue compared with M/M/1 queue is that many more types of fundamental diagrams can be generated by changing the parameters. However, fitting the five parameters of the M/M/1 queue to empirical data are much easier than fitting the many parameters of the PH/PH/1 queue.

4.1. Model Validation

In Figure 6, the M/M/1 threshold queue is fitted to empirical data points obtained from measurements made in September and October 2013 on three different locations on the Helsingørmotorvejen (two-lane) in Denmark made available by DTU Transport, Denmark (Prameswari and Giacomo Prato 2013). DTU Transport provided us three data sets with measurement on difference time intervals: hourly measurements near Hørsholm, 15-minute measurements near Sandbjerg, and 5-minute measurements near Kokkedal. These data sets were uniformised to represent hourly measurements on all three locations. The data points in Figure 6(a) refer to the measurements near Hørsholm; the data points in Figure 6(b) refer to the measurements near Sandbjerg, and the data points in Figure 6(c) refer to the measurements near Kokkedal. The curves in each subfigure show the best fit using the M/M/1 threshold queue for three different buffer sizes, $N = 10$, $N = 20$, and $N = \infty$. The parameters for these curves, as well as the jam density, $k_{jam}$, the capacity, $q_{max}$, critical density, $k^*$, and jam wave speed, $\omega_v$, are given in Table 3. We show that the qualitative behaviour of the M/M/1 threshold queue captures the behaviour of the fundamental diagram of highway traffic.

Figure 6 and Table 3 show that both the jam density, $k_{jam}$, and jam wave speed, $\omega_v$, can be regulated by the buffer size $N$. Decreasing the buffer size results in a decreasing jam density and decreasing jam wave speed.

4.2. Sensitivity of Fundamental Diagram for the M/M/1 Threshold Queue

Figure 7 characterises the fundamental diagram of the M/M/1 threshold queue for four different scenarios. Each scenario is based on the basic scenario, with $k_{jam} = 1$, $\mu_1 = 25$, $\mu_2 = 15$, $L = 15$ and $U = 10$, but one of the four parameters is altered: (1) the lower threshold, $L$, (2) the upper threshold, $U$, (3) the high service rate, $\mu_1$, and (4) the low service rate, $\mu_2$. $k_{jam}$ is kept unchanged because it is merely a scaling constant. This parameter setting is chosen to clearly illustrate how these parameters influence the fundamental diagram.

The effects of altering $L$ are minimal, as can be seen in Figure 7(a). Figure 7(b) shows that the steepness of the capacity drop increases by increasing $U$. Figure 7, (c) and (d) show that the position of the capacity drop varies with $\mu_1$ or $\mu_2$ and that flows increase with $\mu_1$.

4.3. Sensitivity of Fundamental Diagram for the PH/PH/1 Threshold Queue

Figure 8 characterises the fundamental diagram of the PH/PH/1 threshold queue for four different scenarios.
We select phase-type distributions such that the mean interarrival times and mean service times (in both stages) are the same as in the $M/M/1$ threshold queue of Figure 6. We consider three different distributions: the hyperexponential distribution with four phases, $H_4$; the exponential distribution, $M$; and the Erlang distribution with four phases, $E_4$, with respectively $c_{H_4}^2 = 1.5744$, $c_{M}^2 = 1$, and $c_{E_4}^2 = 0.25$. Furthermore, we set $L=5$ and $U=15$.

In Figure 8(a), we vary $PH(M_2, \mu_2)$, the distribution of the congested service process. We set $PH(\Lambda, \lambda) = H_4$ and $PH(M_1, \mu_1) = H_4$. It can be seen that the fundamental diagrams for the three different distributions of $PH(M_2, \mu_2)$ are similar. This implies that the coefficient of variation of $PH(M_2, \mu_2)$ has minor influence on the fundamental diagram.

**Table 3. Parameters for the Three $M/M/1$ Threshold Queues in Figure 6**

<table>
<thead>
<tr>
<th></th>
<th>(a) Hørsholm</th>
<th>(b) Sandbjerg</th>
<th>(c) Kokkedal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>10</td>
<td>20</td>
<td>$\infty$</td>
</tr>
<tr>
<td>$U$</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>26,190.13</td>
<td>21,301.42</td>
<td>20,984.62</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>5,896.21</td>
<td>6,899.43</td>
<td>6,970.39</td>
</tr>
<tr>
<td>$C$</td>
<td>234.80</td>
<td>187.81</td>
<td>184.75</td>
</tr>
<tr>
<td>$k_{max}$</td>
<td>86.34</td>
<td>128.25</td>
<td>184.75</td>
</tr>
<tr>
<td>$q_{max}$</td>
<td>2,635.07</td>
<td>2,652.65</td>
<td>2,653.70</td>
</tr>
<tr>
<td>$k^*$</td>
<td>35.83</td>
<td>37.20</td>
<td>37.36</td>
</tr>
<tr>
<td>$\omega$</td>
<td>$-14.18$</td>
<td>$-9.17$</td>
<td>$-3.37$</td>
</tr>
</tbody>
</table>

Figure 7. Flow-Density Diagram for the $M/M/1$ Threshold Queue for Several $L$ (a), $U$ (b), $\mu_1$ (c), and $\mu_2$ (d)
In Figure 8(b), we vary $PH(\Lambda, \lambda)$, the distribution of the arrival process. We set $PH(M_1, \mu_1) = H_4$ and $PH(M_2, \mu_2) = H_4$. We observe that increasing variability in the arrival process reduces speed and flow for density $k < 0.6$. For $k > 0.6$, flows and speeds increase when the variability decreases.

In Figure 8(c), we vary $PH(M_1, \mu_1)$, the distribution of the noncongested service process. We set $PH(M_1, \mu_1) = H_4$ and $PH(\Lambda, \lambda) = E_4$. Here, the effects of the Erlang distribution are clearly visible in the fundamental diagram. In the case where both the arrival process and the noncongested service process are Erlang with four phases, the fundamental diagram reaches a maximum density of 0.6. This is a result of the low probability of reaching the congested stage caused by the low variability in the $E_4$ distribution. Note that for deterministic arrival and service processes, the congested stage is never reached. The maximum density of 0.6 is obtained for a mean interarrival time close to $1/15$, the mean service time in the congested stage. For this value, the queue is still stable, and the density is $15/25 = 0.6$.

In Figure 8(d), we vary $PH(M_1, \mu_1)$, the distribution of the noncongested service process. We set $PH(M_1, \mu_1) = H_4$ and $PH(\Lambda, \lambda) = H_4$. The results are similar to those for Figure 8(b). Increasing variability of the noncongested service process decreases flow and speeds for $k < 0.6$. For $k > 0.6$, flows and speeds increase when the variability decreases.

5. Conclusions

This paper has introduced the $PH/PH/1$ threshold queue to study the parameters of traffic that influence the shape of the fundamental diagram, including the capacity drop in this diagram observed in empirical data for modern traffic flows.

The $PH/PH/1$ threshold queue has two service regimes—high and low service rates—and switches from high rates to low rates when the queue length exceeds the upper threshold and returns to high rates when the queue length falls below the lower threshold, where the lower threshold is smaller than the upper threshold.

The $M/M/1$ threshold queue was successfully fitted to experimental data, and the jam density, capacity,
critical density, and jam wave speed were computed for different data sets.

Sensitivity analysis revealed that steepness of the capacity drop and traffic density where it occurs are determined by, respectively, the value of the higher threshold and the mean service time.

The service distribution in the congested stage has minor influence on the fundamental diagram. In contrast, increasing variability in the arrival process or noncongested service process is shown to reduce both speed and flow for a density less than the capacity drop density.

With the two models for traffic that we introduce in this paper, we can describe the fundamental diagram for a single road segment very well. To look at the behaviour of a network of traffic segments, we need another model because the arrival process to a downstream segment depends on the stages of the upstream segments. We can then model this whole system by an LDQBD, keeping track of the stage of every link. How- ever, here the number of phases in a level will be too large to give a tractable model. As a consequence, approximative models need to be developed.
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