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Preface

The International Conference on Autonomous Infrastructure, Management, and
Security (AIMS 2016) is a single-track event integrating regular conference paper
sessions, tutorials, keynotes, and a PhD student workshop into a highly interactive
event. Within the network and service management community, AIMS is focused on
PhD students and young researchers. One of the key goals of AIMS is to provide early-
stage researchers with constructive feedback by senior scientists and give them the
possibility to grow in the research community by means of targeted lab sessions on
technical and educational aspects of their research activity. This focus on early-stage
researchers is immediately observable in the program, featuring a high number of
educational sessions and PhD sessions, where young PhD students present their
research.

AIMS 2016 — which took place during June 20–23, 2016, in Neubiberg, Germany,
and was hosted by the Universität der Bundeswehr München — was the tenth edition
of a conference series on management and security aspects of distributed and auton-
omous systems. It followed the established tradition of an unusually vivid and inter-
active conference series, after successful events in Ghent, Belgium in 2015, Brno,
Czech Republic in 2014, Barcelona, Spain in 2013, Luxembourg, Luxembourg in
2012, Nancy, France in 2011, Zürich, Switzerland in 2010, Enschede, The Netherlands
in 2009, Bremen, Germany in 2008, and Oslo, Norway in 2007.

AIMS 2016 focused on management and security in the age of hyperconnectivity.
New paradigms, smart and fully distributed algorithms, and large-scale virtualization
are investigated to design scalable and resilient frameworks able to deal with more
complex, more dynamic and hyperconnected environments. This theme was addressed
in the technical program with papers related to monitoring, configuration, and security
in areas from cloud infrastructures to the Internet-of-Things. AIMS 2016 was organized
as a 4-day program to encourage the interaction with and the active participation of the
audience. The program consisted of technical sessions for the main track and PhD
sessions, interleaved with research keynotes, an educational panel, and lab sessions.

The lab sessions offered hands-on experience in network and service management
topics and they were organized in on-site labs preceded by short tutorial-style teaching
sessions. The first lab session addressed big data analysis for the Domain Name System
(DNS), explaining how tracking DNS changes based on measurements may provide
valuable information about the evolution of the Internet. The other lab sessions were
centered on traffic mining for flow-based forensic and network troubleshooting, using
Tranalyzer, a lightweight flow generator and packet analyzer designed for practitioners
and researchers. In line with its educational mission, this year the conference also
included an educational panel, which was chaired by Daphné Tuncer and Marinos
Charalambides (University College London, UK) on “Experiences with MOOCs and
Flipped Classrooms.” Additionally, AIMS 2016 featured two research keynotes: one
on “Today’s Cyber Security Threats and Challenges for Telco Providers” by Bernd



Eßer (Telekom CDC, Germany) and one on “Cyber Resilience of Complex Interde-
pendent Infrastructures” by Tobias Kiesling (IABG, Germany).

The technical program consisted of two sessions — covering the topics of auto-
nomic and smart management, and security attacks and defenses — and included seven
full papers, which were selected after a thorough reviewing process out of a total of 22
submissions. Each paper received at least three independent reviews. Three papers were
also selected for presentation as short papers.

The AIMS PhD workshop is a venue for doctoral students to present and discuss
their research ideas, and more importantly to obtain valuable feedback from the AIMS
audience about their planned PhD research work. This year, the workshop was struc-
tured into two technical sessions covering the management of future networks and
security management. All PhD papers included in this volume describe the current state
of these investigations, including their clear research problem statements, proposed
approaches, and an outline of results achieved so far. A total of nine PhD papers were
presented and discussed. These papers were selected after a separate review process out
of 21 submissions, while all PhD papers received at least three independent reviews.

The present volume of the Lecture Notes in Computer Science series includes all
papers presented at AIMS 2016 as defined within the overall final program. It
demonstrates again the European scope of this conference series, since most of the
accepted papers originate from European research groups. Also, AIMS 2016 proved
true to its defined DNA of a conference with a strong educational goal, as indicated by
the number of submissions attracted by the PhD Workshop.

The editors would like to thank the many people who helped to make AIMS 2016
such a high-quality and successful event. Firstly, many thanks are extended to all
authors who submitted their contributions to AIMS 2016, and to the lab session
speakers, namely, Anna Sperotto, Mattijs Jonker, Christian Dietz, Stefan Burschka, and
Benoît Dupasquier, and the keynote speakers Bernd Eßer and Tobias Kiesling. The
great review work performed by the members of both the AIMS Technical Program
Committee and the PhD Student Workshop Committee as well as additional reviewers
is highly acknowledged. Thanks are also addressed to Volker Eiseler and Lars Stiemert
for setting up and organizing the lab sessions. Additionally, many thanks to the local
organizers for handling all the logistics and hosting the AIMS 2016 event.

Finally, the editors would like to express their thanks to Springer, especially Anna
Kramer, for the smooth cooperation in finalizing these proceedings. Additionally,
special thanks go to the AIMS 2016 supporters, Universität der Bundeswehr München,
ITIS, and the European FP7 NoE FLAMINGO under Grant No. 318488.

April 2016 Rémi Badonnel
Robert Koch
Martin Drašar

Aiko Pras

NoE FLAMINGO
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Keynote 1
Today’s Cyber Security Threats

and Challenges for Telco Providers

Bernd Eßer

Telekom Cyber Defense Center (CDC), Deutsche Telekom, Bonn, Germany
EsserB@telekom.de

Abstract. This keynote focuses on the threat landscape and its evolution as seen
from a Tier-1 operator’s perspective. This includes the development of threats
that affect mainly consumers, such as botnets, as well as threats that address
primarily organizations.
So called Advanced Persistent Threats (APT) are analyzed in the way

offenders usually pursue such attacks. Strategic and operational options to detect
and remediate such attacks are discussed. This keynote closes with thoughts on
possible future roles of telcos in this threat context.



Keynote 2
Cyber Resilience of Complex Interdependent

Infrastructures

Tobias Kiesling

Industrieanlagen Betriebsgesellschaft mbH, IABG, Ottobrunn, Germany
kiesling@iabg.de

Abstract. Most of the critical infrastructures that we utilize in our daily life are
quite complex and interdependent on one another. This poses a huge challenge
to our understanding with respect to major risks connected to those infrastruc-
tures. This is especially true when considering the imminent threat of potential
cyber attacks that are generally seen as possible already in our current time.
What we need is a more thorough understanding of cyber-related risks that

can guide the implementation of measures to secure the resilience of critical
infrastructures. One example for a vulnerable infrastructure is the air traffic
system at large, which is an attractive target for cyber attacks due to its
importance and prominence. The current system is already vulnerable and the
advent of more automation and pervasion of standard IT in the wake of future
approaches leads to ever more complex and interconnected systems with an
increasing attack surface.
To cope with this situation, we need to follow a resilience-oriented view and

utilize suitable methods and tools to achieve understanding of the consequences
in potential cyber threat situations. This keynote introduces the notion of cyber
operational resilience and shows how this can be applied to the air transport
infrastructure as an example of other complex interdependent systems.



Educational Panel
Experiences with MOOCs and Flipped

Classrooms

Daphné Tuncer, Marinos Charalambides

University College London, UK
d.tuncer@ee.ucl.ac.uk, marinos.charalambides@ucl.ac.uk

Abstract. Massive Open Online Courses (MOOC) are open access and scalable
online higher education courses. MOOCs have been gaining increasing popu-
larity in recent years mainly due to their extended outreach and lack of entry
requirements as well as tuition fees. Given their initial success and the interest
from the higher education community, they have the potential of becoming an
essential part of the education system.
However, due to their online nature they do not follow the traditional teaching

paradigm that requires classroom presence and involves direct interaction with
the lecturer. In addition, MOOCs can be developed through various platforms
and can have different formats. These factors can influence the student learning
experience and the future uptake of such courses.
This panel will mainly consist of PhD researchers, that have followed at least

one MOOC, who will discuss their personal experience and expectations, and
share their insights with the audience. The panel will be structured in three parts.
First, the panelists will present their views based on a short questionnaire that
will be provided prior to the event. Second, the moderators will ask questions
concerning, course integration, interaction with other students/instructor,
MOOC format, course customization, and grading systems. Finally, an open
discussion with the audience will conclude the panel. The overall objective is to
collect valuable feedback of the panelists and potentially the audience, which
can be used to suggest changes in current practices and make learning more
effective.
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Lab Session 1
The Internet of Names: Big Data Analysis

for DNS

Anna Sperotto1, Mattijs Jonker1, Christian Dietz2

1University of Twente, The Netherlands
2Universität der Bundeswehr München, Germany

a.sperotto@utwente.nl, m.jonker@utwente.nl, christian.
dietz@unibw.de

Abstract. The Domain Name System (DNS) is part of the core infrastructure
of the Internet. Tracking changes in the DNS, therefore, provide valuable
information about the evolution of the Internet. Think about adoption of pro-
tocols (e.g., IPv6 and DNSSEC) and applications (e.g., cloud e-mail providers),
distribution of content (Web domains), and network security (e.g., botnets).
Since February 2015, the University of Twente, SURFnet, and SIDN run a
largescale active measurement of the DNS, which cover the domain names in
the .com, .net, and .org zones. Since February 2016, the .nl zone has also been
added. In total, our measurement currently queries over 50 % of the DNS name
space on a daily basis. The measurement results are stored in an Hadoop cluster
for later analysis [1].
The goal of this hands-on tutorial is to familiarize the participants with DNS,

DNS measurements, and possible research application. The session will start
with a general introduction to the measurement including a few example use
cases. Then, we will briefly introduce the participants to a virtualized lab
environment, in which they can experiment with the data themselves. The
remainder of the session is then spent “hackathon”-style, in groups, each of
which will present their experiences and possible findings from the data at the
end of the session in a short presentation. The lab environment will contain real
data for the Alexa Top 1 Million domains.

Reference

1. van Rijswijk-Deij, R., Jonker, M., Sperotto, A., Pras, A.: The internet of names: a DNS big
dataset. In: SIGCOMM 2015 Poster Paper, ACM, London, UK, August 17–21 (2015)



Lab Sessions 2 and 3
Traffic Mining (TM) using Brain

and Tranalyzer

Stefan Burschka, Benoît Dupasquier

RUAG, Switzerland
stefan.burschka@ruag.com, benoit.dupasquier@ruag.com

Abstract. Tranalyzer is a lightweight flow generator and packet analyzer
designed for practitioners and researchers [1]. Special value is set to simplicity,
performance, and scalability. It extends netflow functionality and supports the
analysis in processing ultra large packet dumps. It supports the drill down
process to the very flow of interest, which can be analyzed in depth by tcpdump
or wireshark. It provides support for assessing and generating key parameters
and statistics from IP traces either being live-captured from ethernet interfaces or
pcap files, in the context of flow forensics and network troubleshooting.
These lab sessions are literally defined by the title, Traffic Mining (TM) using
your brain and Tranalyzer. Participants will do a hands-on job of analysists
trying to find anomalies in real IP traffic.
After a short introduction to the most important IP protocols and header

features, they will get familiar with Tranalyzer’s main concepts, such as con-
figuration and compilation operations, most important plugins including con-
figuration constants, flows and global reports, and how to write their own
plugins in C. They will experiment it in groups or alone on several pcaps traffic
captures through different practical exercises. They might get stuck in a foxhole
and have to learn how to dig themselves out. Nothing is like it initially seems, or
maybe it is. It is addressed to everybody who is willing to learn further about IP
traffic and the way of flow based traffic mining.

Reference

1. Opensource Version of Tranalyzer2-0.5.8 http://sourceforge.net/projects/tranalyzer/
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Network Element Stability Aware Method
for Verifying Configuration Changes in Mobile

Communication Networks

Janne Ali-Tolppa1(B) and Tsvetko Tsvetkov2(B)

1 Nokia Bell Labs, Munich, Germany
janne.ali-tolppa@nokia.com

2 Department of Computer Science,
Technische Universität München, Munich, Germany

tsvetko.tsvetkov@in.tum.de

Abstract. Automatic Configuration Management (CM) parameter
change assessment, the so-called Self-Organizing Network (SON) ver-
ification, is an important enabler for stable and high-quality modern
SONs. However, it also presents a new set of challenges. While improving
network stability and resolving unexpected conflicts caused by parallel
configuration changes, the SON verification can also make the network
optimization less dynamic. This flexibility can be desirable, especially
when the network is in an unstable state. One such example is Network
Element (NE) commissioning, after which it may be preferable for the
SON functions to explore the configuration space more freely in order
to find the optimal configuration. On the other hand, at some point in
time, the NE has to converge to a stable configuration.

To address these challenges, we introduce in this paper the concept
of Network Element Virtual Temperature (NEVT), which indicates the
state of stability of a NE, and propose how it can be utilized to optimize
the verification process. This approach is evaluated in a simulated envi-
ronment and compared to other verification mechanisms. The results
show that the proposed method allows the network to better react to
changes without sacrificing on its stability.

1 Introduction

The Self-Organizing Network (SON) concept is a key enabler for managing
the complex modern networks. It covers the tasks of self-configuration, self-
optimization and self-healing [8]. A SON-enabled network is managed by a set
of autonomous SON functions performing specific network management tasks.
The functions are designed as control loops, which monitor Performance Man-
agement (PM) and Fault Management (FM) data, and based on their goals
configure the Configuration Management (CM) parameters. For example, the
Coverage and Capacity Optimization (CCO) function has been developed to
optimize the coverage within a cell by changing the antenna tilt or the transmis-
sion power.
c© IFIP International Federation for Information Processing 2016
R. Badonnel et al. (Eds.): AIMS 2016, LNCS 9701, pp. 3–15, 2016.
DOI: 10.1007/978-3-319-39814-3 1



4 J. Ali-Tolppa and T. Tsvetkov

However, in a complex system the functions may have unexpected side-effects.
Especially, when several SON function instances and human operators are oper-
ating independently in parallel. For this reason, policy-based pre-action coordi-
nation is applied to avoid known conflicts between SON function instances [3,12].
Such conflicts may include, for example, two SON function instances changing
the same CM parameters (lost update problem) or one function influencing the
input data of another (race condition), causing it to base its decisions on invalid
data. However, pre-action coordination can only prevent potential conflicts that
are known beforehand. As a consequence, the concept of SON verification has
been developed [5,7,17]. It automatically verifies the impact of configuration
changes and, in case a degradation is detected, returns the network to the last
known stable configuration by performing a rollback of the changes.

The verification process introduces its own challenges too, however. While it
makes the network more stable by quickly rectifying degradations, it can also
make the system less dynamic by preventing optimization paths that may lead
to a minor transient decrease in performance. A related concrete problem is the
configuration of the verification observation window length. If it is too short,
the verification mechanism may try to rollback short, transient performance
degradations, and therefore generate false positive undo requests. On the other
hand, if the observation window is configured long, it makes the verification cycle
slower, increases the number of parallel and potentially conflicting verification
operations and makes determining the CM change causing a degradation more
difficult.

In this paper, we propose an approach that mitigates these issues. We intro-
duce the concept of Network Element Virtual Temperature (NEVT), which indi-
cates the state of stability of a Network Element (NE). The NEs with high NEVT
are considered unstable and therefore, for example, more likely to accept opti-
mization steps that lead to minor transient degradations. Similarly, as the NEs
becomes more stable, i.e. there are no further changes in the NE as the time
passes, NEVT “cools down” and the NE becomes less likely to accept major
changes. Utilizing the NEVT, the verification process can give the SON func-
tions the necessary freedom when needed, but ensure that the optimization will
converge to a stable, well-performing configuration.

2 The Verification Process

The purpose of the SON verification is to automatically verify CM changes
done in the network, either by SON functions or human operators, and in case
a degradation is detected, return the network back to a stable configuration
by performing a rollback, also known as an undo operation. The automatic
verification process operates in three phases: (1) it divides the network into
verification areas according to the CM changes, (2) observes each area during
the so-called observation window and (3) in case a degradation is detected, marks
the changes for an undo that are most likely responsible for it.
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Composition of Verification Areas. A verification area consists of the recon-
figured cell, also called the target cell, and a set of cells impacted by the CM
change(s), also referred to as the target extension set [16]. The extension set is
often based on the neighbor relations of the target cell. Furthermore, if we have
SON function activities in the network, we may define the verification area as
the combined impact areas [2] of the SON functions that are verified in a given
verification operation. We may also enlarge a verification area based on its loca-
tion [6], e.g., more cells are added if they are part of known trouble spots or
dense traffic.

Observation Window. After the verification area has been determined, the
verification process monitors the performance of the area after the CM changes
have been applied. It does this by monitoring the set of Key Performance Indi-
cators (KPIs) selected to be used in verification. The assessment of the KPIs is
usually done by profiling [9] the network behavior, which requires analyzing the
network performance indicators and specifying how the network should typically
behave and how it has behaved before and after the changes.

Generating CM Undo Requests. At the end of the observation window
the verification process calculates a verification score for the verified changes.
This score can be compared to an acceptance threshold. If the score is higher
than the threshold, the changes are accepted, otherwise the process attempts
to return the degraded verification areas to a known previous stable configu-
ration by performing an automatic CM undo [17]. It determines, which CM
changes have an overlapping impact areas with the verification area, and can
thus have contributed to the degradation, and creates an undo request for them.
Several methods have been developed to optimize the selection of undo areas
and requests [15].

3 Challenges

Many SON functions require not only one step, but several, during which they
observe whether they have moved closer towards achieving their goal. In the
process, the functions may induce a transient performance decrease in the net-
work. For instance, the CCO function monitors the impact of its last deployed
antenna tilt or transmission power changes, and adjusts them if required [8].
The same applies also to the combined, and often unpredicted, effects of several
independent SON function instances running in parallel. They might introduce a
transient degradation, to which the functions react and adapt to a more optimal
configuration.

This poses a problem to the SON verification. Namely, how long should the
verification observation window be? If the observation window is made too short,
there is a risk that the true impact of the CM changes is not yet visible in the
network. Changes are rolled back, although they are just transient and the SON
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Fig. 1. The problem of choosing the correct observation window length

functions would adapt to the situation in the upcoming rounds. In the same
manner, the opposite may happen and changes are accepted before the negative
impacts show in the monitored KPI. Figure 1 depicts this problem.

On the other hand, a long observation window is not desirable, because it
means a longer verification cycle, which can block other SON functions from
executing. Also, the longer observation window, the more difficult it becomes to
find out which changes have actually caused a degradation, especially if there are
several parallel changes made by more than one SON function instances. Yet one
more problem with a long observation window is that as it makes the verification
process longer, it increases the number of parallel verification operations, which
can lead to conflicts between them [15]. This can be problematic, especially in
more complex networks.

The CM scoring method proposed in [10] answers these questions partly. It
introduces a mechanism that assesses the changes made by SON functions over
a certain period of time and categorizes their behavior by assigning them to a
certain zone. For example, changes leading to a drop in performance are assigned
to a so-called red zone. The difficulty, however, is choosing the correct length
of the required time period. Once again we would like to keep the observation
window as short as possible, but if it is too short, the scoring mechanism does
not work anymore.

4 Concept

To address the problems stated in Sect. 3, we propose a method to incorporate
NE stability awareness into SON functions, especially in the SON verification.
We introduce the concept of Network Element Virtual Temperature (NEVT),
which indicates the state of stability of a NE. In the following, we are going to
explain the concept in detail and describe how the NEVT can be used to improve
SON verification.

4.1 Network Element Virtual Temperature

The Network Element Virtual Temperature (NEVT), similar to the temperature
concept in simulated annealing [14], shall be understood as an indicator of the
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stability of a NE, in particular of a cell. A NE becomes “hotter” after opera-
tions such as commissioning, SON function activity, or manual reconfiguration.
Another example is when NE software is upgraded, which inserts new heat into
the NE to indicate the reduced stability of its state. The resulting NEVT value
depends on the event that has occurred in the network, i.e., a certain type of
changes results in a much higher increase of the temperature than others. How-
ever, if there are no changes in the NE, it will cool down over time according
to its cooling factor to indicate increased stability. A less stable NE with a high
NEVT value is more likely to accept intermediate optimization steps that lead
to somewhat reduced performance, in order to reach improved performance in
the future. In contrast, a NE with a low NEVT value should retain its stability
and is less likely to accept transient degraded optimization steps.

A change in a cell may not only affect the cell itself, but can also have an
impact on its neighboring cells. For example, if a CCO function tilts an antenna
up, this may not only influence the cell, where the tilt change was made, but
also the neighboring cells may start experiencing higher interference. Therefore,
the NEVT is transfered to the neighboring cells, analogous to heat conduction
in physics. The amount of heat conducted to the neighboring cells depends on
the selected conduction factor.

2

a) No activity b) Major reconfiguration c) First step of heat distribution

d) Second step of heat distribution e) Final stable state
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01

Reconfigured 
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Fig. 2. Example of distributing NEVT ε [0; 4] in the network

These three concepts, i.e., heat introduction, cooling factor and conduction
factor, define the temperature of each NE over time. In Fig. 2 we have outlined
an example, where a new NE is introduced into an existing network resulting in
introduction of a new, “hot” NE, heat conduction and subsequent cooling down.
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4.2 Application of NEVT in SON Verification

The SON verification function can use the NE stability indication, the NEVT,
in several different ways:

– Choose to completely omit hot verification areas
– Select the observation window length based on the NEVT
– Accept changes causing minor degradations if the NE is hot.

Firstly, if the verification function is heavily loaded, i.e., there are several,
perhaps overlapping verification operations running, it may opt to completely
omit hot verification areas to reduce the number of potential verification con-
flicts. Since the NEs in the verification area are unstable, also the verification
decision would be unreliable and it might be better to let the SON functionality
to continue optimizing the area.

Secondly, SON verification may adapt the observation window length accord-
ing to the NEVT. For more unstable NEs, a longer observation window is used, in
order to let them better stabilize after each change before making a verification
decision. Likewise, for more stable NEs, a shorter window can be used.

Thirdly, the verification may accept changes leading to minor degradations,
in case the verification area has a high NEVT value. The verification process
accepts all changes that have a verification score higher than the set accep-
tance threshold, but it may in addition accept changes with a score below the
threshold with a certain probability depending on the verification score and
the NEVT. This allows SON functions to explore the configuration space more
freely, without SON verification interrupting the process with a CM undo, and
thus “escaping” potential local optima. On the other hand, the likelihood of
SON verification accepting such intermediate changes should become lower, as
the verification area cools down. Analogous to simulated annealing, this ensures
that the NE configuration will stabilize and converge to at least a local optimum
solution. Contrary to offline optimization solutions based on simulated annealing
[4], however, SON verification can always accept only minor degradations, since
it operates in a live network, where sufficient Quality of Service (QoS) must
always be ensured. In this paper we focus on this third alternative.

4.3 Components

The architecture consists of two components: (1) a NEVT aggregator and (2) a
NEVT parser, as shown in Fig. 3.

The NEVT aggregator consists of three sub-components. The first one is an
event monitor that is responsible for monitoring the events occurring on the NE.
Typical events are the change of CM parameters, software upgrades, etc. The
second component, the NEVT calculator, computes the temperature. The third
component is the NEVT distributor. It is the connection point, used to exchange
NEVT values between the NEVT aggregators of neighboring NEs. Its task is to
generate (send) and receive NEVT forward messages.
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Fig. 3. Input, output, and components of the concept

Upon receiving a NEVT forward message, a NEVT distributor delegates the
received information to the NEVT calculator. It uses the information to update
the temperature of the NE.

The second main component, the NEVT parser, is the connection point to
the verification mechanism [16] or any other network anomaly analyzer. First of
all, it allows the verification mechanism to read the current NEVT. It can be
also provide aggregated NEVT values for the current verification area.

Secondly, it gives a verification mechanism the ability to inform the NEVT
aggregator about its planned undo activities. For example, if it requires a certain
period of time to resolve verification collisions, an aggregator may artificially keep
the temperature at a high level, indicating that the NEs have not stabilized.

4.4 Message Flow

An example of the message flow in a heterogeneous mobile network is given in
Fig. 4.

1. A SON function triggers major CM changes within the fifth generation of
mobile communications (5G) network.

2. The responsible NEVT aggregator computes the temperature.
3. The same NEVT aggregator distributes the computed values to the neigh-

boring NE, including those being part of the fourth generation (4G) network,
by generating NEVT forward messages. The corresponding NEVT aggrega-
tors receive the message and adapt the temperature respectively. The receiv-
ing NEVT aggregators dynamically configure the temperature, based on the
temperature of the sending entity, as well as the conductivity factor.

4. When the verification mechanism is triggered, it requests the temperature of
the verification area from the NEVT parser.

5. The parser collects the NEVTs of the NEs by issuing a NEVT get message.
The corresponding aggregators reply with an NEVT info message.
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Fig. 4. Message flow

6. Based on the gathered information the verification mechanism is able to assess
the change and decide whether or not it can be accepted.

4.5 Design of NEVT Aggregator

Let us define NEVT as χ ∈ [0, 100] and that the NEVT of a cell c at Granularity
Period (GP) t is given by the function τt(c). An operation performed on a cell c,
for example a major re-configuration, can increase the χc to indicate a reduced
state of stability, i.e., τt+1(c) = τt(c) + δ, where δ is the added heat. Note that
δ must be scaled so that τt+1(c) ∈ [0, 100].

NEVT is also conducted to the neighboring cells. To simplify the model and
to reduce the need for signaling, the NEVT conduction is done only when NEVT
is added in the system. Let us denote the set of all cells as Σ. When δ of NEVT
is added to a cell c ∈ Σ, the NEVT conducted to each neighbor of c is given by

τt+1(cn) = τt(cn) + K(τt(c) + δ − τt(cn)),∀cn ∈ N, (1)

where N ⊂ Σ is the set of cells neighboring c and K ∈ [0, 1] is the NEVT
conductivity factor.

Additionally, on each GP each cell cools down according to the cooling factor.
That is, for each cell c ∈ Σ, τt+1(c) = Fτt(c), where F ∈ [0, 1] is the cooling
factor.
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4.6 Design of NEVT Parser

For implementing the improved verification mechanism, we need the NEVT
Parser to calculate the NEVT of a verification area. For this purpose, let us
denote the set of all cells as Σ and the set of all verification areas as V . Further-
more, let us define an extraction function fe that returns the cells of a verification
area, i.e., fe : V → P(Σ)\{∅}. Now the aggregated NEVT of a verification area
v ∈ V at a time t can be defined as

T (v) =
1

|fe(v)|
|fe(v)|∑

i=1

τt(c)i, (2)

where τt(c) is the NEVT of a cell c ∈ fe(v) as given by the NEVT Aggregator.

4.7 Enhanced Verification Process

In order to compute an anomaly score for verification, we define for each cell
an anomaly vector a = (a1, a2, . . . , an) that is an element of R

n. Each element
ak ∈ R, k ∈ [1, n] represents the deviation of a KPI from the expected value, also
known as the KPI anomaly level. The value of n equals |K|, where K is the set
of KPIs that are selected to determine the cell performance.

To calculate the anomaly vector, the expected behavior is learned in a train-
ing phase, during which we collect samples p1 . . . pt for each given KPI, where t
marks a training period. Then, we measure the current value of the KPI, denoted
as pt+1. The collected data, i.e., p1 . . . pt, pt+1, is normalized by computing the
z-score of each data point. The KPI anomaly level is the z-score of pt+1. The
z-score itself represents the distance between the given point and the sample
mean in units of the standard deviation. It is negative, when the raw score is
below the mean, and positive when above. In addition, the anomaly level is nor-
malized so that a positive level value means better than average performance
and negative level worse than average. For example, for a success KPI, such as
Handover Success Rate (HOSR), we can use the z-score as such. However, for a
failure KPI, such as Radio Link Failure (RLF), we use the negative z-score.

The verification is done for a verification area consisting of one or more cells.
In order to calculate the verification score for the area, we collect the anomaly
vectors of each cell in the verification area into a verification area anomaly matrix
A, where each column represents a cell and each row a KPI. Next, we aggregate
all elements ajk of the matrix A into one single z-score that represents the
overall verification area performance. The aggregation function ϕ(A) calculates
it by taking the arithmetic average of all ajk, as defined in Eq. 3.

ϕ(A) =
1

mn

m∑

j=1

n∑

k=1

ajk, (3)

where m is the number of cells in the verification area.
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Now, following the proposal in [13] for simulated annealing, we can define an
acceptance function ψ(v,A) ∈ [0, 1] that defines the probability of the verifica-
tion process accepting a change, which is resulting in an anomaly matrix A in
verification area v ∈ V , as

ψ(v,A) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1, if ϕ(A) ≥ ε

0, if ϕ(A) < ε and T (v) = 0

e

−c(ε − ϕ(A))
T (v) , otherwise,

(4)

where ε is the acceptance threshold and c is a scaling factor.
For example, by setting ε = 0, all changes having a positive verification score

will always be accepted and changes with negative score will have a probability of
acceptance depending on the verification score and the NEVT of the verification
area.

5 Evaluation

In this section we present the results of our experimental case study with the
presented NE stability aware verification method. We also give an overview of
the used simulation system.

5.1 Environment

To evaluate the behavior of SON coordination and verification concepts, we have
developed the SON Simulation System (S3), as presented in [15].

The simulator models a Long Term Evolution (LTE) macro cell network
based on simulated mobile users and radio propagation models [11]. The simu-
lated network consists of 32 cells spread over an area of 50 km2. Furthermore,
1500 uniformly distributed mobile users follow a random walk mobility model
and use the network. The PM data calculated based on the radio simulation
is collected in rounds corresponding to approximately 100 min in real time, i.e.
GPs, and forwarded to the SON functions.

For all simulation test runs, we employ two optimization functions: Mobility
Robustness Optimization (MRO) and CCO, and the verification function. The
CCO function adapts the antenna tilt and transmission power and the MRO
changes the Cell Individual Offset (CIO) parameters. An instance of each of the
two functions is running for each cell in the network.

5.2 Setup and Scenario

Each simulation round consists of 21 GPs. In the tested scenario, a disturbance
is introduced after the 4th GP by turning one of the cells off. CCO and MRO
adapt to this change and the verification function keeps monitoring their changes.
During the 13th GP the cell is turned on again. When the cell is turned on and
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Fig. 5. Comparison of different verification strategies

off, the NEVT calculator adds a fixed amount of 80 units of NEVT in the
reconfigured cell.

The scenario is repeated by using four different configurations:

1. verification with NEVT, cooling factor 0.8
2. verification with NEVT, cooling factor 0.9
3. verification without NEVT, i.e., rejecting all changes with verification score

below the acceptance threshold
4. no verification.

Furthermore, NEVT conductivity factor is set to 0.8 and the verification
acceptance function scaling factor to equal the maximum NEVT value of 100.
Verification area is the target cell and its neighboring cells. A short observation
window of only one GP was selected. Each scenario in each configuration is simu-
lated 5 times and values for each GP averaged over the simulations. The followed
KPIs are the Channel Quality Indicator (CQI) and the Handover Success Rate
(HOSR), which are also used in the verification process. The CQI is computed
as the harmonic mean over the channel efficiency [1].

5.3 Simulation Results

The simulation results show that the SON verification with the NEVT is able
to adapt better to the disturbances while ensuring the stability of the system.
Figure 5 shows the results. It depicts the CQI and HOSR values of the cell that
was shutdown and its neighbors. Both the average value of the KPI of every
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cell in the whole verification area and the value of the worst performing cell in
the area are shown. Note that all the values are averages of the five simulation
rounds.

For the most important KPI, the CQI, we can see that using verification
without NEVT slows down the reaction to the degradation introduced during
GP 5 due to higher number of undo operations. Moreover, if we look at the CQI
of the worst performing cell, we can see that without verification it ends up in a
sub-optimal state.

If we look at the verification with NEVT, we can see that the SON functions
are able to react to the disturbance fast and at the same time the degradation
of the worst performing cell is avoided. With lower cooling factor of 0.9, in par-
ticular, the network stabilizes in clearly better average CQI values than without
verification or with verification without NEVT. As for the HOSR we see less
differences, but the NEVT-based verification mechanism achieves slightly better
results.

6 Conclusion

The Self-Organizing Network (SON) verification is an important enabler of mod-
ern SONs. While it improves the stability of the network, verification can also
make it less flexible, which can be undesirable in certain circumstances. For
example, after commissioning a new Network Element (NE), it can be prefer-
able to let the SON functions configure the Configuration Management (CM)
parameters more freely to better adapt to the environment.

In this paper, we proposed the concept of Network Element Virtual Tem-
perature (NEVT), which indicates the state of stability of a NE. Major recon-
figurations of a NE increase its NEVT to indicate reduced stability. Over time,
if there are no further reconfigurations, the NEVT decreases according to the
cooling factor as the NE becomes more stable. NEVT is conducted to the neigh-
boring NEs to indicate that they should also adapt to the changes. Utilizing the
concept of NEVT, we introduced a NE stability aware verification process. In
the process, all CM changes that exceed a set threshold for the verification score
are accepted. However, also CM changes that do not exceed the threshold have
a certain probability of being accepted, depending on the verification score and
the NEVT of the NE.

Our evaluation, based on radio environment and subscriber simulation, shows
that the NEVT-based verification allows the network to react and adapt to major
changes faster. At the same time it avoids the degradations that occurred, when
no verification was used. Distribution of NEVT to neighboring NEs enables the
whole subnetwork to react to changes in one NE and the “cooling down” of
NEVT ensures that the network stabilizes to an optimal configuration.

Future work includes studying the application of NEVT to other Network
Management (NM) use cases.
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self-organizing networks. In: Agüero, R., et al. (eds.) MONAMI 2015. LNICST,
vol. 158, pp. 3–15. Springer, Heidelberg (2015). doi:10.1007/978-3-319-26925-2 1

11. NSN: Self-Organizing Network (SON): Introducing the Nokia Siemens Networks
SON Suite - an efficient, future-proof platform for SON. White Paper, Oct 2009

12. Romeikat, R., Sanneck, H., Bandh, T.: Efficient, dynamic coordination of request
batches in C-SON systems. In: IEEE Vehicular Technology Conference (VTC
Spring 2013), Dresden, Germany, June 2013

13. Kirkpatrick, S., Gelatt, C.D., Vecchi, M.P.: Optimization by simulated annealing.
Sci. New Series 220, 671–680 (1983)

14. Szu, H., Hartley, R.: Fast simulated annealing. Phy. Lett. A. 122, 157–162 (1987)
15. Tsvetkov, T., Sanneck, H., Carle, G.: A graph coloring approach for scheduling

undo actions in self-organizing networks. In: IEEE IM, Ottawa, Canada, May 2015
16. Tsvetkov, T., Frenzel, C., Sanneck, H., Carle, G.: A constraint optimization-based

resolution of verification collisions in self-organizing networks. In: IEEE Global
Communications Conference (GlobeCom 2015), San Diego, CA, USA, Dec 2015
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Abstract. The increasing number of sensor-equipped mobile devices
enables new applications for communication within crowds of people.
Ranging from monitoring services that provide insights into the crowd’s
behavior to fully fledged messaging applications for end users, all such
applications require communication protocols that are tailored to the
characteristics of a mobile ad hoc network (MANET). A common com-
munication scheme for such dynamic networks is the publish/subscribe
(pub/sub) paradigm, that offers temporal and spatial decoupling. How-
ever, pub/sub protocols for MANETs are designed and evaluated under
very restricted conditions regarding the expected mobility, number of
users, application workload, and application requirements, targeting
rather specific scenarios. In reality, such conditions are subject to change,
especially considering people’s behavior during crowded events. In this
work, we propose a framework that enables dynamic transitions between
different pub/sub protocols based on the currently monitored conditions
or caused by an external trigger. We analyze the behavior during transi-
tions and the overhead introduced by our framework through extensive
simulations. By using simple pub/sub protocols and switching between
them based on the observed conditions, we are able to maintain good
service quality at reasonable overhead, thereby enabling applications to
operate in dynamic conditions representative of mobile crowds.

1 Introduction

The trend towards mobile devices and their continuously increasing capabilities
in terms of processing power, sensors, and communication interfaces motivates a
range of applications for communication in crowds. Application objectives range
from crowd sensing and monitoring, e.g., to detect critical densities of people,
to messaging and infotainment [12,15]. Often, these applications are tailored
towards a specific type of crowd (e.g., visitors of a music festival, or first respon-
ders [2,16]), where central infrastructure might be overloaded, too costly, or
not available at all. In addition, user-generated content is often only relevant in
vicinity of its creator [10], a property that can be exploited to increase system
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performance and scalability [11,31]. Therefore, direct ad hoc communication is
used to replace – or at least augment [23] – the communication via a central
infrastructure. Consequently, a plethora of pub/sub systems for MANETs have
been proposed in recent years, ranging from simple approaches based on notifi-
cation or subscription flooding to more complex overlays that maintain distrib-
ution trees. Each approach focuses on a particular optimization target such as
increasing robustness [19], providing low latency communication [20], or achiev-
ing a high resilience towards mobility [1]. Furthermore, each approach is able to
deliver the desired performance only within bounded environmental conditions
specific to the scenario it was initially designed for.

In this work we propose a framework that is able to dynamically exchange
the utilized pub/sub protocol for a crowd of people, based on status information
gathered within the system or based on extrinsic triggers. This allows us to
adjust the performance vs. cost characteristics of the system based on the current
conditions and application requirements, while at the same time relying on rather
simple pub/sub protocols with well-known properties. Extending the concept of
transitions and their corresponding lifecycles as proposed in [9], our framework
addresses challenges related to the state transfer as well as message translation
during the execution of a transition. We argue that existing protocols can be
integrated easily, as they only need to provide access to stored subcriptions
through a basic and easily extendable subscription model. By relaying network
operations – e.g., sending and receiving of messages – as well as interaction with
the application through simple proxy interfaces, transitions between protocols
are executed transparent to the application.

Based on a simulative evaluation of a prototype of our proposed framework we
quantify the performance benefits as well as the additional overhead introduced
by executing transitions between two basic pub/sub protocols. The simulation
setup is derived from real-world measurements of people’s behavior during a
large-scale music festival [8], thereby providing valuable insights into protocol
performance in a realistic setting. Our findings reveal that transitions executed
by our framework enable the system to adapt to changing conditions, while at
the same time keeping the control overhead reasonably low. The system is able
to maintain the desired performance characteristics and ensure delivery of noti-
fications during and after the execution of a transition. The evaluation results
further indicate the need for efficient bootstrapping mechanisms to improve the
benefit of – especially short-lived – transitions. Overall, the execution of tran-
sitions between basic pub/sub protocols is a promising approach to tackle the
challenge of communication in mobile crowds under dynamic conditions.

The remainder of this paper is structured as follows: In Sect. 2 we describe
and discuss our proposed framework for transitions between pub/sub protocols
in mobile crowds. We evaluate the framwork in a simulative setup derived from
real-world crowdsourced measurements of people movement during a large-scale
music festival and present the results in Sect. 3. After discussing relevant related
work in Sect. 4, we conclude the paper and discuss future research directions in
Sect. 5.
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2 A Transition-Enabled Pub/Sub Framework

Figure 1 provides an overview of the entities of the transition-enabled pub/sub
framework and their interactions. At the core of the framework, a number of
pub/sub protocols are provided. Proper activation and termination of protocols
during transitions is assured by the lifecycle management. Instead of directly
interacting with the respective pub/sub protocol, applications publish, subscribe,
and unsubscribe through an interaction proxy. To this end, the proxy takes care
of relaying the respective method calls to the currently active pub/sub protocol.
Additionally, it handles callbacks and notifications triggered by the pub/sub
protocol upon reception of a notification and forwards the notification to the
application for further processing. The methods provided by the proxy follow the
proposal for a common pub/sub application programming interface, as defined
in [21]. This ensures that transitions between protocols are transparent to the
application – no modification of application code is required.

Fig. 1. Overview of the entities and their interactions in the proposed framework.

The currently active pub/sub protocol stores its subscriptions – local sub-
scriptions originating from the application, as well as subscriptions managed
on behalf of other nodes – in the provided subscription storage. To this end, a
uniform abstraction for subscriptions is required. This abstraction is provided
by the interaction proxy and further discussed in Sect. 2.2. To enable commu-
nication among nodes in the system, each pub/sub protocol sends and receives
messages through a common network proxy provided by the framework. The
network proxy relays incoming messages to the currently active pub/sub proto-
col. During protocol transitions, some nodes may receive messages originating
from a different protocol than their currently active one. Rather than simply
discarding these messages, the network proxy attempts to resolve basic informa-
tion and translate it into a form that can be processed by the currently active
pub/sub protocol. This (optional) functionality is implemented on a per-protocol
basis by adding the respective transformation functions to the message trans-
lation matrix. In the following section, the process of a transition within our
framework is discussed in detail.
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2.1 Execution of Transitions

The process of a transition itself is shown in Fig. 2. For simplicity, we assume that
there exists a logically centralized coordinator. For most scenarios, this assump-
tion is reasonable, as applications usually report their data to some kind of sink
infrastructure, e.g., the coordination unit of an emergency response team. In
cases involving multiple coordinators, distributed consensus protocols [18] could
be used to agree on a transition. The coordinator starts a transition in conse-
quence to a trigger event. Such an event can be the outcome of monitored state
(e.g., a sharp decrease in system performance, or sudden increase in people move-
ment), or based on an external trigger. Based on the target pub/sub protocol,
a transition strategy is selected and the decision is disseminated to all mobile
nodes. Dissemination can either be performed by the pub/sub protocol itself (in
this case, the framework registers as a subscriber to the respective event type)
or via an out-of-band dissemination protocol.

Fig. 2. Control flow and execution steps for a transition.

Once the decision arrives at a mobile node, the respective transition strategy
is executed. Each strategy consists of four basic steps: (i) start the new protocol
through the lifecycle manager, (ii) transfer state to the new protocol, relying on
the subscription storage, (iii) relay application and network interaction to the
new protocol by utilizing the respective proxies, and (iv) terminate the previously
running protocol. Before actually relaying all interaction to the new protocol, the
strategy needs to wait until the lifecycle manager signals successful startup of
the new protocol, as discussed in [9]. Depending on the protocol, startup might
involve the formation of a topology and, as a consequence thereof, some message
exchange unrelated to the application payload. The network proxy allows such
communication during the startup and shutdown phase of a protocol, thereby
ensuring the functionality of bootstrap mechanisms and a graceful shutdown.
Once the new protocol is ready, all further interaction is relayed through the
new protocol and the old one is terminated.

Without any additional information about the pub/sub protocols involved
in a transition, the framework is already able to execute a transition by only
relying on the common abstraction of the subscription storage as well as the
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interaction proxy. However, such a transition would involve unsubscribing with
the old protocol and then re-subscribing for all locally stored subscriptions after-
wards, introducing significant overhead. Therefore, state transfer can be refined
on a per-protocol basis, leading to more evolved transition strategies. If, for
example, the target protocol and the currently active protocol have a notion of
brokers (e.g., some nodes in the mobile network act as message brokers serv-
ing other nodes that act solely as clients), one can bootstrap the new protocol
by assigning the role of a broker to the nodes that already previously acted
as brokers. Thereby, state does not need to be redistributed during startup, but
instead only as a consequence of the default maintenance mechanisms of the new
protocol. This strategy significantly reduces the overhead caused by a transition.

As our framework is used for communication within a crowd of people, we
demand the whole network to execute transitions. In a MANET, partitions might
occur and decisions might not reach all affected nodes, potentially leading to
protocol misbehavior once partitions merge. To this end, the network proxy
piggybacks an identifier of the currently active protocol, the transition strat-
egy, as well as a simple logical clock to messages sent by a node. If another
node receives such a message, but does not yet employ the same protocol, the
appropriate transition is executed. In cases where the sending node employs an
outdated protocol, the identifier helps in determining whether the message can
be translated and still be processed by the new protocol. Translation of mes-
sages is enabled as all protocols deploy a common subscription model, which is
discussed in the following section.

2.2 Subscription Model and Storage

As our framework utilizes a common storage for subscriptions, all pub/sub pro-
tocols need to use or extend our basic subscription model. To this end, we deploy
an attribute-based subscription scheme that supports dynamic types, as illus-
trated in Fig. 3. In addition to an arbitrary number of types and attributes,
each subscription may carry one string-typed attribute denoting a topic. In this
way, the resulting subscriptions can be processed by attribute-based and simple
channel- or topic-based pub/sub protocols. Subscriptions (and notifications) are
built by the application, relying on factory methods provided by the interaction
proxy. Therefore, applications do not depend on subscription schemes introduced
by the individual protocols.

Fig. 3. Subscription model within the proposed framework.



A Framework for Publish/Subscribe Protocol Transitions in Mobile Crowds 21

To enable protocol-independent management of subscriptions, the respective
objects that are used to compose a subscription (e.g., filters and attributes) are
created through factory methods provided by the interaction proxy. Therefore,
if an existing pub/sub protocol needs to extend the basic subscription model, it
can simply extend the respective factory method to include additional, protocol-
specific state within a subscription. The same model and factory concept is also
used by applications for the creation of notifications. If nodes act as brokers
within the current protocol (i.e., they manage subscriptions on behalf of other
nodes), the subscribers are also attached to the respective subscription. In the
basic model, only an IP address is required for each subscriber.

2.3 Integrating Existing Pub/Sub Protocols

One goal of our framework is to keep the required modifications of existing
protocols as simple as possible. To ensure basic interoperabilit one needs to
(i) provide an adapter for the interaction proxy and the network proxy, (ii) utilize
the subscription storage, and (iii) implement the basic lifecycle methods. While
the current network proxy requires some modifications (the use of a custom
socket), a future version of the framework could intercept1 calls to the respective
methods. As a basic lifecycle handling is already part of most protocols, and our
subscription model is fairly generic, (ii) and (iii) do not pose significant challenges
and only require minor changes.

To enhance system performance during a transition, one may provide a cus-
tom transition strategy for the respective protocol. As discussed in Sect. 2.1, a
strategy might include more complex state exchange mechanisms to reduce mes-
saging overhead. Usually, the resulting state exchange mechanisms depend on
specific combinations of source and target protocol. If a matching state exchange
mechanism is provided for the current transition, it is executed automatically by
our framework. In addition to that, protocols might also provide custom entries
to the message translation matrix. The matrix simply consists of descriptions of
messages used by a protocol and pointers to some common data fields within
those messages, like subscriptions or notifications. In this way, incoming mes-
sages of the wrong protocol type can be interpreted by the currently running
protocol to some extent.

We aim to support simple integration of existing pub/sub protocols into the
transition-enabled framework by requiring only minor modifications. However,
the framework allows protocol designers to provide more elaborate transition
strategies tailored towards the peculiarities of the specific protocols.

3 Prototype and Evaluation

We implemented a Java-based prototype of the proposed framework on top of
the Simonstrator-Platform [24] to enable both simulative, and prototypical per-
formance studies. Goal of the evaluation is to verify the concept of transitions
1 We are currently extending the prototype to rely on Java Reflections for this purpose.
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(a) During concerts. (b) During pauses. (c) Movement probability.

Fig. 4. Illustration of the evaluation scenario, derived from crowdsourced movement
profiles of visitors of a music festival [8].

in pub/sub systems for crowd communication as a viable solution to react to
environmental changes in a flexible and generic way. Therefore, we model a
scaled-down scenario based on real-world crowdsourced measurements of people
movement during a music festival [8], as illustrated in Fig. 4. The scenario can
roughly be categorized into two phases with respect to movement characteris-
tics: a relatively static phase during concerts (c.f. Fig. 4a), and an active phase
where the crowd moves to different stages or enters and leaves the festival area
(c.f. Fig. 4b). Stages and other relevant points of interest (e.g., food booths) are
modeled as attraction areas, allowing us to rely on a modified version of the
SLAW movement model [14,30]. In our evaluation scenario, we vary the prob-
ability that a node selects a new attraction area and starts moving towards it,
mimicking real-world behavior during and after a concert (c.f. Fig. 4c).

The evaluation was conducted by means of simulation on the Simonstrator-
Platform [24], relying on the overlay simulator PeerfactSim. KOM [29] and the
NS-3 802.11 g underlay model [26]. We simulated 400 nodes on a 2000m×2000m
area, with a publication rate of 1 publication per second and a fan-out of 1 : 20,
meaing each publication had 20 interested subscribers. Two hours of operation
are simulated: (i) during the first 30 min all nodes join; (ii) after 40 min, the
workload phase starts and subscriptions, as well as publications, are issued; (iii)
performance and cost metrics are measured between minute 60 and 100; (iv)
the workload is applied until the end of the simulation. Each run was repeated
five times with different random seeds, and the plots show the average over
these five runs. The scenario starts with a concert phase lasting until minute 70.
During this concert phase, the probability of a node to start moving to a new
attraction area is set to pl = 0.05. Two minutes before the end of the concert,
this probability starts to increase linearly, until it reaches ph = 0.7 at minute 72,
leading to a noticeable number of nodes moving around in-between attraction
areas. The probability is reduced back to pl = 0.05 around minute 80, when the
next concert starts. This cycle is repeated once more around minute 90.

For the evaluation, two basic pub/sub protocols are integrated into the frame-
work: (i) an approach using notification flooding through a gossiping mechanism
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(a) Delivery Ratio (b) Delivery Delay (c) Traffic

(d) Delivery Ratio (e) Delivery Delay (f) Traffic

Fig. 5. Performance in terms of delivery ratio and delay, and cost in terms of traffic for
static deployment of the distributed (a–c) and the tree-based (d–f) pub/sub protocol
in the dynamic scenario.

(termed distributed in the following), and (ii) a broker-based approach, where a
subset of the nodes is elected as brokers that maintain subscriptions on behalf
of the remaining nodes. In the broker-based approach, notifications are sent
along a delivery tree formed by the broker nodes, thereby reducing the traf-
fic. To understand the behavior of both protocols in our dynamic scenario, we
evaluated them within our framework without triggering any transitions. The
resulting performance and cost characteristics over time are shown in Fig. 5.

The gossip-based approach is robust enough to maintain a delivery ratio of
one over the whole duration of the simulation (c.f. Fig. 5a). However, due to the
utilization of a gossiping mechanism, event delivery can take up to one second
(c.f. Fig. 5b), and the resulting traffic is five times higher than for the broker-
based approach that forms a delivery tree (c.f. Fig. 5c and f). While delivery
ratio and delay remain constant even during phases of high mobility, a slight
increase in average traffic (c.f. Fig. 5c) can be observed. For the broker-based
approach, the formation of delivery trees in the dynamic scenario leads to an
average delivery ratio of 0.9 in the more static phases of the scenario (c.f. Fig. 5d).
However, the ratio falls to an average 0.8 with significantly worse performance
for a fraction of the nodes during phases with higher mobility. This is the result
of failures in the delivery tree, caused by brokers that move out of range of each
other. Until the failure is detected and repaired, the performance suffers. As
long as the delivery tree remains functional, the broker-based approach achieves
significantly better delivery delays (c.f. Fig. 5e) and consumes less traffic than
the gossip-based approach.
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We conduct an evaluation featuring transitions between the broker-based
and the gossip-based approach in order to provide a proof-of-concept evaluation
of our proposed framework, as well as for an estimation of the cost introduced
by the framework to control transitions. Transitions are triggered shortly after
the user-mobility changes, according to the scenario description. The results for
the transition-enabled framework are shown in Fig. 6. The background colors
of the plots denote the currently active protocol. It can easily be seen that a
transition is triggered a few minutes after the mobility starts to increase, as it
becomes more probable for nodes to select a new attraction area. At minute 72,
the transition from the broker-based approach to the distributed gossiping-based
approach takes place. As a consequence, the delivery ratio directly increases, as
the more robust protocol is used (c.f. Fig. 6a). However, this transition also leads
to a significant increase in variation of the delivery delay (c.f. Fig. 6b) and an
increased overall traffic consumption (c.f. Fig. 7a).

(a) Delivery Ratio (b) Delivery Delay

Fig. 6. Transitions between the broker-based and the distributed, gossip-based protocol
occur at minutes 72, 82, and 92. The performance characteristics of the system change
accordingly.

As the gossip-based protocol relies on notification flooding, nodes only need
to filter based on their own, locally stored subscriptions. Therefore, there is no
need for state transfer when initializing the protocol. This becomes apparent
from the sharp transition of the traffic at minute 72, as shown in Fig. 7a. In
contrast to that, the transition back to the broker-based approach at minute 82
requires some initial bootstrapping and, thus, causes higher traffic, as brokers
have to be elected. Due to the scale of the x-axis, one might get the impression
of a discrete switch between pub/sub protocols. A zoomed-in version of the first
transition, shown in Fig. 7b, reveals that it takes up to 180 ms in our setting until
the last node executes the transition. As shown in our evaluation, the framework
successfully executes transitions between two different pub/sub protocols during
runtime. The performance of the overall system remains stable during and after
transitions. Our proposed approach, thus, is able to adapt to the dynamics of
the considered scenario by switching between protocols, as initially motivated.
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(a) Traffic (b) Decision distribution

Fig. 7. Bootstrapping the tree-based protocol consumes more traffic directly after the
transition at minute 82. A zoomed-in version of the transition at minute 82 shows how
the decision spreads in the network.

4 Related Work

There exists a number of reconfigurable and adaptive pub/sub middleware con-
cepts for fixed [6,13] and mobile networks [27,28]. As our work specifically tar-
gets mobile crowds, we focus on the latter and additionally discuss related, self-
adaptive pub/sub protocols.

Sivaharan et al. propose Green [27], a component-based middleware for
Internet-scale pub/sub, inspired by REDS [6]. In contrast to REDS, the authors
specifically aim at integrating local MANET regions into the overall pub/sub
system. To this end, mobile devices using the middleware can be configured
to act as gateways for nearby devices. The device-to-device communication is
then handled via a range of configurable protocols that can be integrated into
Green. However, the authors do not evaluate or discuss the implications of
dynamic reconfigurations on mobile networks and solely consider a protocol
based on notification-flooding, thereby obviating the need for any state trans-
fer or maintenance mechanism. With our framework, the pub/sub middleware
can be extended to actually react to environmental changes and dynamics by
executing protocol transitions on the fly.

Sørensen et al. propose a middleware for context-aware applications on
mobile networks [28]. While focusing explicitly on providing a higher level pro-
gramming abstraction to pervasive applications, the proposed middleware also
includes a communication substrate that provides pub/sub capabilities. The
authors base their pub/sub substrate on the design of the MANET pub/sub pro-
tocol Steam [17]. Unfortunately, no performance figures are given, and adapt-
ability to changing dynamics is not evaluated. According to a recent survey of
middleware approaches for pervasive applications by Raychoudhury et al. [22],
event-based communication is a key building block for all kinds of middleware
solutions. Therefore, we believe that our framework poses a valuable foundation
for middleware concepts, such as [28]. Instead of proposing a new middleware
concept as in [3,28], we aim at providing a core functionality as a potential
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component of such a middleware in a lightweight fashion, putting a focus on
reconfigurability. Therefore, by integrating our framework as communication
substrate as envisioned by Sørensen et al. and providing higher-level pub/sub
functionality on top, one can realize mobile applications that can acutally adapt
their local ad hoc communication means to dynamic environmental conditions.

Depending on the characteristics of the application and the environmental
conditions, more elaborate pub/sub protocols can be utilized and incorporated
into our framework. For rather static environments but large amounts of nodes,
hierarchical approaches, as presented by Yoo et al. [32], can be deployed. By
relying on fixed delivery trees, and limiting communication to the exchange of
subscriptions between dedicated broker nodes, the overhead caused by flood-
ing of notifications can be avoided. However, such a structured approach suffers
from node mobility. To this end, a semi-structured, density-based approach has
been presented by Friedmann et al. [7]. Here, routing between brokers relies
on a gradient-based scheme, making it more robust against broker movement.
Additionally, the election of brokers requires only very limited knowledge – the
density of the two-hop neighborhood – and, thus, can be performed without
adding significant overhead. To address high mobility, or frequent connection
failures, completely topology-less approaches have been proposed. Extending
flooding-based concepts, approaches such as [19] utilize gossip-based communi-
cation protocols to limit the amount of redundant data transmissions.

Within our proposed framework, one can leverage the benefits of these differ-
ent approaches by switching between pub/sub protocols at runtime and choosing
the protocol that best fits the current conditions. At the same time, application
developers just utilize a simple and well-known pub/sub interface, as all func-
tionality of our proposed framework remains transparent to the application.

5 Discussion and Conclusion

A number of interesting application concepts rely on direct ad hoc communi-
cation in crowds of people, where cellular infrastructure might be unavailable
or simply overloaded. The performance of the utilized communication protocol,
however, can vary significantly depending on the dynamics of the considered
scenario. In this work, we propose a framework that is able to switch between
different pub/sub protocols for mobile networks at runtime. To this end, the
framework provides a basic abstraction for subscriptions, as well as mechanisms
for state transfer and interaction with the network and the application, allowing
to easily integrate new protocols. Based on real-world measurements of a music
festival, we derive a representative workload for a communication system in such
an environment, and use it to evaluate a prototype of our proposed framework
including two basic pub/sub protocols. In contrast to a static configuration of the
protocols, our framework is able to maintain the desired performance vs. cost
characteristics even in the face of dynamic changes of network conditions by
executing transitions between the different protocols.

Our framework can work as a wrapper for existing pub/sub middleware, as
the application interface relies on default pub/sub methods (c.f. [21]) defined by
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the interaction proxy. To trigger transitions, the pub/sub system itself can be
utilized: in such a case, the lifecycle management simply acts as a subscriber to
a well-defined control channel. It is beyond the scope of this work to provide
means to accurately monitor the network state as a foundation for transition
execution – however, we are currently integrating an adaptive monitoring system
that is targeted towards similar scenarios [25].

We are currently in the process of integrating a wider range of more com-
plex pub/sub protocols into our framework, especially looking into protocols that
support location-based or context-based publish/subscribe semantics. These pro-
tocols offer richer subscription semantics, enabling more sophisticated filtering
of relevant notifications. One interesting application for the proposed framework
is switching between direct delivery of notifications and delay-tolerant proto-
cols [4,5]. Here, our framework could help in preserving energy by disabling the
direct communication interfaces opportunistically, as consequence of a protocol
transition, if applications do not require instant delivery for certain types of
events. However, this would require centralized coordination via a cellular inter-
face, as previously explored in [23]. The prototype of the framework is available
online as part of the Simonstrator platform [24].
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Abstract. Many companies rent Virtual Machines (VM) from cloud
providers to meet their computational needs. While this option is also
available to end-users, they do not always take advantage of this option.
One reason may be that it is common to pay on a per-VM-basis, whereas
the telecommunications sector has shown that customers prefer flat rates.
A flat rate for cloud services needs to define utilization thresholds, to cap
the usage of heavy customers and thereby limit their impact on the flat
rate price and the cloud performance. Unfortunately, customers consume
multiple heterogenous resources in clouds, e.g., CPU, RAM, disk I/O and
space, or network access. This makes the definition of a customer’s fair
“cloud share” and according utilization thresholds complex.

Backed by a questionnaire among more than 600 individuals, this
paper designs the new Greediness Metric (GM) that formalizes an
intuitive understanding of multi-resource fairness without access to con-
sumers’ utility functions. This GM enables the introduction of attractive
cloud flat rates and fair sharing policies for private/commodity clouds
and provides incentive to customers to wisely determine VM configura-
tions.

1 Introduction

Cloud Computing (CC) is a computing paradigm enabled by the growing connec-
tivity provided by modern communication systems combined with virtualization
technology [8,27]. CC allows server farms to provide their combined computing
power on demand to customers, such as end-users and companies. To process
a workload through CC a customer starts Virtual Machines (VM) in the cloud
that process the workload. In particular, VMs are defined by Virtual Resources,
e.g., virtual CPU and virtual RAM [3,8]. Resources in private/commodity clouds
are often managed by quotas, i.e., each user has a quota defining a maximum of
VRs that his VMs may have in total.

As opposed to this, in commercial clouds, it is common practice that cus-
tomers pay on a per-VM-basis [2]. However, the telecommunications sector has
shown that customers often prefer flat rates [1,21,22], even if a volume-based tar-
iff would reduce costs [18]. Contrary to a volume-based tariff, a flat rate induces
a fixed cost cap. For private users this allows for care-free use and for commer-
cial users an easy budgeting of costs. This suggests high demand for cloud flat
c© IFIP International Federation for Information Processing 2016
R. Badonnel et al. (Eds.): AIMS 2016, LNCS 9701, pp. 30–44, 2016.
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rate schemes. With a cloud flat rate customers pay a monthly fee to get access
to a cloud, where they can start VMs. Just as Internet flat rates come with a
maximum bandwidth, cloud flat rate customers would get a certain quota to
spawn VMs.

However, this mechanism is neither sufficient to cap costs that individual
customers cause nor to ensure fairness between customers, because customers
(i) often deploy different amounts of their quota and (ii) load VMs differently. In
particular, (i) means that some customers may only operate a few VMs leaving
most of their quota unused, while others fully utilize their quota. (ii) describes
that even if customers create exactly the same number and types of VMs, the
costs they cause varies depending on how they utilize their VMs. Because VMs
on the same host compete for resources, a heavily loaded VM may impair the
performance of other VMs on the same host. Therefore, in flat rate or pri-
vate/commodity clouds, it is desirable to limit VMs of heavy customers in favor
of VMs of more moderate customers, such that VMs of moderate customers are
not impaired by VMs of heavy customers.

While technical means to enforce fairness in this way exist [3,10,12], cloud
fairness is neither sufficiently enforced nor explored [7–9,15,28]. What makes the
definition of cloud fairness problematic, is that multi-resource fairness has to be
defined without access to utility functions. Here, multi-resource implies that bun-
dles, which are allocated to the consumers, consist of heterogenous resources and
the non-accessibility of utility functions implies that it is unknown how much
consumers valuate different bundles (a consumer’s utility function maps each
bundle to a number quantifying the consumer’s valuation for the bundle). Util-
ity functions are unknown, because, depending on the workload a VM executes,
dependencies between resources differ. Therefore, even for the owner of a VM,
the VM’s utility function is difficult to determine. Furthermore, no standard-
ized format to describe utility functions exists. Lastly, even if cloud users could
determine and express utility functions, they may not want to reveal it to the
cloud operator, as it reveals private information about internal processes.

The problem of cloud fairness is often addressed by VM scheduling, i.e.,
deciding which VM should be started next. This is insufficient to streamline
resource utilization in clouds, because it makes static assumptions on utility
functions necessary [4,7,9], while VM demands are dynamic. To reach a general
applicability (including VM runtime), this paper defines the Greediness Metric
(GM) in return to the research question how to quantify the commensurability
of VMs’ runtime resource utilization, i.e., how fair VMs behave. Because fairness
is an intuitive concept, i.e., differs from person to person, the conformance of
the GM with an intuitive understanding of fairness is verified by a questionnaire
among more than 600 participants.

The remainder of this paper is structured as follows: Sect. 2 discusses related
work leading to the research question stated in Sect. 2.1. Section 3 outlines the
questionnaire, presents its results, and discusses key findings. Based on these
outcomes, the new Greediness Metric (GM) is defined in Sect. 4. Section 5 draws
conclusions and outlines future work.
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2 Related Work and Problem

For a single resource, the size of bundles can be quantified, and thus, the value
of bundles objectively compared. Therefore, fairness can be intuitively defined
as Max-Min-Fairness [25] or Proportional Fairness [4] and quantified by metrics
such as [14,19,30]. While such allocation problems were extensively studied in
computer science [6,25], multi-resource allocation received much less attention.

In data centers, which comprise clusters, grids, and clouds, consumers share
resources, such as CPU time, RAM, Disk I/O and space, and network access,
wherefore it is necessary to define fairness, when every consumer receives a
bundle of heterogenous resources. As noted in [7,9,15,17,23,28], multi-resource
allocation in data centers is so far not fully investigated and often reduced to
single-resource allocation problems at the cost of efficiency and fairness [9,20].
The assumption of more advanced approaches is that the resource utilization
of jobs, which determine those entities consuming resources in clusters and
grids, is static or at least follows static ratios [7,9]. This allows to introduce
fairness by job scheduling, i.e., which job should be started next. However,
VMs, which are the entities consuming resources in clouds, change their resource
utilization frequently and dynamically. This not only prohibits reducing cloud
fairness to VM scheduling but also prohibits incorporating the concept of envy-
freeness [9,11,28]. Envy-freeness, i.e., no consumer prefers to swap his bundle
with another, is essential for the definition of fairness in economics. However,
this definition is not applicable, when consumer’s utility functions are unknown
or highly dynamic, as it is the case for clouds. Subsequently, approaches to multi-
resource fairness in data centers (especially their cloud instances) are compared
here, while ignoring numerous approaches focusing on a single resource.

Dominant Resource Fairness (DRF) is the most prominent approach to intro-
duce multi-resource fairness in data centers [9]. DRF defines the value of a bundle
as the biggest proportion relative to the total supply of any resource in it (cf.
Sect. 3.2). Therefore, to define the value of a bundle only one resource is con-
sidered, which is also known as the L∞ norm. A DRF fair allocation is the
allocation that maximizes this value for every consumer. [11] points out that for
many other functions (including all other Li∈N norms) a unique allocation exists
that can be found in polynomial time, but that the authors of DRF never argue

Table 1. Comparison of related approaches.

App. Fairness Area Utility function

DRF Max-min for L∞ norm Scheduling Leontief

[4] Proportional Fariness Scheduling Leontief

BBF Equal share on a bottleneck Scheduling Perfectly complementary

[28] Envy free and Pareto efficient Micro resources Cobb-Douglas

[17] Priority based on metrics Scheduling Not needed

GM Based on questionnaire Runtime Not needed
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why their choice is superior. Leontief utility functions model that resources are
required in static ratios, i.e., increasing the amount a consumer receives of one
resource does not increase his utility if his share of all other resources is not
increased by the same factor. While all proofs for DRF’s desirable properties are
based on Leontief utility functions [9,23], the actual DRF scheduling policy, as
proposed in [9], allows consumers to request different resource bundles. There-
fore, in the scheduling process, consumers can have arbitrary utility functions,
but DRF’s properties are only proven for Leontief utility functions. [4] shows
that proportional fairness is superior to DRF in terms of efficiency and comes
with the same desirable characteristics under realistic assumptions.

Bottleneck-based fairness (BBF) was introduced in [7,8]. An allocation is
bottleneck-based fair, if every consumer either is allocated all requested resources
or at least the equal share on a congested/bottleneck resource and the other
resource in proportion. [29] defines a multi-resource on-line scheduling policy
that achieves BBF without knowing consumer’s utility functions in advance.

[28] presents an allocation policy that achieves game-theoretic fairness, i.e.,
sharing incentive, envy freeness, and pareto-efficiency, when allocating cache
capacity and memory bandwidth. Different applications are profiled to convinc-
ingly argue that Cobb-douglas utility functions are well suited to model dimin-
ishing returns and substitution effects for these resources.

[17] considers the fair sharing of grids between customers and research groups.
Contrary to all other approaches discussed in this section, [17] achieves fairness
by a penalty/priority function, which is close to our approach. In particular, such
function determines the priority of consumers when granting resource requests.
Such approach is much more practically oriented, because no assumptions about
utility functions need to be made.

Another research field on cloud resource allocation focuses on live-migration
[16,26], i.e., rescheduling VMs during runtime. While live-migration is applied
during VM runtime it is, just as VM scheduling, orthogonal to this work here,
because it does not change priorities of VMs.

Table 1 compares the approaches discussed in terms of the adopted fair-
ness definition, the application area, and the assumed utility function. Most
approaches are way too complex to be applied during VM runtime and none
of these is based on an intuitive understanding of fairness. This motivates the
general research undertaken and specifically this paper’s problem statement.

2.1 Problem Statement

The characteristic of fair cloud resource allocations that is distinct for this con-
text is that customers (between whom fairness is to be defined) utilize resources
from different resource pools (hosts) by intermediaries (VMs). While fairness has
to be achieved between customers, this has to be done by allocating resources to
their VMs. Unfortunately resources can only be moved between VMs, which run
on the same host. However, besides this structural dilemma, also a more general
problem is faced: Defining and enforcing fairness of multi-resource allocations
without knowing consumers’ utility functions. In particular, because bundles
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consist of multiple heterogenous resources, bundles can contain resources in dif-
ferent amounts. This prohibits an objective comparison of bundles. For example,
some customers may require more CPU for their workloads, while others require
more RAM [20]. A third customer may deploy the cloud for backups and, there-
fore, mostly requires disk-space and bandwidth. Therefore, consumers can have
different preferences over the same bundles.

Because utility functions of consumers in clouds are unknown, it is not possi-
ble to define fairness via utility functions here and, thus, fairness has to be defined
via bundles that VMs serve themselves. In particular, hosts work as “self-serving
stores” for VMs, which means that they provide all requested resources to VMs,
if possible. Therefore, fairness in clouds has to be defined as constraining VMs of
those customers whose VMs overcharge their self-serving stores, i.e., are greedy.
While also the concept of greediness has no formal definition, it can be better
defined and quantified with the information that is available in clouds.

Therefore, the problem statement for this paper reads as follows: The
greediness of VMs can be defined and quantified based on their multi-resource
self-servings. An allocation is fair in such a case, when (i) the aggregates per
customer of these quantifications are aligned and (ii) VMs of “greedy” customers
are constrained in favor of VMs of “less greedy” customers.

3 Questionnaire

A questionnaire was developed to evaluate the intuitive understanding of fair-
ness and greediness and to justify empirically the design of the new Greediness
Metric (GM). The questionnaire can be found in the appendix of [24]. The
questionnaire specified real-life resource allocation scenarios in terms of three
questions Q1, Q2, and Q3 to not distract participants by technical terms and let
them fully concentrate on the question of fairness. While these scenarios were
specific, the questions were carefully designed to reach generic insights about
intuitive understandings of fairness and greediness. To describe these questions
subsequently, resources and consumers are denoted by ri and cj , respectively,
where i, j ∈ N>0. Questionnaire participants had to chose between different
options of allocations or define rankings of consumers. Additionally, participants
were offered to explain their answers in text boxes. The questionnaire did not
address any particular target group, to allow evaluating a popular and intuitive
understanding of fairness that is not biased by technical notions established by
experts. Out of 721 participants, who started the questionnaire, 604 completed
it. Q2 addressed the question of how consumer requests should be taken into
account, when allocating resources, but did not address the question of how fair-
ness or greediness can be defined. Therefore, Q2 is not directly related to the
design of the GM and only discussed in [24].

3.1 Choosing the Most Fair Allocation (Question 1)

DRF is the most prominent approach for fairness in data centers (cf. Sect. 2).
Therefore, DRF’s conformance with an intuitive understanding of fairness was
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Table 2. The four Allocation
Options A11, A12, A13, and A14.

A11 A12 A13 A14
Consumer r1 r2 r1 r2 r1 r2 r1 r2
c1 2 0 3 0 4 0 5 0

c2 0 4 0 6 0 8 0 10

c3 4 8 3 6 2 4 1 2

Table 3. The three Scenarios S31, S32, and
S33.

S31 S32 S33
Consumer r1 r2 r3 r1 r2 r3 r1 r2 r3
c1 4 3 3 4 2 4 4 1 4

c2 2 1 5 1 4 3 1 4 3

c3 4 2 1 1 6 2 1 6 2

Remainder 2 3 0 6 0 0 6 1 0

evaluated by Q1. In particular, DRF’s centerpiece, which is using the L∞ norm to
measure the value of a bundle (c.f. Sects. 2 and 3.2), was evaluated. The scenario
described covers two resources r1 and r2 of which six and twelve units where
available, respectively. These resources have to be allocated to three consumers
c1, c2, and c3. c1 only requires r1, c2 only r2, and c3 requires for each unit of r1
two units of r2. This results in seven possible allocations to allocate all resources
and do not give consumers resources they have no use for. However, most of
these allocations are intuitively unfair, e.g., in two of these allocations at least
one consumer receives no resources at all.

Because the scenario describes that resources are requested in static ratios, it
is transferable to allocation problems in data centers, where these static ratios of
resource requests, i.e., Leontief utility functions, are the standard assumption [4,
7,9]. Table 2 shows four of the seven allocations and their respective labels. These
four allocations were presented to participants numerically and graphically and
they had to choose the allocation that seemed most fair to them. As expected,
A11 and A14 were only chosen by a minority of the 721 participants (0.4 %
and 1.1 %, respectively) and most participants deterred between A12 and A13
(30.0 % and 68.5 %, respectively). The following arguments in support of A12
are summarized from textual comments received:

– c1 and c2 only compete with c3 for resources, but not with one another. A fair
allocation splits resources equally between those who contend for them.

– All receive an equal amount of what they want.
– This is the only allocation where nobody can complain that someone has more

of the same resource.

For the following reasons A13 was supported:

– When prices are introduced based on available units, this option gives the
same value to all consumers.

– c1 and c2 receive 2/3 of one resource and c3 1/3 of two resources, which makes
2/3 for everybody. On a similar note, some participants rejected A12, because
c3 gets as much as c1 and c2 combined.

– Because c1 and c2 only want one resource, they should get more of it than c3,
as c3 wants both resources.

– This option is the result of a simple auction or when all consumers get an
equal share of both resources and then trade.
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3.2 Estimating Greediness (Question 3)

Q3 was designed to collect information on how the greediness of consumers, who
served themselves from a pool of common resources, is perceived. The transfer-
ability to clouds is evident, because in clouds VMs serve themselves from their
host. Moreover, because in flat rate and commodity clouds no payment on a
per VM basis occurs, such clouds are also a common resource shared among
customers. In addition, insights were collected on how proportionality and value
of resource bundles is perceived, when no information about consumers’ utility
functions is available. Thus, Q3 provides insights on how resources that different
VMs on the same host utilize can be compared.

Q3 is based on three scenarios S31, S32, and S33, were three consumers c1,
c2, and c3 had served themselves from a pool of three common resources r1, r2,
and r3 (like VMs on the same host). To split these resources, each consumer had
allocated himself a certain bundle as shown in Table 3. The three consumers had
to be ranked according to how their greediness was perceived, all being based
on the amounts the consumers had allocated themselves.

Metrics: Many participants tackled Q3 by proposing one of the four metrics
discussed subsequently.

Price: The price metric is the simplest metric. The value of one unit of resource
ri is defined as p/←→ri , where p is a constant and ←→ri is the number of units
available of ri. The value of a bundle is the sum of values of its resources. For
example, for p = 1 the value of c2’s bundle in S31 is 2

12 + 1
9 + 5

9 = 5
6 . This metric

is equivalent to the sum-based-penalty function presented in [17].

P × S (Price×Scarcity): The P×S metric is a natural extension of the price
metric. The value of one unit of resource ri is defined as a(ri) · p/←→ri

2, where
a(ri) is the amount that is allocated in total of ri. The value of a bundle is
defined as the sum of values of those resources contained. For example, for p = 1
the value of c2’s bundle in S31 is 2·10

122 + 1·6
92 + 5·9

92 = 29
54 .

P ∩S (Price∩Scarcity): The P∩S metric is another natural extension of the price
metric and defines the value of a resource just as the price metric. However, the
value of a bundle is defined only over resources that are depleted, i.e., resources
where a(ri) = ←→ri . For example, for p = 1 the value of c2’s bundle in S31 is⌊
10
12

⌋ · 2
12 +

⌊
6
9

⌋ · 1
9 +

⌊
9
9

⌋ · 5
9 = 5

9 .

DRF (Dominant Resource Fairness): The DRF metric defines the value of a
bundle by the L∞ norm, i.e., by the biggest share of any resource relative to the
overall amount of the resource. For example, the value of c2’s bundle in S31 is
max

(
2
12 , 1

9 , 5
9

)
= 5

9 . According to this DRF metric, the bundles of c1 and c2 in
S33 are equally valuable. This tie is broken by the second biggest share in the
bundles, wherefore c1’s bundle is more valuable.
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Frequency Investigations: For some questionnaire rankings the free text indi-
cated that the participant had assumed real life values of those resources and
ranked the consumers accordingly. These rankings as well as incomplete rankings
were removed, wherefore the presented results are based on 553 answers. Sub-
sequently, consumer rankings are denoted by triplets. For example, the triplet
(2,1,3) denotes the first consumer as moderate, the second consumer as most
greedy, and the third consumer as least greedy.

Figure 1 illustrates for each scenario how many participants selected each
ranking and highlights those rankings that correspond to all metrics discussed
in Sect. 3.2. These numbers in Fig. 1 allow to compile Table 4 showing for each
metric the respective ranking in the three scenarios and by how many partic-
ipants this ranking was selected. Figure 1 and Table 4 show that the metrics
discussed in Sect. 3.2 cover the majority of participants’ rankings.

[24] analyses the combinations of rankings over the three scenarios, because
these rankings given by most participants did not match the same metric over
the three scenarios. This reveals that the most frequent combination was selected
by 79 participants, conforming to the DRF metric. The second, third, and fourth
most frequent combinations were selected by 55, 43, and 32 participants, con-
forming to the P×S, Price, and P∩S metric, respectively.

Fig. 1. Ranking frequencies (represented by triplets) in Q3 scenarios.

Table 4. Percentages of most frequent rankings in Q3.

Metric S31 S32 S33

DRF (2,1,3): 52.7 % (2,3,1): 36.8 % (2,3,1): 37.7 %

Price (1,2,3): 38.0 % (1,3,2): 35.5 % (1,3,2): 22.5 %

P×S (1,2,3): 38.0 % (1,3,2): 35.5 % (2,3,1): 37.7 %

P∩S (2,1,3): 52.7 % (3,2,1): 22.5 % (1,2,3): 13.4 %
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Table 5. A problematic DRF ranking.

r1 r2 r3 Price P×S P∩S DRF

available 30 30 30

c1 18 0 0 1.80 1.68 0.00 0.60

c2 0 14 17 3.10 3.04 1.40 0.56

c3 10 16 12 3.80 3.69 1.60 0.53

3.3 Discussion

Only the first two arguments of the questionnaire’s text replies in favor of A12
of the above presented Q1 are correct. The third argument is incorrect, because
c1 receives least of r2 and c2 least of r1. Therefore, the arguments in favor of A13
are more versatile and sound than those in favor of A12. Because A12 and A13
were chosen by 30.0 % and 68.5 % of the participants, respectively, it is concluded
that A13 determines the intuitively fair allocation.

In Q3, participants who ranked in conformance to the Price and P∩S metrics,
stated that they had applied these metrics to arrive at the ranking. In contrast,
participants who ranked conforming to the DRF and P×S metrics often argued
not in conformance to the respective metric. In particular, for participants ranking
in conformance to the DRF metric, only one participant argued in conformance to
the DRF metric, while the majority argued that those consumers who exceed their
equal share are greedy. Thus, in S31 c2 is the greediest due to the disproportional
consumption of r3. Analog, in S32 and S33 c3 is the greediest, because c3 exceeds
the equal share of r2 by 50 % and c1 is the second greedy, because c1 exceeds the
equal share of r1 by 33 %. Participants who ranked conforming to the P×S metric
mostly argued that the total amount of resources consumed is deceive (the tie of
c1 and c3 in S33 according to this logic was broken by c3’s 50 % overconsumption
of r2). Further details can be found in [24].

Implications for Existing Metrics: While the metrics discussed in Sect. 3.2
cover the majority of participants rankings (cf. Table 4 and [24]), none of these
metrics captures an intuitive understanding of fairness: The P∩S metric has a
low conformance in S32 and S33 and for S33 results in the inverted ranking of
S32. The latter implies that consumers can decrease their score by consuming
more. This is not only counter-intuitive, but gives the undesirable incentive to
consume more than needed. The Price metric has a low conformance in S33 and
identifies c1 as “greediest” in S31, although c1 does not cause the bottleneck, but
precisely sticks to his equal share (a behavior that is considered humble in S32
and S33). The sum- and the root-based-penalty functions, which [17] identifies
as best metrics, result in the same rankings as the Price metric and, therefore,
are also not satisfactory. Similar arguments hold for the P×S metric.

The DRF metric is satisfactory at a first glance: For all three scenarios of Q3
it results in the most frequent ranking and also in the most frequent combination
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of rankings (cf. Table 4 and [24]). However, only one participant argued according
to DRF, while the majority argued that those who exceed their equal share are
greedy. Therefore, the high conformance of DRF stems rather from the fact
that every consumer exceeds the equal share on at most one resource (because
DRF only considers these resources, this allows DRF to produce good results).
Table 5 shows an allocation that proves that DRF’s approach to ignore all but
one resource can lead to undesirable results. For the depicted allocation, all other
metrics discussed in Sect. 3.2 give the inverse ranking of DRF. Also, according
to the arguments made by the participants, the DRF ranking is unfair: DRF
classifies c1 as the consumer with the most valuable bundle, although c1 only
receives the least loaded resource. c3 cedes no resource at all and receives most
of the only scarce resource, but DRF classifies c3 as most humble. Also, Q1
of the questionnaire identified A13 as the intuitively fair allocation, while the
DRF-fair allocation is A12. Because Leontief utility functions are assumed in
Q1, i.e., resources are required in static ratios, and DRF is defined based on
this assumption, DRF should result in an intuitively fair allocation. Therefore,
while DRF is often applied, when Leontief utility functions do not hold, Q1
shows that already for Leontief utility functions, DRF may result in allocations
that are not intuitively fair. Moreover, consumers and resources can be added
to this scenario, where consumer ci requests only resource ri (and as before one
consumer requests all resources evenly). Thereby, the perceived unfairness of
DRF can be increased arbitrarily, because the consumer requesting all resources
receives as much as all other consumers combined.

Due to these shortcomings of all metrics presented so far, the new Greediness
Metric (GM) was developed. This GM is aligned with arguments of this discus-
sion and, thus, (i) classifies A13 in Q1 as the most fair allocation, (ii) results
in the most frequent ranking for each of the three scenarios in Q3, (iii) gives
the “correct” ranking for the allocation in Table 5, and (iv) captures an intu-
itive understanding of fairness, which allows defining attractive cloud flat rate
models.

4 Greediness Metric

The Greediness Metric (GM) maps each resource bundle in an allocation to a
rational number that can be associated to the greediness of the consumer, who
served himself the bundle. In that sense this GM serves the same purpose as the
other metrics presented in Sect. 3.2, which quantify the value of a bundle. As
the most frequent textual comments of the questionnaire suggest, the GM sums
up, what exceeds the equal share in each bundle. However, it also deducts what
is not consumed of the equal share but handed over to other consumers instead.

Let R = (r1, r2, . . . , rm) be a set of m resources, where resource ri ∈ R is
available in the amount of ←→ri . An allocation of R to n consumers (c1, c2, . . . , cn)
can be denoted by a matrix A ∈ R

m×n
≥0 with

∑n
j=1 aij ≤ ←→ri , for all i ∈

{1, 2, . . . ,m}, where cj receives amount aij of ri. The amount of ri that cj

receives beyond his equal share is then aij − ←→ri /n (if the difference is negative,
cj does not utilize its entire equal share of the resource).
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If aij > ←→ri /n, consumers other than cj have to cede some of their equal
share of ri in order to enable cj ’s share of ri. Therefore, the amount by which
cj exceeds his equal share is added to the greediness of cj .

If aij = ←→ri /n, cj exactly receives his equal share, wherefore it does not
change cj ’s greediness. In particular, if aij = ←→ri /n for all i ∈ {1, 2, . . . ,m}, cj ’s
greediness is zero.

If aij < ←→ri /n, cj ’s cession of ri is credited to cj , i.e., subtracted from cj ’s
greediness, to the extent that other consumers profit from this cession, which
is the case, when they utilize ri beyond their equal share. This extension not
only depends on how much of ri is utilized beyond the equal share by other
consumers, but also on how much of ri is ceded by other consumers. Therefore,
the credit factor for the cession of ri is the ratio of what is ceded of ri to what is
consumed beyond the equal share of ri. To capture this notion formally, the sum
of what consumers receive beyond and cede of their equal share of ri is defined
by α(ri) and β(ri), respectively. Therefore,

α(ri) :=
n∑

j=1

max
(
0, aij − ←→ri /n

)
and β(ri) :=

n∑

j=1

max
(
0,←→ri /n − aij

)
.

Multiplying the amount that cj cedes of ri with α(ri)/β(ri) implements the
considerations above. Therefore, the greediness of cj is defined as

g(cj) :=
m∑

i=1

o(i, j) · n/(m · ←→ri ), (1)

where o(i, j) is the offset for cj ’s consumption of ri and defined as

o(i, j) :=

{
aij − ←→ri /n if aij ≥ ←→ri /n,

γ · α(ri)
β(ri)

· (
aij − ←→ri /n

)
else.

(2)

Note that, if β(ri) = 0, no consumer cedes ri and, therefore, the else-part of
Eq. 2 is never reached (thus, no division by zero occurs). The factor n/(m ·←→ri ) in
Eq. 1 normalizes resource units. [24] discusses (i) the choice of this normalization
factor in detail, (ii) detailed examples for the calculation of the GM, and (iii) how
the GM is applicable to scenarios, where consumers have different endowments
(instead of every consumer having an endowment of ←→ri /n).

The parameter γ defines how strongly the ceding of resources is credited
and, thereby, fine-tunes the greediness metric to best comply with the ques-
tionnaire results. Table 6 shows the results of the GM dependent on γ for the
questionnaire’s scenarios. As the table shows, already without the parameter γ
(or, equivalently, γ = 1), the GM complies with results of Q1 and S31. However,
for S32 and S33, the GM results in the ranking (3,2,1) (cf. Table 6), while the
ranking most frequently selected by the participants is (2,3,1) (cf. Table 4). This
mismatch for γ = 1 can be explained as follows: In S32 and S33, c1 exceeds the
equal share of r3 by 33 % but also cedes 50% of r2 to c3, while c2 is “neutral”.
Thus, while c2’s greediness is zero independent of γ, c1 has a negative greediness
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Table 6. GM results for Q1 and Q3 of the questionnaire.

γ Cons. A12 A13 S31 S32 and S33

x c1 0.25−0.5·x 0.5−0.5·x 0 0.1−0.16·x
c2 0.25−0.5·x 0.5−0.5·x 0.2 0

c3 0.5 0 −0.2·x 0.16−0.1·x
1 c1 −0.25 0 0 −0.05

c2 −0.25 0 0.2 0

c3 0.5 0 −0.2 0.05

0.5 c1 0 0.25 0 0.027

c2 0 0.25 0.2 0

c3 0.5 0 −0.1 0.1

for γ = 1, i.e., for γ = 1, the GM ranks c2 greedier than c1. However, most
participants rated c1 greedier than c2, because c1 over-consumes r3 while c2
never exceeds the equal share. Accordingly, γ ∈ [0, 1] regulates how strongly the
ceding of resources is credited (in addition to the dynamic regulation by α(ri)

β(ri)
),

where, the smaller γ is chosen, the harder it gets to compensate for exceeding
the equal share. [24] shows that for γ ∈ ]14 , 2

3 [ the GM perfectly complies with
the questionnaire results and Table 6 lists that γ = 0.5 is an appropriate choice.

5 Conclusions and Future Work

Multi-resource fairness for clouds was so far not defined satisfactorily. There-
fore, the Greediness Metric (GM) was defined and verified via a questionnaire
among more than 600 participants. The GM defines an intuitive understanding
of multi-resource fairness without access to utility functions. This questionnaire
also revealed that DRF, which is the state-of-the-art in data center fairness, not
always conforms with an intuitive understanding of fairness. Because the GM’s
definition is based on arguments of non-technical participants, it is intuitively
comprehensible. This intuitive definition of cloud applicable fairness, allows for
the design of attractive cloud flat rates. In particular, the telecommunications
sector has shown that customers often prefer flat rates. Also private/commodity
clouds are a perfect use case for the GM, as here no service level agreements
guide the resource allocation making fairness an important allocation goal.

In addition to its intuitiveness, the GM is also well suited to be integrated
into cloud sharing schemes, because the GM provides the right incentives to
chose the configuration of a VM, such that it matches the VM’s subsequent
load: When a VM tries to exceed the resources it is configured with, it will
receive them, if available. However, the customer’s greediness increases with a
potentially negative effect on other VMs of this customer. Because a customer’s
greediness only decreases, when resources that his VMs do not utilize are utilized
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by other VMs, it is not guaranteed that idle resources are credited to the con-
sumer. Therefore, under- as well as over-provisioning VMs is costly. No metric
known today (including those in Sect. 3.2) provides this incentive mechanism.

The GM is currently being evaluated within two different settings: the first
setting allows for an evaluation of the GM under idealistic conditions to con-
clude on the effect of different design aspects, e.g., the function to aggregate the
VM greediness to customer greediness. The second setting defines a CloudSim
[5] extension, which allows for evaluating the GM under realistic conditions in
operation. In turn, the implementation to integrate the GM fairness mechanism
into OpenStack [13] is ongoing.
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Abstract. Software-Defined Networking (SDN) technologies offer the
possibility to automatically and frequently reconfigure the network
resources by enabling simple and flexible network programmability. One
of the key challenges to address when developing a new SDN-based solu-
tion is the design of a monitoring framework that can provide frequent
and consistent updates to heterogeneous management applications. To
cope with the requirements of large-scale networks (i.e. large number
of geographically dispersed devices), a distributed monitoring approach
is required. This PhD aims at investigating decentralized solutions for
resource monitoring in SDN. The research will focus on the design of
monitoring entities for the collection and processing of information at
different network locations and will investigate how these can efficiently
share their knowledge in a distributed management environment.

1 Introduction

Effective resource monitoring is a fundamental requirement for the management
of large-scale networks. Monitoring systems are designed to collect measurements
from the network resources, process the acquired data and expose the resulting
knowledge, in order to provide a reliable representation of the network state.
Today, network monitoring mainly operates on long timescales producing peri-
odic reports, which are mostly used for manual and infrequent network recon-
figurations. However, with the advent of Software-Defined Networking (SDN)
technologies, the monitoring requirements are changing since network operators
will be able to reconfigure their resources at a faster pace to automatically react
to emerging conditions.

By decoupling the control logic from the forwarding hardware, SDN enables
easy and flexible network programmability. This key feature allows the imple-
mentation of complex high-level network policies [1–3] and the design of appli-
cations that reconfigure the network automatically and frequently [4–6]. These
novel capabilities pose new monitoring requirements, which cannot be met by
currently deployed approaches. As such, the overarching objective of this PhD
is to design a monitoring framework that can provide frequent and consistent
network state updates to complex and heterogeneous applications, thus enabling
fast and effective reconfigurations.
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To address these requirements, the monitoring system has to be scalable,
flexible toward heterogeneous applications and adaptive with respect to the net-
work conditions. Our research starts from these considerations and focuses on
a distributed monitoring system for large-scale software defined networks. The
choice of a decentralized approach has its roots in recent research [7,8] which
has demonstrated the weakness of centralized SDN proposals. First, using a cen-
tral controller poses scalability limitations in terms of the number of switches
and traffic flows. Second, as the network diameter grows, the associated laten-
cies can become considerable, penalizing the responsiveness of the management
operations. In contrast, decentralized solutions can cope with a large number of
devices, distributed over wide geographic areas, and facilitate fast reconfigura-
tions since monitoring information is acquired closer to the source.

2 Requirements and Research Challenges

This PhD aims to investigate decentralized solutions for resource monitoring in
software-defined networks. The research will be based on the SDN framework
proposed in [9] which introduces a clear separation between management and
control functionality. A set of managers, distributed over the network, hosts
various management applications that implement the necessary logic to decide
on network (re)configurations, while corresponding controllers are in charge of
enforcing those decisions. To communicate with the forwarding hardware, the
controllers rely on OpenFlow [10], the de facto standard for the southbound com-
munication in SDN. As described in [9], monitoring is part of the distributed
management functionality with the objective to gather information from network
devices and subsequently support applications for their decisions. Although of
paramount importance, the authors did not elaborate on the technical challenges
associated with collecting and disseminating information in a distributed envi-
ronment. The objective of this PhD is to address this gap by investigating the
challenges described below.

Design Considerations. Effective design of distributed monitoring function-
ality has to take into account a few key issues. The monitoring operations, if
very intrusive, could adversely affect the network performance. At the same
time, monitoring operations need to be frequent and fast to enable management
applications to operate on short timescales. In addition, they should provide
precise and high-granularity information to support accurate decisions. When
the management system operates inside a large-scale SDN, the impact of these
issues is amplified since the decisions might be taken far away from the locations
where monitoring is performed. We identify below the two main features that
need to be provided by monitoring entities.

1. Programmability: the frequency and the granularity level of the measure-
ments have to be highly configurable based on the requirements of heteroge-
neous management applications.
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2. Adaptability: the measurement rate should be frequently reconfigured, in
such a way to follow the rate of change of the measured values. Adaptability,
as argued in [11,12], enables a reduction of the monitoring overhead, while
ensuring acceptable levels of accuracy.

We have identified the main operations composing the monitoring entity func-
tion in a distributed management framework. The first one is the analysis of
the application requirements. By exposing a high-level API to the management
applications, the monitoring entity receives a large variety of requirements. It
interprets such requirements and translates them into sets of monitoring speci-
fications, indicating the type of measurements to be performed and the targets
of such measurements. Then, it efficiently schedules the individual monitoring
operations, in such a way to limit the overhead and avoid the creation of bottle-
necks [13]. For example, to gather statistics from an OpenFlow-enabled switch,
the monitoring entity instructs the corresponding controller to query, through
the OpenFlow interface, the target switches, or to configure them in order to
push statistics upon flow expirations. Acquired statistics are finally processed
and subsequently exposed to the management applications.

Distributing the Monitoring Function. In a distributed SDN environment,
management applications operating at different locations may need statistics
gathered from outside their local scope. In such a setting, the monitoring enti-
ties will need to share their local knowledge. Ensuring the right tradeoff in
state distribution is an open issue, as argued in [8]. In our case, the distrib-
ution of the monitoring functionality poses a significant challenge: how can the
monitoring entities frequently access reliable and detailed knowledge concerning
remote resources at an acceptable cost? A solution where every local manager
shares all the acquired statistics with every other manager is unlikely to scale
due to the explosion of overhead and synchronization times. This would prevent
decision-making entities to quickly react to emerging conditions and could there-
fore adversely affect the usage of resources. Part of our work will investigate the
possible techniques to achieve the right balance between accuracy and overhead
for a wide range of applications. Striking the right tradeoff in statistics aggre-
gation, before the knowledge is exchanged, is a possible way to address the issue
since this influences the overhead associated with state distribution. Another
research challenge concerns the intelligent selection of managers between which
knowledge should be shared according to the application requirements. Based
on this, a suitable paradigm will be chosen for selective knowledge exchange.

3 Use Case: ISP-Managed Content Distribution

To experiment with the capabilities of the proposed approach, we will consider
a distributed SDN network environment, where an ISP operates a content dis-
tribution service. In this scenario, a set of content items is cached within the
ISP. The management system of the network periodically updates (e.g. in order
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Fig. 1. Example representation of the use case.

of hours) the bandwidth allocation and the content placement, but also recon-
figures in real-time the request routing (i.e. the routing of users’ requests) by
programming the underlying forwarding hardware.

Figure 1 depicts a simplified representation of this use case. Here, the network
is divided in two partitions, each under the control of a local manager (i.e.,
Mgr1/2). In addition, a controller is assigned to each partition (i.e., Ctrl1/2) to
interact with the network devices in the corresponding area.

Each manager implements an instance of a distributed Request Routing
(RR) reconfiguration application which interacts with the monitoring modules
to check the link utilization and the server load in the relevant partition. To col-
lect network statistics, each monitoring module schedules periodic switch polls
to acquire the values of the switch-port counters, together with periodic checks
of the servers’ CPUs and outbound traffic. The acquired data is then processed
(filtered and aggregated) to form knowledge which is disseminated both locally
(i.e. to the local applications) and to remote monitoring modules. We consider a
simple example for this use case. Let us assume that, by default, all the requests
received at a given user location are served by Cache1 and that congestion occurs
on a link located in partition 2. In this case the knowledge obtained by Mgr2,
notifying the congestion, is exchanged with the monitoring module on Mgr1.
This enables the RR application on Mgr1 to modify the request-routing con-
figurations by assigning part of the new requests to Cache2, thus reducing the
utilization of the congested link. The performance of the reconfiguration per-
formed by Mgr1 depends on the timeliness, accuracy and level of granularity of
the information shared between the two monitoring modules.
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4 Summary and Future Work

We have presented the main research challenges associated with the design of
a scalable monitoring framework that can provide heterogeneous management
applications, distributed over a large-scale SDN, with reliable and accurate
knowledge. In next steps of this research, we plan to demonstrate the capa-
bilities of our approach by investigating (1) the type of information which can
be extracted from the network infrastructure (not only the forwarding hard-
ware), (2) how information can be efficiently exchanged, and (3) the possible
implications in terms of delay and cost for the network. We will use the use-case
described in the previous section as a baseline for the evaluation of the proposed
approach in terms of generated overhead and synchronization time.
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Abstract. Today, the communications network has become an essential element
to the operation of any type of organization or infrastructure, such is the case of
the electrical power substations. Such networks in particular, demand high levels
of availability and reliability, as the substation is a key element in the chain of
energy generation and distribution. However, although recent network modern-
ization introduced new features that allow to optimize the operation of the
substation, the variety of devices that integrate it (Intelligent Electronic Devices -
IED: breakers, switches, Protection and Control, Merging Units - MU, Network
Switches, IEEE 1588 Master Clock) and the huge set of application-level
protocols (SMV - Sample Measure Value, GOOSE - Generic Object Oriented
Substation Event, MMS - Manufacturing Message Specification, PTP - Precision
Time Protocols, among others), increase the management complexity. In this
context, the Applied Telecommunications Research Group (GITA), has decided
to propose the development of S3N - Smart Solution for Substation Networks.
S3N is defined as a network architecture that introduces the novel Software
Defined Networks (SDN) and virtualization technologies, in order to simplify the
management of communication networks in power substations.

Keywords: SDN � Network � Architecture � Substation � Power �
Communication � IEC 61850 � Virtualization

1 Introduction

Smart Grid is a concept that aims to provide mechanisms for the generation and
consumption of energy in a more efficient and intelligent manner. This concept pro-
poses the appropriation of data networks advantages to the grid operation in the area of
control, communications and monitoring [1]. To reach this purpose, the modernization
of the infrastructure that supports the generation, transmission, distribution and con-
sumption of power has caused the emergence, within the communication network, of a
variety of IP compliant devices that are interconnected through a network based in
Ethernet technology [2]. Currently, the automation process substation is oriented by the
IEC 61850 standard [3], which covers almost all aspects of substation automation
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system (SAS), providing communication specifications for operations monitoring,
control and protection real time. However, this process of modernization has caused
that the communication network management, in power substations, has become
complex due to the large number of elements that comprise it (Intelligent Electronic
Devices - IED: such as Breakers, switches, Protection and Control; Merging Units -
MU, Network Switches, IEEE 1588 Master Clock), where each device is responsible
for executing functions, with different requirements of connectivity, delay, bandwidth
provisioning, synchronization and security [4].

Nevertheless, in recent years, the field of data networks has been permeated by two
major trends aiming to facilitate the administration of complex networks: SDN and
virtualization technologies, which make the network management more flexible and
enable the rapid development and deployment of network services. SDN allow to
provide programmability to the network infrastructure, considerably facilitating their
management, while virtualization technologies allow, through software, to create a
virtual version of a technological resource as an operating system, a storage device, a
hardware component or a network resource, where and when it is needed [5–7].

In this area, we propose an experimental architecture for communications networks
in substations, based in SDN and virtualization technologies, which is functional,
secure, scalable and easy to manage by the energy operator.

This paper is structured as follows: Sect. 2 presents the research problem and
Sect. 3 describes the methodology approach. Foreseen impacts are presented in Sect. 4,
and the expected contribution and the conclusion are presented in Sect. 5.

2 Research Problem

Although solutions reached through SDN and virtualization technologies are positively
transforming the way large datacenters, corporate networks and campuses have begun
to operate their networks; it is also seen how gradually these concepts can positively
impact the performance and management of the increasing complexity of communi-
cations networks in electrical substations [8–10]. However, as proposed in [11],
communication networks involved in the operation of electric grid, must meet
requirements that are not the same as a corporate network. For example, a substation
may contain hundreds of IEDs generating and consuming critical information in real
time with different requirements of connectivity, delay, bandwidth provisioning, syn-
chronization, and security, according to its purpose or scope; not to mention, IEDs
require proper maintenance and configuration.

According to the above, it can be said that the efficient, reliable and safe operation
of power substation data networks, which is a critical infrastructure whose operation
can significantly impact a highly energy-dependent society, is limited by the constraints
introduced by high number of devices on the network (the order of hundreds, only
mentioning IEDs), complex network configuration (each IED can count with 4 network
interfaces to guarantee redundancy and his configuration is manual), and traffic man-
agement complexity (GOOSE is a multicast protocol that does not tolerate delays
greater than 3 ms).
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In this context, considering that [8–10] have only presented provisional solutions to
the problem exposed through testbeds where: (i) performance evaluation was always
emulated [8–10], (ii) network traffic was emulated and only limited to GOOSE and SV
messages [9, 10], (iii) SDN controllers based in Python were used in [8, 10] (Python is
a interpreted language with low performance compared to other languages), and (iv) no
research proposes a complete architecture for management of substation networks, or
introduces technologies virtualization as a facilitator in this type of environment, they
only present as the application of SDN concepts can improve performance of different
tasks on this type of networks. We consider that it is necessary to implement a complete
testbed to improve the mentioned limitations, where the experimentation on real net-
work topologies, with traffic conditions matching the wide variety of environment
specific protocols (GOOSE, SV, MMS, PTP, FTP, RTSP, etc.). Besides, the use of
robust (production capable) SDN controllers is required. In addition, a special interest
in identifying the advantages and disadvantages that SDN can bring to communications
networks into Smart Grid is growing [11–15]. Therefore, we have decided to propose
the development of: S3N - Smart Solution for Substation Networks. A proposal with
the aim of defining an architecture for the management of communication networks in
power substations, with a high degree of self-configuration, availability, scalability and
security; which will use the concepts proposed by SDN and virtualization technologies,
for its conception.

3 Research Objective and Methodology Approach

The objective of this research is to propose an architecture for the management of
network communications in power substations using the concepts proposed by SDN
and virtualization technologies. In this sense, we propose the development of a
methodology composed by the following steps:

1. To establish what operation requirements are more restrictive for communications
networks in power substations, operating under the IEC 61850 [3].

2. To review the operating characteristics offered by SDN and virtualization tech-
nologies in order to define attributes applicable to the field of communication
networks in power substations, meeting the restrictions defined under the IEC
61850 standard [3]. The study, of open standards and state of art review of partial
solutions in this field, is proposed.

3. To propose models describing the features of the physical/logical elements that
integrate the architecture, as well as their schemes of interaction, for the corre-
sponding description of the architecture. For the development of this stage, it is
suggested to follow the recommendations specified in the ISO/IEC/IEEE 42010
standard, System and software engineering - Architecture description [16]. This
standard provides a foundational ontology to describe system architectures or
software architectures. The recommendations of this international standard present a
common terminology and a conceptual base that facilitates the specification of
requirements, as well as the definition, communication and review of architectures
by using ADLs (Architecture description languages).
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4. To validate the functionality of the proposed network architecture by implementing
use cases in a real testbed. To verify that the architecture meets the operational
requirements defined by the IEC 61850 standard, compliance testing will be exe-
cuted according to the guidelines of IEC 61850-10: 2005 Communication networks
and systems in substations - Part 10: conformance testing. Likewise, use cases will
be implemented in the following categories: Disaster Recovery, QoS Management
and Security.

4 Foreseen Impact

The first impact of the project will be the formulation of an architecture for the
management of network communications in power substations by using the concepts
around SDN and virtualization technologies. This will provide the opportunity to
obtain a communication network with a high degree of self-configuration, availability,
scalability and security, which could be replicated in other scenarios of the smart grid.

Another important impact, on the level of technological development and inno-
vation, will be the design and implementation of a proof of concept for the management
of communications network in power substations, based on SDN. The possibility of
implementing this technology offers enormous potential for development and com-
mercialization, since it contributes to reduced operating and capital costs associated
with management in this specific field.

5 Conclusions

The concept of automated substation, which led to the transition from traditional wired
connections to an Ethernet-based network with IP support devices, introduced new
features in the network, but there are still challenges to be overcome before its proper
implementation in current systems.

With the development of this project, we expect to answer research questions such
as: (i) can the proposed architecture deliver solutions that improve the management of
the communications network in substations, ensuring existing levels of reliability and
availability?, (ii) is it possible, using virtualization technologies, to transfer functions
that now reside on different hardware equipments (IED’s - Intelligent Electronic
Device) to a virtualized environment with the aim of optimizing the operation resources
(physical space, maintenance, computing capacity)? (iii) can the experimental archi-
tecture proposed, contribute to the advancement of Smart Grid concept, in line with the
standards and requirements set by the sector?
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Abstract. Virtualization environments are dynamic and polymorphic, conse-
quently they require complex management for both, physical and virtual
elements. This research addresses the need for a management approach that can
drive virtual network migration systematically to guarantee the required levels of
Quality of Service (QoS) in virtual networks. This paper describes a framework
that includes the processes needed to manage QoS in migration scenes. A se-
lection of policies that will help in systematizing QoS-oriented virtual network
migration are described as well. Test results are provided with the intention to
emphasize the difficulty and need for formal research in this direction.

1 Introduction

Network virtualization continues attracting attention from academia and industry. This
paradigm allows several Virtual Networks (VNs) deploy on top of the same physical
infrastructure without interfering each other. VNs may come and go over time, they
could change their Quality of Service (QoS) requirements and demands over time, and
the underlying physical networks may experience their own dynamic changes. In the
networking research area, the community has invested significant efforts developing
VNs mapping approaches, exploiting majorly the use of metaheuristics to optimize
metrics like VN acceptance ratio, embedding cost, and time to embed VNs onto
physical infrastructures [1]. Moreover, although these solutions have been proved to be
efficient to find trade-offs between physical resource usage and VN provisioning, the
development of efficient VNs migration management approaches have received very
little attention.

A selection of VN migration aspects have been addressed by three exceptional
research works. The authors in reference [2] propose a VN mapping algorithm sup-
porting path splitting and for such split paths a basic migration mechanism is proposed.
The authors in reference [3] propose a selective VN migration scheme that prioritizes
the hop count of virtual link to drive link migrations of the most critical VNs. More
recently authors in reference [4] propose an embedding algorithm with a migration
option in which physical link bandwidth (BW) utilization is driven to trigger virtual
link migrations. Although these works have addressed VN migration issues, all of them
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leave aside node migration, as well as both, additive and non-additive QoS constraints
of the VNs. It is taken for granted by the research community that VN providers
(VNPs) must support virtual networks without having to operate under continuous
human care, and VNs should be self-(re) configured taking into account the constraints
of network elements, the dynamics in the network and the different levels of QoS of the
deployed services. Our research work strives to contribute to the state of the art by
defining a VN migration management approach intended to maintain QoS of virtual
networks. More precisely, we intend to contribute with: (1) novel VN migration
mechanisms that keep the required QoS levels of VNs; (2) VN migration strategies that
consider the dynamics of the services deployed on VNs, the efficient use of network
resources, and the potential costs involved in the migration process; (3) identifying the
most appropriate VN migration strategies that converge to QoS delivery and efficient
resources usage. This paper presents the initial steps in this direction. Namely, we
present an initial migration framework, a selection of QoS-oriented policies and an
overall procedure to systematize migration of virtual links.

2 Migration Framework

This section describes our ideas for a QoS-oriented migration framework. In order to
maintain the required QoS in the VNs, migration management techniques should be
implemented to decide which virtual elements (links, nodes) are subject of reconfigu-
ration, and when to trigger such reconfigurations. The framework includes three com-
ponents, namely monitoring, virtual network service management, and virtual network
embedding management. Monitoring tasks provides information about usage and
availability of physical resources (CPU, memory, bandwidth, etc.). QoS management in
general requires static and online control over subscribed services [5]. In the context of
our work, services are VNs that are first subscribed via VN requests, and they are
mapped into the network via a VN embedding process to make them available to the
SPs. VN service management includes VN-Subscription that handles the required
topology, QoS requirements and the time to activate the VNs as they are requested. This
information is used to draw estimates about additive and non-additive QoS constraints
of the VNs to be considered in the mapping and also in the migration process. Virtual
network embedding management includes two key elements of the framework, namely
embedding and VN migration. Embedding deals with finding optimal mappings of VN
requests onto the substrate network and it is addressed by means of metaheuristics. VN
migration process (described later) is responsible to migrate virtual networks (nodes and
links) between physical resources systematically. Both processes have impact on each
other in terms of embedding cost, VN acceptance ratio, and revenue.

3 QoS-Oriented Migration Procedure

The foreseen technical approach for QoS-oriented VN migration management process
consists of four stages described hereafter. First, resource bottlenecks in physical
resources usage are identified through monitoring physical resources. Second, critical
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virtual links and/or virtual nodes with high potential to get migrated are identified based
on the remaining time, arrival time and departure time of the VNs supported by the
bottleneck resources. The third stage is a critical one, it is intended to define the
physical resources that would support the virtual resources to-be-migrated. This pro-
cess considers the additive (delay and hop count) and non-additive (CPU and BW) QoS
parameters of the VNs supported by bottleneck resources. We define this process as the
Virtual Link Migration Problem (VLMP), which consists of finding a physical path p
from a given source, s to a given target t such that the path p meets three conditions:
availability, feasibility and optimality. (1) Availability: the physical path p should have
enough non-additive resources to support the virtual link to be migrated. Lower bound
threshold values are defined to meet the CPU and BW constraints of the virtual link
subject of reconfiguration. A basic pruning algorithm is used for this condition.
(2) Feasibility: the path p should meet additive constraints. Upper bound threshold
values are defined to meet the delay and hop count constraints of the virtual link to be
migrated. A reverse-Dijkstra algorithm is used to evaluate this condition [6].
(3) Optimality: the path p is chosen based on options that are taken to meet the agreed
QoS targets of virtual link to be migrated. The possible options are; minimize delay,
minimize BW in use, minimize CPU in use, or a combination of them. A look ahead
Dijkstra algorithm is used to evaluate this condition [6].

The three VLMP conditions described earlier are controlled by the threshold values
for availability and feasibility conditions, and the optimality option in the third con-
dition. These are critical aspects that drive the migration process. In this regard, we
introduce the concept of migration policies as an important aspect to systematize
QoS-oriented migration. We believe that the traffic characteristics and the QoS
requirements of the VNs can be used to define, classify and prioritize appropriate VN
migration processes. For this reason we propose policies that can be used to drive
migration systematically, linking the three VLMP conditions with QoS-aware migra-
tion decisions. The objective of migration policies is to find paths with low delay
(Policy 1), paths with high available BW (Policy 2), paths with high available CPU
(Policy 3), paths with high available CPU and BW (Policy 4), paths with high available
CPU and BW and low delay (Policy 5), and paths with high available CPU and BW, as
well as low delay and hop counts (Policy 6). For example, the network administration
would choose Policy 1 to migrate virtual links with low delay constraints, whereas
Policy 6 should be used to find high available physical resources for virtual links with
low delay and hop count requirements.

4 Partial Results

We have implemented the migration management process described in this paper in a
discrete event simulator. This section describes the effect of QoS-oriented migration
policies in the embedding process. Six metaheuristics for the embedding were imple-
mented Genetic Algorithm (GA), Ant Colony (AC), Particle Swarm Optimization
(PSO), Firefly Algorithm (FA) and Harmony Search (HS). The configuration param-
eters of our simulations are similar to the ones used in the literature for the same
purposes [1]. We have defined three values of QoS parameters for the VN requests,
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modeled as follows: QoS (delay, hop-count, CPU, BW). The three QoS requirements
used in our simulations are: QoS1 (20 ms, 3 hops, 60 %, 60 %), QoS2 (10 ms, 4 hops,
50 %, 50 %), and QoS3 (30 ms, 4 hops, 80 %, 80 %) respectively. For each QoS we
executed one experiment. Each experiment consisted of 31 execution runs in order to
get statistically valid results. Figure 1 shows the results of the HS metaheuristic (left),
which outperformed the rest in acceptance ratio metric and the results of FA meta-
heuristic (right), which is the one with the worst performance out of the six meta-
heuristics implemented. Very little improvements are achieved for QoS1 in all policies;
the highest improvement is 2 % with policy 4. QoS2 and QoS3 are majorly improved
by policies 3, 5, and 6; the highest improvement is 6 % with policy 3. Migration
policies 1 and 2 do not enhance the embedding in any case with our simulation settings.
Through simulation, it is a fact that migration policy enforcement has an effect, which
needs to be formally correlated with QoS requirement patterns, VN embedding algo-
rithms and other aspects like topology features and dynamic changes in the physical
network. These are important and relevant aspects that will drive our immediate
research work.

5 Concluding Remarks and Future Work

We have presented our progress towards a QoS-oriented migration management
approach for virtualized network environments. A preliminary framework has been
proposed with the intention to identify the required processes needed to manage QoS in
migration scenes. A novel contribution of this paper is a migration process driven by
policies that systematize QoS-oriented migration. The migration policies are meant to
give control capabilities to the network operator as they can be used to define, classify
and prioritize appropriate VN migration processes depending on the traffic character-
istics and QoS requirements of the VNs. Our preliminary results show that the
migration policies have impact depending on the QoS of the VNs. However, more
advanced analysis is needed to correlate effective migration policy enforcement with
QoS patterns, physical and virtual topology patterns and dynamic changes in the
physical network. This will allow the production of self-adapting mechanisms to find
trade-offs between optimal resources usage and QoS delivery.

Fig. 1. Improvements (%) for HS (LEFT) and FA (RIGHT) embedding algorithms
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Abstract. Mobile data traffichasbeen rapidly increasing over the last few
years. To accommodate for such an ever–growing traffic demand, mobile
network operators are required to perform costly network upgrades. Cell
size reduction and network virtualization are known to be two of the most
effective ways to increase capacity and lower the cost to deploy and operate
future mobile networks. This PhD thesis will study the trade–offs associ-
atedwith thedifferent approaches to small cell virtualization in termsof the
point at which base stations operations are decomposed into physical and
virtual. Different functional splits will be compared using mathematical
optimization tools (e.g., Integer Linear Programming) while novel heuris-
tics will be devised in order to tackle problems of practical size. Finally,
selected resultswill be empirically evaluated over the 5G-EmPOWERtest-
bed deployed at CREATE-NET premises.

Keywords: Mobile networks · Functional split · Component placement

1 Introduction

Recent advances in network virtualization enabled mobile network operators
(MNOs) to move from the D–RAN (Distributed Radio Access Network) archi-
tecture, where base–band processing and radio elements are co–located, to the
C–RAN (Cloud–RAN) architecture, where baseband units are decomposed from
the radio elements and are consolidated in large data–centers. The vaunted ben-
efits of C–RAN are enhanced radio resource utilization and coordination across
multiple cells enabled by the centralization of the radio resource management
tasks. The downside of such high level of centralization lies in the tight band-
width and latency requirements imposed on the fronthaul, i.e. the link intercon-
necting RRHs (Remote Radio Heads) with the BBUs (Base–Band Units), which
can usually be satisfied only using fiber links.

Nevertheless, although the link between RRHs and BBU Pool has been used
as demarcation point in the C–RAN architecture, other functional splits can be
in principle defined (see Fig. 1), each of them coming with different requirements.
In general, the lower the functional split is executed within the RAN protocol
stack, the higher is the centralization benefits, however the fronthaul require-
ments become also more stringent. For example C–RAN enables an MNOs to
implement Coordinated Multi-Point (CoMP) transmission and reception, while
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Fig. 1. Different functional splits for 5G small–cells [1].

a split above the Medium Access Control (MAC) layer cannot support CoMP
only allowing higher–layers cooperation features (e.g., joint scheduling).

This PhD thesis will explore the trade–offs associated with the different
functional splits, including, fronthaul requirements, centralization benefits, and
deployment costs, with the ultimate goal of providing MNOs with a set guide-
lines to design cost–efficient mobile networks. In this paper we report on some
preliminary results on the BBU placement problem over a reconfigurable wireless
fronthaul while also presenting a roadmap for this PhD thesis.

2 Background

A detailed discussion on various functional splits can be found in [2–4]. The
authors of [2] propose a novel RAN as a Service concept in which the level of
centralization is flexible and can be adapted to the actual service demands. Sev-
eral functional splits are introduced and the associated fronthaul requirements
are provided in [3]. The authors of [4] survey several wired/wireless fronthauling
technologies as well as the associated bandwidth and latency requirements for
different functional splits.

Extensive work on C–RAN has been published in the recent years [5–8]. In [5]
the authors propose the Colony–RAN architecture for cellular systems able to
adjust the cell layout by dynamically changing the connections between BBUs
and RRHs. An ILP problem is formalized in [7] for optimizing the assignment
of cells to different BBU pools. The authors of [8] derive a mathematical model
for optimizing C–RAN deployments combining fiber and microwave links.

The amount of literature on VNE (Virtual Network Embedding) is hum-
bling, a comprehensive survey on this topic can be found in [9]. Likewise, also
the amount of work on VNF (Virtual Network Function) placement is consid-
erable [9–13]. In [14] SiMPLE is proposed to address the survivable VNE prob-
lem, exploiting a physical path diversity to provide survivability against single
and multiple path failures. Similarly, the authors of [15] put forward a batch
approach for survivable VNE. Joint node and link embedding algorithms are
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presented in [16,17]. A VNF placement problem is proposed in [10] for the radio
access network, while a dynamic VNF placement problem is presented in [11].
The authors of [12] consider a hybrid environment in which part of the ser-
vices are provided by dedicated hardware. In [13] an online VNF scheduling and
placement problem is formulated.

3 Research Statement

Figure 2 depicts the reference network architecture envisioned in this PhD thesis.
In the lower part of the figure we can see a traditional C–RAN deployment where
all the BBUs are centralized and long fiber links are used in order to connect
BBUs with RRHs (solid black lines). In the upper part of the figure instead,
we can see the architecture envisioned in this work. In this case BBU Pools
are co–located with macro cells and a reconfigurable wireless fronthaul is used
to connect BBUs with RRHs (dashed black lines). A traditional backhaul is
used in order to connect macro cells to the core network. This approach has
the potential to reduce the length of the (expensive) fiber fronthaul links, thus
improving operational and capital expenses, while still enabling advanced control
and coordination mechanisms.

Fig. 2. The reference network architecture.

This architecture will be the starting point for this PhD thesis and will be
extended in order to accommodate for different functional splits and for dif-
ferent fronhauling technologies. For each functional split we will formulate an
optimization problem and we will study the associated trade–offs. The key per-
formance indicators will include energy consumption as well as network perfor-
mance (throughput, latency) and resiliency. Scalable heuristics will be developed
in order to study networks of practical sizes. We will compare the performances
of the ILP–based placement algorithm and of the heuristics using a custom
discrete event simulator implemented in Matlab and based on the results we
will implement a particular split in the 5G–EmPOWER testbed deployed at
CREATE-NET premises1. Finally, we will address the economical implications
1 http://empower.create-net.org/.
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of the different splits with the overarching objective of providing MNOs a set of
guidelines for designing and deploying future 5G networks.

4 Preliminary Result

As preliminary work we formalized and solved the BBU Placement problem over
a reconfigurable wireless fronthaul. This approach is made possible by recent
advances in microwave communications which allow for up to a few Gbps of
bandwidth over short distances, (i.e., less than one Km). In the BBU place-
ment problem the input consists of virtual network requests composed by a
variable number of small cells and BBUs, whereas the substrate network pro-
vides the physical constraints in terms of bandwidth and computational capac-
ity. In the evaluation we considered grid–shaped substrate networks and star–
shaped virtual network requests. We formulate the BBU placement problem as
an ILP problem and we propose a greedy heuristic. The ILP problem formula-
tion, including the objective function and the associated constraints as well as
the details of the greedy heuristic, have been omitted due to space limitations.
Simulations are carried out in Matlab. In this study we assume that a fixed num-
ber of requests are embedded sequentially onto the substrate network. Figure 3
shows the percentage of accepted requests and the average embedding cost for
different substrate networks. As expected the ILP–based placement algorithm
is more efficient than the heuristic in mapping the incoming requests. Never-
theless the performance gap, in this particular case, is relatively small while, as
expected, the time required to embed a single request using the greedy heuristic
is roughly one order of magnitude smaller than the time required to perform the
same embedding using the ILP–based algorithm.
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Fig. 3. ILP–based algorithm and heuristics performance for different networks.

5 Conclusion

In this paper we presented a roadmap for a comprehensive study on the trade–
offs associated with different approaches to small cell virtualization in 5G mobile
networks. The study will account for a broad range of key performance indicators
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ranging from energy consumption to deployment costs and will produce major
results in terms of design guidelines and resource allocation algorithms for future
mobile networks. Selected results will also be empirically evaluated over the 5G–
EmPOWER testbed deployed at CREATE-NET premises.
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Abstract. Passive Near Field Communication (NFC) devices, such as
contactless smart cards, use NFC to communicate with other devices
without any physical connection or an internal battery source, deriving
power inductively via the radio field generated by the NFC reader device.
Today, many Point-of-Sale (PoS) terminals, credit cards, and also mobile
devices are NFC-capable and facilitate contactless payments. Although
the communication range is typically limited to a few centimeters, NFC
attacks exist that exploit such contactless communication channels.

This paper focuses on NFC relay attacks and shows that a practical
relay attack on public transport PoS terminals, using off-the-shelf mobile
devices and hardware, is feasible. Finally, countermeasures are discussed
with the main finding that currently the best countermeasure against
relay attacks is to physically shield an NFC device.

Keywords: NFC · Relay attacks · Countermeasures · Credit card

1 Introduction

Near Field Communication (NFC) technology is defined as a standardized wire-
less communication technology, which operates in the High Frequency (HF) band
at 13,56 MHz. NFC devices do not necessarily need a battery in place to oper-
ate. Passive NFC devices, such as contactless smart cards, can operate deriving
power inductively from the magnetic field generated by the NFC reader.

Europay, Mastercard, and Visa (EMV), is a protocol for smart card pay-
ments around the world [4]. The Point-of-Sales (PoS) exchanges EMV protocol
messages with the chip on the smart card, while selected data is secured with
a cryptographic Message Authentication Code (MAC) using symmetric encryp-
tion in the online mode, and asymmetric encryption in the offline mode (without
access to a network). In the online mode, the key is known to the card issuer, so
the identity of the card can be verified. Originally, EMV was designed to fight
against the threat of magnetic stripe card fraud and the effort to establish a
worldwide standard for chip-based payment-cards and PoS. While the deploy-
ment of EMV progressed, and the use of chip-based transactions increased, fraud
incidents including magnetic stripe card fraud decreased. However, fraudulent
c© IFIP International Federation for Information Processing 2016
R. Badonnel et al. (Eds.): AIMS 2016, LNCS 9701, pp. 71–83, 2016.
DOI: 10.1007/978-3-319-39814-3 8
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card-not present transactions (especially card transactions over the Internet,
phone, or fax) increased as well [24,26]. The widespread distribution of EMV-
compliant payment-cards, immediately raised the question if security issues have
to be further investigated. Prior research showed that the EMV protocol has
major vulnerabilities that can be exploited [11,22,23]. Today, new PoS termi-
nals, credit cards, and mobile devices are NFC-capable and designed according
to the EMV contactless standard. Thus, many security sensitive applications,
such as payment applications and electronic passports, already use contactless
technologies [25].

One type of attack with NFC and Radio-frequency Identification (RFID) is
the relay attack. This type of attacks in RFID communications is known for
years, but still EMV-compliant PoS terminals are at least partially vulnera-
ble. With relay attacks, the physical presence of the credit card near a PoS is
not necessary anymore. This could disrupt security and privacy assumptions,
mainly due to the fact that most of these contactless smart cards are based
on the International Organisation for Standardization (ISO)/International Elec-
tronical Commission (IEC) 14443 standard and are intended to operate only
over a distance of around 10 cm. With a relay attack, the distance assumption
of 10 cm does not hold anymore. As an example, a credit card can be physically
in the US, while in Germany, with relaying, this card can be used to pay for a
public transport ticket using a contactless PoS terminal. Furthermore, in some
countries, small amounts can be charged from the credit card via NFC without
any user intervention or credential usage.

This paper shows the feasibility and proof-of-concept of relay attacks with
off-the-shelf software and hardware by implementing a practical relay attack on
EMV-compliant PoS machines for public transportation. It shows that its still
feasible to exploit this known vulnerability. Furthermore, a discussion follows
about countermeasures and its effectiveness.

The remainder of this paper is structured as follows. Related work is discussed
in Sect. 2, followed by a generic NFC relay attack architecture in Sect. 3. While
Sect. 4 presents technical details about the implementation of this work, Sect. 5
proposes possible countermeasures to prevent NFC relay attacks. Finally, Sect. 6
summarizes this paper and draws conclusions.

2 Related Work

Various EMV protocol attacks have been reported in the literature. After an
overview over the EMV authentication methods, downgrading, yes-card, wedg-
ing, pre-replay, and relay attacks are presented in the following.

There are three different authentication methods for EMV cards, Static
Data Authentication (SDA), Dynamic Data Authentication (DDA) and Com-
bined Data Authentication (CDA) [3]. Weaknesses have been found for all these
card authentication methods. Cards using SDA are vulnerable to the “yes-card”
attack, where an attacker can copy the static data. Then, the attacker can use
the copied card to conduct valid, statically signed transactions. As a result, DDA
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improved this by signing dynamic data with a card-unique asymmetric Rivest,
Shamir and Adleman (RSA) key. CDA combines DDA, the signing of changing
transaction data, with the use of an application cryptogram (AC) generated by
the card.

All these authentication methods improve the security of contactless transac-
tions. There are three main Cardholder Verification Methods (CVM) which are
supported by EMV. There is an online and offline Personal Identification Num-
ber (PIN) verification, or the use of signatures (which is used for magnetic-stripe
cards). Usually, for low amount transactions, no additional CVM is used. Prior
research showed that the payment terminal itself can be forced to fall back to old
Cardholder Verification methods (CVM), such as downgrading a full EMV credit
card to perform an EMV magnetic-stripe transaction [26]. If such an attack is
possible, all of the new authentication methods are rendered useless.

Another critical issue concerning EMV is the EMV PIN verification “wedge”
vulnerability. This vulnerability allows an attacker to use stolen cards without
knowing the correct PIN. To do so, the attacker uses a man-in-the-middle attack,
where the stolen card will accept any PIN entered, for both offline and online
transactions [23].

Prior research presented a proof-of-concept for the so-called Pre-Replay
attack [11]. An attacker can use a tampered terminal to collect card details.
Later on, the attacker can replay the data collected at a terminal of the same
type that data were harvested on. The collected card details include the PIN and
an Authorization Request Cryptogram (ARQC). These ARQCs are responses
from the card, when presented with an Unpredictable Number (UN) by the PoS
terminal. The flaw is that some PoS terminals generate predictable numbers
instead of a random number. The protocol design flaw is that the terminal gen-
erates the number and the issuer relies on its random generation. Thus, for this
attack to succeed, the attacker must compromise the terminal equipment and
then harvest ARQCs, to be able to carry out indistinguishable transactions to
the issuer.

Relay attacks on ISO/IEC 14443 Type A-based smartcards are introduced
in [16,18]. The Radio Frequency (RF) communication was relayed up to a dis-
tance of 50 m. This work illustrates how the attacker can use commercially
available tools. Moreover, it highlights the potential security implications for
current contactless applications. Practical and generic relay attacks were imple-
mented, only using two NFC-enabled mobile phones and software applications.
It has been shown that many EMV-compliant systems still seem to be vulnera-
ble [13,14]. Previous work has also shown that an extension of the classic relay
attack is possible [20]. Such an extension could mean an increase of the distance
between the reader device and the genuine card. The additional distance varies
between 40 cm to 50 cm and the extra cost is less than 100 $. More precisely,
a potential attacker could discreetly access a foreign card from about 50 cm
far away. This is a fivefold increase in distance compared to the distance of a
ISO 14443 contactless smart card transaction. Additionally, EMV transactions
have a common structure. Thus, if a transaction is recorded and the static and



74 T. Bocek et al.

redundant data, which is the same for every transaction, are omitted in the
relayed communication, a relay attack transaction can be optimized.

Besides mobile payment, relay attacks in other scenarios, such as ticketing
systems, have been successfully demonstrated as well as reported in [15].

This paper shows that while the relay attack vulnerability is well known and
has been reported in many papers and articles before, its still exploitable as of
today with off-the-shelf hard and software.

3 Background and Architecture

The relay attack presented in this paper applies to ISO/IEC 14443 smart cards
of operation mode type A. These smart cards are passive and the inductively
coupled RFID transponders have a transceiving range of up to 10 cm. The read-
ing device is called Proximity Coupling Device (PCD) and the card is referred
to as Proximity Integrated Circuit Card (PICC). In a typical usage scenario, the
PICC interacts directly with a PCD.

For a relay attack, further devices are necessary. In addition, as shown in
Fig. 1, two NFC devices (tablets) and at least one IEEE 802.11 wireless network
(Wifi) are used. This enlarges the transceiving range up to the Wifi range to
about 100 m. For larger ranges two Wifi devices connected to the Internet are
required as shown in Fig. 2. In both cases, one NFC device is in a proxy mode
that will relay the NFC traffic from the PCD (PoS) via Wifi and back, the other
NFC devices is in relay mode that will relay the NFC traffic from Wifi to the
PICC (credit card) and back. The Wifi network establishes a tunnel for the
traffic between the two NFC devices in proxy mode respectively in relay mode.
An attacker needs to place one NFC device on the contactless payment terminal,
while placing the other NFC device close to the victim’s NFC credit-card.

In consequence, the physical presence of the PICC is no longer required.
This work here assumes that the delay occurring is below 1.5 s and, therefore,
the attack is possible [11].

3.1 EMV Contactless Transaction

EMV Contactless [4] is the standard for contactless PICCs. The contact chips,
for both contact and contactless PICCs, are usually based on the ISO/IEC
7816 standard and the “contactless integrated circuit” is designed according
to ISO/IEC 14443.

Comparing ISO/IEC 7816 and ISO/IEC 14443 to the Open Systems Inter-
connection model (OSI model), in contact based systems, the ISO/IEC 7816-3 [8]
standard specifies layer 1 (Physical), 2 (Data link), and 4 (Transport). In contact-
less systems, these three layers are specified in ISO/IEC 14443-2 [5], ISO/IEC
14443-3 [6], and ISO/IEC 14443-4 [7]. Even though the contact and contactless
standards differ in various aspects (e.g. transport protocols, anti-collision, acti-
vation, bit transfer and power supply), the communication protocol as on OSI
layer 7 (Application) is the same as specified in ISO/IEC 7816-4 [9] for contact
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Fig. 1. Setup 1: simple relay attack
setup

Fig. 2. Setup 2: internet relay attack
setup

based systems. Further, the transaction protocol supports the use of so-called
Application Protocol Data Units (APDU).

Before the APDU-based protocol can be started, PCD and PICC need to have
the same configuration. First of all, the PCD polls for new PICCs by sending
out a REQA. After that, PICCs that have not been activated yet, synchronously
answer with their Answer-to-Request (ATQA). The PCD is now notified that
a new PICC is available and, therefore, initiates the anti-collision procedure by
starting a binary search tree algorithm and enumerating all PICCs based on
their Unique Identifier (UID). If the anti-collision was successful, these PICCs
send a Select Acknowledge (SAK), which indicates whether the card supports
the standard data transmission of ISO/IEC 14443-4 or not. If supported, the
PCD sends a request to answer the select (RATS) as a command and expects
an answer to reset (ATS) as a response. The RATS contains parameters, such
as the frame size the PCD can receive. In return, the ATS contains information
about the chip’s operating system. Now the PCD and PICC reached the same
configuration. Hence, from there on the communication between PCD and PICC
is always conducted in the form of APDU command-response pairs.

3.2 Visa Smart Debit/Credit (qVSDC) Protocol

Visa’s payWave transactions are using the quick Visa Smart Debit/Credit
(qVSDC) protocol as shown in Fig. 3, which is slightly more compressed than the
MasterCard PayPass protocol. The main difference between the two protocols is
that Visa transactions omit using the GENERATE AC command. The function-
ality is brought together in the GET PROCESSING OPTIONS (GPO) (message
#5 in Fig. 3) request, because the card will respond to the GPO by calculating
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Fig. 3. EMV contactless transaction sequence diagram.

the Application Cryptogram (AC) and sign the data in the next response (mes-
sage #6 in Fig. 3). The different steps in a Visa contactless transaction can be
divided into 8 steps [13].

1st Message PCD → PICC: Command: SELECT PPSE
The PCD selects the Proximity Payment System Environment (PPSE).

2nd Message PICC → PCD: The PICC responds with the file control infor-
mation template (FCI) which is list of the supported EMV applications, so-
called Application Identifiers (AID) also combined with a priority indicator
for every AID.

3rdMessage PCD → PICC: Command: SELECT VISA
The PCD then selects the AID with the highest priority which it is supporting.

4thMessage PICC → PCD: The PICC responds if the application was selected
successfully. The response also contains the File Control Information (FCI)
template with application details, such as the Processing Options Data Object
List (PDOL) with all those fields (e.g. Amount, Terminal Country Code,
Terminal verification Results, Transaction Date/Type and the Unpredictable
Number) needed by the PCD for the next step.
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5thMessage PCD → PICC: Command: GET PROCESSING OPTIONS
Following the application selection, the PCD requests processing options. In
essence, the PCD responds with the PDOL related data encoded according
to the PICC’s previous PDOL received in the 4th message.

6thMessage PICC → PCD: The card responds with the Application Inter-
change Profile (AIP) and Application File Locator (AFL). The AFL is used by
the terminal to read the data records from the PICC. These records contain
a variety of information, such as the Primary Account Number (PAN), the
expiry date, and more (except for the Card Verification Value (CCV)). The
AFL also indicates, if any of the data will be provided for the Authentication
Process. As a result, the card is in control, which files can be read.

7thMessage PCD → PICC: Command: READ RECORD
The PCD requests the records according to the AFL and the PICC follows
these requests with the according responses. Which data is being read exactly
depends on how the issuer configure the card.

8thMessage PICC → PCD: The PICC returns the records requested.

4 Implementation

For this work here, the NFCProxy [10] was selected to carry out the relay attack.
The hardware requirements - as discussed above - are 2 NFC devices and one or
more Wifi devices. Two commercially available off-the-shelf NFC-enabled mobile
tablets were used. The NFCProxy requires a certain versions (9.1 and 10.1) of
CyanogenMod [1]. The installation of those versions is mandatory, because the
NFCProxy requires certain features for handling Host Card Emulation (HCE),
which was removed in some Android versions. However, on never devices, these
relay attacks work without installing a custom ROM [27]. To install Cyanogen-
Mod on a mobile device, the device needs to be rooted and unlocked. Further-
more, these HCE extensions require the NXP PN544 NFC Controller, which is
used on many commercially available devices. To carry out the relay attack, the
setup as shown in Fig. 1 with a portable IEEE 802.11 b/g/n wireless router was
used, which was powered on with a mobile power source.

4.1 Hardware/Software Specification

The following hardware and software was used to carry out the relay attack.

– 2 Tablets; brand/model: ASUS Nexus 7v1, CyanogenMod 10.1 operating sys-
tem

– Wireless Router; brand/model: Alfa Network Hornet-UB, chip set: Atheros
AR9331 SoC, 2.4 GHz, 802.11 b/g/n

– Credit-Card; brand: VISA, model: Visa Card Classic, payWave limit: 40 CHF
– NFCProxy [10], version 0.1.2.
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4.2 Relay Attack Proof-of-Concept

The relay attack implementation was tested as described in [12] at two differ-
ent public transport PoS terminals that were capable of handling contactless
transactions. The attacker placed one Android device (proxy mode) on the PoS
terminal and the other Android device (relay mode) next to an NFC credit card
of the victim. Two relay attacks at two different terminals were video recorded
and can be seen in a proof of concept (PoC) video as shown in Fig. 4. Note that
for this attack purely the feasibility of the attack was targeted at, as the only
purpose was to show and indicate vulnerabilities. At no times at all the public
transportation authority was faced with fraud or any misuse of services obtained.

Fig. 4. Proof-of-concept [21]

4.3 Protocol Details

The Visa payWave logs that were recorded during the PoC implementation fol-
low the protocol as described is Sect. 3. As a card authentication method, the
offline CDA was used, following the Visa payWave Contactless EMV standards.
In general, CDA verifies the card by generating an RSA signature on individual
transaction data and additionally verifying using an AC generated by the card.
For this reason, the message #5 as above also included an Unpredictable Num-
ber (UN). The card is expected to return a Signed Dynamic Application Data
(SDAD) and an application cryptogram in message #6. SDAD is a dynamic sig-
nature generated by the card and validated by the reader during fast Dynamic
Data Authentication (fDDA) processing. As the name implies, fDDA is faster
than the standard DDA due to the fact that it utilizes a pre-defined list of data
elements for authentication.

As indicated in Fig. 3, messages #7 and #8 are repeated for every record in
the AFL. Therefore, the PCD starts to read data records (message #7) from the
PICC. The first response (message #8) contains an Issuer Public Key Certificate
(IPK), which is certified by a Certification Authority (CA). Further, the response
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contains more data, such as the Certification authority public key index (to
identify the CA public key) and also an Issuer Public Key Exponent, which is
used for verification of the SDAD and the IPK. In return, the PCD requests
another data record with the message #7. In the second response of the card
(message #8), the PAN, the expiration date, the issuer code, and the ICC Public
Key Certificate is returned. If everything was accepted by the POS terminal, the
transaction was successful.

Although, a successful relay attack was carried out on public transport PoS
terminals, no fraudulent transactions were issued. At any point in time, equip-
ment and credit cards were used belonging to a single person. All purchased
tickets over the NFC relay were paid in full by the authors.

5 Countermeasures

To carry out this relay attack as presented above, an attacker does not have
to decrypt any of the data, thus, there is no formal breaking of keying mate-
rial or credentials involved. Hence, providing sufficient protection against such
relay attacks is difficult, because the attack cannot be prevented by application-
level cryptography [17]. Therefore, to supplement existing security mechanisms,
additional countermeasures are required. These countermeasures have to focus
according to today’s knowledge on the essential and key aspects of the relay
attack: (1) the added time delay and (2) any unnoticed access to the card [18].

Countermeasures can be classified into two key categories: either (1) the card
is protected or (2) the system itself is [20]. The most simple, effective, and cost-
efficient form to protect the card is to shield the chip (e.g., wrapping card in
metal foil) and, thus, prevent almost certainly any unwanted remote activation.
Additionally, the following selection of further possible countermeasure include
(a) additional verifications, (b) time measurements, and (c) distance bounding.

5.1 Additional Verification

Relay attacks could be prevented by introducing secondary authentication pro-
cedures (e.g., password or biometrics). However, such additional verification
countermeasures demand additional (typically unwanted - due to practicality
reasons) user-interactions, which eliminates the convenience emerging from the
use of the contactless smart cards. Another drawback that could arise is the
resulting increase in transaction time, which might not be acceptable in every
application anymore. Recent approaches in combining credit card and smart-
phone with NFC introducing an additional secure elemement could solve the
problem e.g., by asking the user on the smartphone if a transaction should be
carried out. Once a vendor is known with a previously approved transaction,
further transcation with this vendor could be carried out again without any user
interaction. Thus, making the relay attack much more difficult, without loosing
the convenience and keeping the transaction times low.
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5.2 Time Measurement

A valid and genuine contactless transaction has a certain time duration, depend-
ing on the specific PICC and PCD setup. Typically, relaying this communication
results in a delayed transaction and, therefore, takes more time. Because these
POS terminals would need to serve a variety [11] of contactless cards, setting a
time limit could easily lead to valid transactions being rejected (false positive).

Theoretically, if an accurate response time is recorded for every PICC and
PCD combination, it would be possible to implement a maximum time duration
for a transaction as presented in this work [28]. The implementation of such
a time measurement challenge-response protocol makes a relay attacks more
difficult, but wold not be able to prevent them in full [26].

In contrary, prior research also concluded that the time variance observed on
dynamic messages between various cards was even larger than the overhead by
the relay [14]. Thus, simply using an overall time limit on static or dynamic data
authentication (e.g., using the GENERATE AC message response in MasterCard
PayPass or the GET PROCESSING OPTIONS message response in Visas Pay-
Wave) cannot be used as an efficient countermeasure against relay attacks due
to different chips on cards, resulting in very different processing time.

The relay attacks in the PoC video [21] lasted between 671 ms and 2050 ms
and those were accepted either way. Yet, the EMV Contactless standard allows
for up to 500 ms of total time per transaction (e.g., for Visa [2]). Prior research
could also observe an equal behavior [14]. Transactions would be accepted even
though the transaction took longer than 500 ms. Therefore, when performing
a relay attack, the genuine card could be anywhere in the world and timing
constraints are not sufficient on their own to provide a suitable protection against
relay attacks.

5.3 Distance Bounding

Distance bounding protocols define countermeasure against relay attacks. In
essence, a cryptographic distance bounding protocols enables the PCD to com-
pute a maximum distance between the PCD and the PICC. Distance bounding
protocols assume that the PICC and the PCD share a secret and measure there-
after the time it takes to exchange a number of bits. Combining the time mea-
surement at the level of nano seconds and the knowledge of the speed of light, the
distance can be estimated within an accuracy of a few meters. However, it would
still be possible to perform a relay attack with specialized hardware that is able
to relay communication close to the speed of light. However, such specialized
hardware is very expensive today, resulting in a poor risk/reward ratio [14].

Distance bounding mechanisms have to be implemented into the physical
communication layer, because all mechanisms above the physical layer, such as
collision-avoidance, result in a fatal inaccuracy of the time measurement [19,28].
This inaccuracy could be prevented using a dedicated and fast RF communica-
tion channel. Despite the aforementioned inaccuracy, distance bounding proto-
cols are today and theoretically the best countermeasure against relay attacks.
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A simplified distance bounding protocol has been proposed in [14]. The pro-
posed PaySafe protocol is EMV-compliant and, therefore, uses existing fields
within EMV (e.g., Unpredictable Number and the ICC Dynamic Number). The
main approach of PaySafe is to improve the protocol in such way, that time
measurements can be used as an efficient countermeasure. For this reason, the
protocol splits up the challenge and response command from the generation of
the signed authentication and cryptogram. The PaySafe protocol also initiates
the contactless transaction with the application selection. Now, before the PICC
sends its PDOL (message #4 in Fig. 3) to the reader, the PICC generates a
nonce it temporarily stores. Then the PCD sends a timed GET PROCESSING
OPTIONS request to the PICC (message #5 in Fig. 3). The PICC immediately
responses with the nonce generated in the previous step. This response does not
need any computation and, therefore, the variance in the time it takes is very
low. If the message was relayed, an additional overhead would be introduced
and the PCD can easily detect such a deviation. The suggested upper bound for
the respective time out is at 80 ms. Thus, the PaySafe protocol would stop relay
attacks using mobile phones or off-the-shelf USB NFC readers.

6 Summary and Conclusions

This paper discussed security issues concerning the EMV protocol. Furthermore,
the approach undertaken takes a deeper look at a practical path to relay attacks.
As the approach was focused on public transportation PoS machines, it serves as
an example only, which did not fraud any public or private body throughout the
experiments. Thus, the PoC shows a successful relay attack over an IEEE 802.11
Wireless network, using two commercially available tablets, publicly available
Software, and a Visa payWave credit-card.

Even though the EMV specification defines 500 ms as the maximum duration
for a transaction, the transactions in those experiments have taken up to 2060 ms
and were accepted! Similar behavior has been observed in prior research [14].

Possible countermeasures against relay attacks include additional verifica-
tion mechanisms, which could prevent the attack by adding security, but giving
away convenience emerging from the usage of contactless cards. Time measure-
ment cannot be efficiently deployed due to the variance in dynamic messages
and the possibility to cache static messages. Distance bounding requires stable
performance and predictable time accuracy of those communication channels in
use and in compliance with ISO/IEC 14443 systems. The PaySafe protocol is a
simplified distance bounding protocol that is EMV-compliant.

Even though relay attacks have been a quite prominent research topic, the
EMV-compliant payment systems in place today are still partially vulnerable.
While effective countermeasures are theoretically available, they are not deployed
everywhere yet. Since other cards use EMV as well, these cards are vulnerable
too [14]. The ease to intercept and relay a full transaction shows that these
systems need to be hardened against relay attacks, as currently the only effective
defense strategy is to shield the chip as show in Fig. 5.
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Fig. 5. NFC/RFID card protection

In general, there are further attack scenarios possible, e.g., an attacker with
his NFC device in relay mode, can stay at a PoS equipped with a contactless
reader. A second attacker with his NFC device in proxy mode and an additional
antenna can stay in a crowded place and try to activate foreign cards and relay
the APDUs back and forth (cf. setup 2 in Fig. 2). However, such an attack does
not scale well and the pay-off is not as high compared to the card-not-present
fraudulent activities.

Explicit Note: This work performed did proof as its key and only objective the
feasibility of this type of reply attack on public Point-of-Sales (PoS) terminals.
Since this and only purpose was driven by research motivations on IT system
security this work only shows, demonstrates as a proof-of-concept, and indicates
technical vulnerabilities. At no times at all the publicly accessible PoS was faced
or threatened with any fraud or any misuse of services obtained.
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Abstract. With the advances in cloud computing and virtualization
technologies, Software-Defined Networking (SDN) has become a fertile
ground for building network applications regarding management and
security using the OpenFlow protocol giving access to the forwarding
plane. This paper presents an analysis and evaluation of OpenFlow mes-
sage usage for supporting network security applications. After describ-
ing the considered security attacks, we present mitigation and defence
strategies that are currently used in SDN environments to tackle them.
We then analyze the dependencies of these mechanisms to OpenFlow
messages that support their instantiation. Finally, we conduct series of
experiments on software and hardware OpenFlow switches in order to
validate our analysis and quantify the limits of current security mecha-
nisms with different OpenFlow implementations.

1 Introduction

Software-defined networking (SDN) has become a major paradigm for network
programmability with the large-scale deployment of cloud infrastructures and the
virtualization of network functions. It currently provides a convenient support to
the design and implementation of different services, including security mitigation
mechanisms, through the abstraction of higher-level functionality. In particular,
it is often perceived or expected as a potential solution for enabling fast recon-
figuration operations in order to address the growing complexity of networking
environments. Indeed, decision making processes can be facilitated at the SDN
controllers level, e.g. about forwarding paths, based on the logical global view
of the network that is abstracted and given to applications. Moreover, the close
relationship between network intelligence and the forwarding plane enables a
faster reply and a more flexible way to react to security incidents, in comparison
to other traditional solutions.

The abstraction induced by software-defined networking poses also impor-
tant security issues with respect to the reliability and dependencies of solutions
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that are built on top of them. This statement is even more critical when these
applications using network programmability facilities are intended to detect or
prevent security attacks. Typically, these solutions are based on the OpenFlow
standardized protocol, which is one of the most prominent software-defined solu-
tions for supporting communications between network controllers and program-
mable switches. It therefore plays a central role in the effective reliability of
applications. However, the various implementations of this protocol react in dif-
ferent ways. For instance, the timing and count of OpenFlow messages may
differ for hardware and software implementations and among multiple vendors,
which may have a direct impact on the overall performances of software-defined
applications. In that context, a major challenge is to analyze the dependencies of
security solutions to software-defined networking protocols, such as the exploita-
tion of OpenFlow messages. It is also important to evaluate their performance
impact on different hardware implementations to draw conclusions about the
effectiveness of security approaches based on OpenFlow messages. Otherwise,
vendors of OpenFlow-based security applications are bound to specific hardware
and thus dashes the expectations of software-defined networking with respect to
open vendor independent and standardized interfaces.

The rest of this paper is organized as follows: Sect. 2 gives an overview of secu-
rity attacks that have been considered in this analysis and describes SDN-based
security mitigation currently available to address them. In Sect. 3 we analyze the
dependencies of these security solutions in terms of OpenFlow message usage
through a dedicated mapping. We then evaluate in Sect. 4 the performance of
different OpenFlow implementations and the induced impact on security appli-
cations. Section 5 details related work in the area of software-defined security.
Section 6 concludes the paper and points out several research perspectives.

2 Network Attacks and SDN-Based Defences

Considering the traditional taxonomy of security attacks published in [12], our
analysis has focused on SDN mitigation mechanisms for tackling two major
categories of security attacks, namely overloading attacks and information gath-
ering attacks. We remind in this section each of these categories and detail
defence strategies designed in traditional and software-defined environments.
These strategies will then serve as a basis for analyzing and quantifying the
dependencies of security mechanisms to OpenFlow messages.

2.1 Mitigation of Overloading Attacks

These last years have seen an increase of overloading attacks, with in particular
distributed denial-of-service (DDoS) [2] whose growth has been evaluated to 90 %
in the last 12 months by a recent report from Akamai [1]. The main methods used
in networking and software-defined networking are based on flooding techniques,
where the attacker generates a very high amount of packets to overload the
target environment. A typical example is given by smurf attacks which generate
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ICMP echo/reply packets, where the source IP address is spoofed, with broadcast
networks to multiply traffic. Following this approach, a couple of low-bandwidth
sources can easily kill high-bandwidth connections. The overloading attacks may
also rely on amplification techniques. In that case, the approach consists in
turning a small amount of bandwidth coming from a few machines into huge
attacks targeted on a specific device. For instance, in the case of NTP (Network
Time Protocol) amplification attacks, this is made possible by the fact that no
authentication is required in order to obtain a response. Therefore, the attacker
is capable of forging their address so that the generated request looks like it
originated from the intended victims machine. The attacker sends forged requests
to a large distributed number of servers across the network. Since the response
is up to 200 times bigger than the request, a large attack can be initiated by
simply a single machine, once amplified through a number of distributed NTP
servers. Such type of response is possible due to the monlist command, which
is available in NTP servers. This command can return the addresses of up to the
last 600 machines that the NTP server has interacted with. The amplification
factor of domain name service (DNS) is much lower and ranges of around 40 to
100 depending on the effort that the attacker puts into the preparation of its
attack. An overview of typical bandwidth amplification factors is presented in [3].
There exist many similar overloading attacks that are initiated via network,
such as Teardrop, Bonk, Boink and Ping of Death. The impact is always to
severely impair or disable an host or at least its IP stack, but through packet
fragmentation techniques or vulnerability reassembling. However, these attacks
require of course an host IP stack in order to receive packets from the attacker.

Mitigation strategies against overloading attacks within traditional networks
are experiencing difficulties regarding their deployment, because most of them
induce high network complexity and prohibitive operational cost [25]. In the
meantime, SDN-based networks prove to be much more flexible due to their
programmable nature. In an SDN-based network, the centralized view of the
network state by the controller(s), as well as the capacity of the network to
be dynamically reprogrammed, significantly ease the deployment of mitigation
strategies, such as DDoS mitigation, initially designed for traditional networks.
In particular, Moving Target Defense (MTD) is an intrusion prevention mech-
anism used to periodically change a deterministic attribute (typically the IP
address) of a chosen host, in order to confuse attackers and thus protect the host.
Usually, deploying MTD mechanisms within traditional networks is difficult and
costly, because it involves the usage of dedicated hardware facilities for hosting
the MTD intelligence [14]. In an SDN-based network, the MTD intelligence is
hosted at the controller level, which is able of dynamically reconfiguring the
network according to its dedicated algorithm [15]. Traffic analysis for intrusion
and anomaly detection within a given network is another example of mitigation
strategies simplified by the SDN paradigm [17]. In such a context, the controller
can simply query the switches of the network in order to gather statistical infor-
mation about the network traffic, and then detect potential intrusion or anom-
aly according to its detection algorithm(s). Once an attack has been detected,
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blocking the source of the attack or redirecting the associated malicious flows to
security middleboxes - i.e. providing an intrusion response - can be done at the
controller level by reprogramming the whole network [19]. Such reprogramming
steps are important for implementing efficient intrusion tolerance mechanisms.

2.2 Mitigation of Information Gathering Attacks

Another important category of attacks corresponds to information gathering.
The one refers to the process of determining the characteristics of one or more
remote hosts (and/or networks). Information gathering can be used to construct
a model of the target host, and to facilitate future penetration attempts. There
exist several and complementary methods to perform a remote information gath-
ering in the literature at various levels:

– Host detection: this method tries to identify if a host is available. In most
of the cases this is done by a ping or fping which elicits e.g. an ICMP
ECHO REPLY from a victim.

– Service detection: service detection is typically performed based on port
scanning. The objective is to detect the availability of UDP, RPC or TCP
services, e.g. HTTP, DNS, through the execution of SYN or FIN scanning or
slight variations like fragmentation scanning.

– Network topology detection: to get more information about a network,
methods like TTL modulation, e.g. with traceroute or record route, e.g. ping
-R can be performed. Another non-invasive method to learn more about a
network is by network sniffing.

– Operating system detection: since the implementations of TCP/IP stacks
of operating systems are different, the behavior of such an implementation
can give information about the concrete operating system. This could be an
interesting information to get access to the victim system, because the attacker
can determine which vulnerabilities are present and exploitable. An additional
name for this method is TCP/IP stack fingerprinting.

In the past, information gathering was performed with a one to one or one
to many model; i.e. an attacker performs techniques linear against either one
target host or a logical group of targets (e.g. a subnet). These methods were
often optimized for speed and executed in parallel (e.g. nmap). Newer types of
information gathering methods use distributed methods following the many to
one or many to many model. Therefore, an attacker tries to use multiple hosts
to execute some information gathering methods in random and non-linear ways.
The aim of the distribution is to avoid detection either by human analysis or
network intrusion detection systems.

Mitigation strategies for information gathering attacks within SDN-based
networks prove to be quite similar to the ones mentioned for traditional net-
works. The main difference resides in the holistic view of the controller(s), which
may ease both the statistic aggregation and the correlation steps, as well as
blocking (after detection) by reprogramming the network. For instance, in the
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case of Moving Target Defence (MTD) solutions mentioned above, the mech-
anisms make the attacker task harder, since the information obtained from a
scanning attack at a period p may not be correct anymore at the period p+1.
Some other advanced MTD mechanisms have been designed in SDN-based net-
works to add network noise, such as dynamic fake servers and fake open ports
[13], as well as to prevent OS fingerprinting and service version/banner grab-
bing. However, this last feature may induce overhead at the controller and/or
the switch layer, since it requires to look and modify information in upper layers
(e.g. httpd version in HTTP header), which might seem contrary to the SDN
paradigm principles.

3 Analysis of OpenFlow Messages Used for Network
Security Applications

Mitigation strategies take benefits from facilities offered by software-defined net-
working, even when they rely on similar models and methods well-known in tra-
ditional networks. These solutions often built on top of the software-defined layer
introduce however dependencies of security mechanisms to these facilities, in par-
ticular to the OpenFlow protocol, that we analyze in the section. We typically
consider three main deployment categories in software-defined infrastructures:
reactive, proactive and hybrid deployments. In all of them, a flow-table lookup is
performed when a network flow reaches a switch. Depending on the implemen-
tation, e.g. software vSwitch or hardware switch (ASIC (Application-Specific
Integrated Circuit)) flow tables are accessed. In case no matching flow is found
a request to the controller is sent for further instructions.

In a reactive approach, the controller acts upon these requests through the
creation and installation of a rule in the switch’s flow-table for the correspond-
ing packet. In a proactive approach, the controller populates flow-table entries
for all possible traffic matches possible for this switch in advance. This mode is
comparable with typical traditional routing entries today, where all static entries
are installed ahead in time. Following this proactive implementation, no request
needs to be sent to the controller, since all incoming flows should find a matching
entry. The major advantage of proactive deployments is due to the fact that all
packets are forwarded in line rate (considering flow-table entries are stored in
TCAM (Ternary Content-Addressable Memory)) and no delay is added. In addi-
tion, hybrid environments exist where the flexibility of a reactive environment
for a set of traffic is used, while the low-latency forwarding (proactive) is used
for the rest of the traffic.

Our analysis with respect to OpenFlow message usage for network security
considers a reactive environment. Indeed, software-defined networking and in
particular the OpenFlow protocol is typically leveraged for a dynamic reconfig-
uration and setup of the network. In addition, proactive deployments are quite
inflexible. Therefore, proactive scenarios are often based on hybrid environments
with a reactive part that is not necessarily activated. Our approach is applica-
ble to all OpenFlow-enabled SDN environments that include a reactive part.
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Table 1. Mapping of OpenFlow messages to security functionality addressing over-
loading attacks

OpenFlow message Security functionality

PACKET IN Monitoring of e.g. number of new flows (detection)

OFPFlowMod Traffic redirection and queuing (mitigation)

OFPMeterMod Rate-limiting (detection)

OFP*StatsRequest Detection based on statistics collection

This behavior allows us to gather and measure useful OpenFlow-related infor-
mation, such as PACKET IN messages, which are necessary for several types of
security related applications. Based on this consideration, and within a security
context, we specified for each attack category, a mapping of the OpenFlow mes-
sage types that are used for serving security functionalities, such as detection,
mitigation and reconfiguration purposes. These security mechanisms therefore
rely on the reliability of these messages and the information they carry (e.g.
counters). We considered the following OpenFlow message types in this security-
oriented analysis and mapping:

– PACKET IN messages: these are sent from the OpenFlow-enabled switch
to the controller in case a new flow arrives at the switch and no matching
flow-table entry is found. This behavior is useful for detection and mitigation
approaches, like e.g. blacklisting or firewalling. In this case the number of new
flows (e.g. IP addresses) can be counted (gathering stats on-the-fly) and if too
many new IP addresses arrive, whether they are allowed or not this could be an
indication for e.g. a DDoS attack or anomalous behavior in the monitored net-
work. To gather these kinds of statistical data there, exist dedicated OpenFlow
messages (e.g. MULTIPART REQUEST). Compared to those messages, gath-
ering PACKET IN-based statistics is done on-the-fly for reactive environments
inducing no additional OpenFlow communication between the controller and
the switch(es). In proactive environments MULTIPART REQUEST messages
can assume this task.

– OFPFlowMod, OFPFlowStatsRequest/OFPFlowAggregateStats
Request messages: these are suitable for redirection and traffic mirror-
ing. These messages can be useful to mirror traffic to different types of
intrusion detection middleboxes or security appliances. In addition, there
exist specific flags within these messages to reset packet and byte counters
(OFPFF RESET COUNT) in the switch or modify the configuration of a
switch in a sense that it sends a message once a flow rule has expired. As a
last use-case these messages can be used to mitigate an attack by dropping
malicious packets.

– OFPMeterMod/OFPMeterStatsRequest messages: these allow a rate-
limiting configuration, which was originally designed for quality of service
purposes. Nevertheless, this functionality can be used in the area of detection
for sampling packets.



90 S. Seeber et al.

– OFPQueueStatsRequest messages: these can be used to gather statistics
from existing queues. In the area of security applications an option is to set up
two queues: one queue for legitimate traffic with high bandwidth and one queue
for suspicious and malicious traffic with a limited throughput. The process of
setting up such a queue states part of prevention or mitigating an attack. The
statistics collection part is relevant for detection purposes. Using the set-queue
attribute an application can set up a defined action (e.g. OUTPUT, DROP)
for a specific queue.

– Multipart messages: these provide plenty of options useful for detection
purposes. Using the OFP*Stats[Request—Reply] messages, statistics about
flows and rules can be gathered from the switches. These methods are useful
for applications to detect, e.g. possible anomalies in the traffic flows. In addi-
tion, considering pre-installed rule sets for security applications the statistics
collection methods are necessary to derive possible security events. To reduce
false-positives in such a detection approach correlation methods need to be
developed.

– PacketOut messages: these enable forging packets and send them to security
devices/middleboxes in order to reconfigure the network according to already
detected incidents or to change configuration options to improve detection
capabilities.

– OFPFlowRemoved messages: these are suitable for security diagnosis and
testing purposes. With associated counters involved they could also be useful
to improve detection capabilities.

Table 2. Mapping of OpenFlow messages to security functionality addressing infor-
mation gathering attacks

OpenFlow message Security functionality

PACKET IN Collection of new flows/packets (detection)

FlowMod Traffic redirection and queuing (mitigation)

PacketOut Confuse scanning by sending forged packets to the attacker

The different results of this security-oriented analysis of OpenFlow mes-
sage usage are summarized in Table 1 corresponding to overloading mitigation
strategies, and in Table 2 focusing on information gathering mitigation strate-
gies. Keeping in mind these dependencies between security application goals
(e.g. detection, mitigation, reconfiguration) and OpenFlow messages, there is a
need to evaluate the implementation of OpenFlow messages in existing software-
defined devices (software and hardware), in order to quantify the potential
impact on these mitigation mechanisms.
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4 Performance Evaluation

Based on this analysis, we have performed a series of experiments in order to
evaluate the accuracy and reliability of OpenFlow messages. The objective of
this quantification is then to infer the potential impact of this performances on
security applications developed on software-defined networking infrastructures.
In that context, we have built dedicated testbeds based on hardware and software
SDN solutions and have focused on two different types of messages, namely
PACKET IN and OFPQueueStatsRequest messages. However, this approach is
generic and can be easily applied to the other messages identified in the previous
section. The main reason of this focus was to gather statistics comparable to
NetFlow/sFlow data from an OpenFlow-enabled switch.

HP 2920

WS2
(Attacker Machine)

WS3
(Target Machine)

OpenFlow
Connection

WS1
SDN Controller

(Ryu)

(a) Experimental Setup with
an HP 2920 switch

Open
vSwitch

WS2
 hine)

WS3
 

WS1
SDN  

(Ryu)

(b) Experimental Setup with an
Open vSwitch [4] on WS1

Fig. 1. Experimentation with SDN-enabled software and hardware switches

We have considered the following experimental setup for performing our eval-
uation, with two different testbeds. Our first testbed consists of three worksta-
tions (4xCore i3 2.93 GHz and 4 GB RAM) with the Debian 7 (kernel 3.2.0)
operating system. All workstations have a gigabit network card installed that
is connected directly to an HP2920-24G OpenFlow-enabled switch running the
WB.15.16.005 firmware and OpenFlow version 1.3 enabled. On the switch, two
workstations (W2 and W3) are connected within the same VLAN which is man-
aged via the OpenFlow protocol. The other workstation (W1) directly connected
to a switch port which is dedicated for OpenFlow controller messages (Open-
Flow Management VLAN). For this purpose, the machine W1 is running an
SDN controller. The Ryu framework in version 3.18 [5] is chosen, because it
supports OpenFlow version 1.3 and is well maintained. The motivation of hav-
ing two workstations (W2 and W3) connected to each other is to replay pcap
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files containing attacks on one machine (W2) and receive attacks from the pcap
on the other machine (W3). Thus, the machine W2 can be seen as an attacker
and the machine W3 as the target. Figure 1a corresponds to the first testbed.
A modification of the experimental setup was done to verify the behavior of a
software switch. For this second testbed, we installed Open vSwitch [4] on the
machine W1 where the SDN controller with the Ryu framework is located and is
connected to the Open vSwitch [4] locally. Moreover, we installed an additional
2 port gigabit network card and bridged the ports via the Open vSwitch [4] to
connect the attacker (represented by the machine W2) and the target machine
W3 (see Fig. 1b corresponding to the second testbed). During our experiments,
we replayed network traces derived from the DEFCON 22 hacking conference [7].
We used tcpprep in order to change IP addresses and simulate the traffic flow
from the attacker workstation (W2) to the target workstation (W3). Further-
more, we deduced the statistics from the traces to assess the results with respect
to OFPQueueStatsRequest messages. We modified the existing Ryu [5] controller
code so that no new flow rule is pushed to the switch and make sure that all
PACKET IN messages are counted in time when they arrive at the controller.
In addition, a flow-mod message is introduced during the initialization phase of
the controller in order to insert a flow-rule that matches any packet (relevant for
the OFPQueueStatsRequest messages evaluation).

In order to quantify the capacity of sending PACKET IN messages from the
switch to the controller, we replayed traces at different speeds from the attacker
workstation W2. We considered respectively the following bandwidth speeds:
0.1 Mbps, 0.25 Mbps, 0.5 Mbps, 1.0 Mbps, 2.0 Mbps, 5.0 Mbps, and 10.0 Mbps.
In order to verify the speed and number of packets on the attacker and target
workstations, we used common Linux tools, namely ip -s link, iftop or nload.
In parallel, we counted on our modified Ryu [5] controller the number of Open-
Flow PACKET IN messages. In order to test our modified Ryu [5] controller
script, we also counted the number of packets via the interface statistics on the
workstation W1 on which the SDN controller is running. Based on these experi-
ments, we evaluated the difference between the replayed packets and the effective
received PACKET IN messages. We then calculated the percentage of received
PACKET IN messages with respect to the replayed packets. This value permits
to quantify how much traffic in respect of bandwidth we can utilize from the
switch without losing PACKET IN messages, and therefore distorting statistic
values collected from the SDN switch, this distorsion having a direct impact on
the security application performance.

The results are given in Fig. 2a and b where we plotted the ratio of lost
PACKET IN messages while varying the bandwidth used when replaying traces
for respectively the HP 2920 hardware SDN switch and the Open vSwitch soft-
ware SDN switch. The results clearly show that the distorsion can be quite
important in both cases, even with the bandwidth dedicated to the generated
traffic is low. When we compare the two figures, it appears that the phenomenon
is even more important with the first testbed, corresponding to the hardware
SDN switch in our case. In a second serie of experiments, we quantified the
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Fig. 2. PACKET IN message ratio on SDN-enabled switches

performance with respect to the OFPQueueStatsRequest messages. We assessed
the counters for the installed flow rules. Figure 3a and b illustrate the relationship
between the bandwidth and the ratio of correct packet counters for the earlier
mentioned HP switch and the Open vSwitch. We can observe on the figures a
similar trend as the one obtained with the experiments with the PACKET IN
messages. These results are particularly interesting, when we know that counters
from matching flow-rules are preferably used to implement detection solutions,
such as Defense4All [8], a module for the commonly used SDN Controller Open-
Daylight [18].

These results raise important concerns about the implementation of Open-
Flow in hardware as well as software solutions, and the implication that may
directly have these differences in the context of security applications. It high-
lights severe differences in sending OpenFlow messages from the SDN switch
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to the controller, which may significantly degrade the performance of security
mitigation mechanisms implemented based on software-defined networks.

5 Related Work

Security aspects related to software-defined networking and its deployments have
already been discussed by Schehlmann et al. in [20]. Several approaches facing
security using SDN concepts have also been proposed recently. Kreutz et al. [16]
argue for building dependable and secure SDN applications. Therefore, they
identify and describe current threat vectors in SDN environments that could
be exploited. They then propose a general design to overcome the identified
threats. Complementarily, Scott et al. [21] investigate possible new security issues
introduced through SDN and identify the affected layers. Focusing on network
security approaches using SDN capabilities, François et al. [10] reviews recent
research efforts and provides a qualitative comparison, complementary to our
analytical and empirical evaluation.

Furthermore, existing work has been focusing on more specific attacks and
their mitigation. Shishira et al. summarizes several types of distributed denial-
of-service (DDoS) attacks and recently developed mitigation approaches in [22].
Vizváry et al. have analyzed the detection and mitigation of DDoS attacks using
an OpenFlow enabled SDN environment in [23]. Using self-organizing maps, the
authors of [6] propose a method to detect DDoS attacks based on flow analysis.
Feamster et al. [9] investigated possibilities to detect botnet traffic by using dis-
tributed monitoring approaches. Jafarian et al. presented an approach to hide
the real IP addresses by introducing a virtual IP address to hide real hosts
from unauthorized scanners. A similar approach was introduced by Kampanakis
et al. [15] to obfuscate the attack surface. Combining traditional network fea-
tures (sFlow) and OpenFlow, Giotis et al. [11] proposed a mechanism to detect
anomalies and mitigate attacks by modifying flow tables. A different architecture
for monitoring and SDN control was proposed by Zaalouk et al. [24] to enhance
the development of security applications by separating control and monitoring
functions. In addition, the architecture supports a controller-agnostic application
development by decoupling application development from the SDN controller.
Our work rather aims at highlighting the limits of current software-defined solu-
tions for implementing and supporting these security solutions.

6 Conclusion

The increasing interest for software-defined networking has contributed to the
development of dedicated security solutions. However, these solutions typically
built on top of these infrastructures may suffer from the performance of support-
ing protocols, such as the OpenFlow protocol, and their different implementa-
tions. In that context, we have proposed in the paper an analysis and evaluation
of OpenFlow message usage by network security applications, in order to quan-
tify these dependencies and their impact.
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We have first describe two categories of security attacks, namely overload-
ing attacks and information gathering attacks, that are quite common in these
environments, and have detailed regular and SDN-based mitigation mechanisms
that have been designed for tackling them. We have then analyzed for each cate-
gory the dependencies of these mechanisms to the OpenFlow protocol commonly
supporting the communications between SDN controllers and switches. These
dependencies have been identified through the mapping of OpenFlow messages
to security functionalities in that context. Based on this analyzis, we performed
series of experiments for comparing and evaluating the accuracy and reliability
that can be expected with respect to these messages based on two different test-
beds. We first considered OpenFlow PACKET IN messages that are typically
generated when a new flow arrives to an SDN switch and no matching rule is
found in the existing rule-set. We observed that the number of PACKET IN
messages sent to the controller strongly depends on the line speed of flows
sent to the switch. For a higher line speed, the switch was not able to send
PACKET IN messages at the same speed when new packets arrived. This is
particularly impacting, because this directly influences the statistics gathered
from the switch, which are used by security solutions as a starting point for
several detection approaches. We then performed experiments with respect to
OFPQueueStatsRequest messages that are used to provide statistics on existing
queues, and observed a similar degradation of performance. When the line speed
is high, the precision of counters per flow-rule can significantly decrease.

As future work, we are interested in performing complementary experiments,
in order to extend our methodology to additional OpenFlow message types.
This analysis will permit to further investigate the dependencies of security
applications and their limits regarding SDN implementations. This could directly
influence the design of these security mechanisms, and allow us to infer and
specify guidelines and patterns with that respect, in order to maximize security
performance.
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Abstract. Named Data Networking (NDN) is one the proposals for the
Future Internet design relying on the Information Centric Networking par-
adigm and probably the most promising. To enable a large-scale deploy-
ment by Internet Service Providers, however, a well-established security
is fundamental. While numerous prior works study the security of NDN, a
large amount of those works have been conducted using simulation frame-
works which prevent the consideration of potential threats and flaws in a
real deployment context. Toward this effort, this paper studies the practi-
cal vulnerabilities exposed by NDN Forwarding Daemon (NFD), the cur-
rent implementation of NDN, and especially its Pending Interest Table.
An attack scenario, based on the Interest Flooding Attack, is implemented
on NFD routers deployed in a Network Function Virtualization environ-
ment. We show that the current implementation, though designed to be
flexible, has some flaws that can ease the mounting of attacks in a real
NDN network. We have found that there is no mechanism to protect NFD
router when Pending Interest Table (PIT) is overloaded and identified the
set of parameters which can increase the attack success. Several recom-
mendations are proposed for the security of future implementations.

1 Introduction

The foundations of current Internet architecture have not been deeply changed
since the first proposal back in the 70s. In contrast, the use of the Internet has
dramatically changed over the last decades with, to cite a few aspects, a tremen-
dous growth of traffic, connected devices and needs for mobility and security.
Such a profound change in the usage of the Internet challenges the current IP
network. Therefore, there are currently many efforts to design the Future Inter-
net and the Information Centric Networking (ICN) paradigm is a clean-slate
approach that essentially proposes to move from the current host-based IP net-
work to a content-based network.

To date, Named Data Networking (NDN) [1] is one of the most accomplished
and studied ICN proposals and, hence one of the first candidates for a deploy-
ment in an operated context by Internet Service Providers (ISP). This evolution
c© IFIP International Federation for Information Processing 2016
R. Badonnel et al. (Eds.): AIMS 2016, LNCS 9701, pp. 98–110, 2016.
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of the paradigm can be assessed by different recent efforts which all focus on pro-
viding solutions for a reliable deployment. Among the academic contributions,
the NDN Testbed [1] and the CONET solution [2] deployed over the OFELIA
testbed provide tools and an experimental feedback on early deployments, Ren
et al. [3] address the hosting features which could facilitate ICN deployments
by, for instance, leveraging Network Function Virtualization (NFV), which is a
concept that leverages virtualization technologies to emulate network elements,
while A. Afanasyev [4] proposes NDNS, a resolution framework which solves
operational issues such as key registrations and retrievals. Jointly, from the
standardization perspective, some Internet-Drafts are under publication by the
Internet Engineering Task Force (IETF) such as [5,6] to respectively identify
ICN management considerations or propose NDN Message Format.

Moving from a lab restricted solution to a fully deployable solution, the NDN
security must also be assessed and bound with operational constraints. If a first
step of early security flaws identification, detection and mitigation has already
been achieved in prior works (e.g. denial of service [7], cache pollution [8] and
poisoning [9], . . .), their assessments only rely on simulated environments which
provide a partial NDN behavior. As such, they are insufficient to address all
threats which can occur in real implementations and a real context.

Taking part in this effort, this paper proposes to deploy a real NDN testbed
based on the last version of the NDN Forwarding Daemon (NFD) in a NFV
context. We implement an Interest Flooding Attack (IFA) in order to observe
the behavior of the NFD process and especially the Pending Interest table (PIT).
The main goals of such experiments are (1) to exhibit unexpected behaviors
when the network is stressed by the IFA, (2) to compare the empirical limits of
the current implementation with the theoretical and simulated ones, and (3) to
eventually provide a set of recommendations regarding the NFD security.

The paper is organized as follows. Section 2 presents in more details the
related works focusing on NDN security issues and especially on the IFA. Then,
Sect. 3 details the experimental setup that is implemented in the current study.
Section 4 presents the numerical results and shows how an IFA can actually be
implemented with success thanks to vulnerabilities of NFD. Finally, Sect. 5 con-
cludes the paper and proposes some recommendations for the future development
of NFD.

2 Related Work

In this section we briefly introduce the NDN data-plane architecture and router
components. Then, we review the set of literature which focuses on potential
attacks related to the router overloading and especially the Pending Interest
Table. Finally, we introduce the set of design and architectural solutions which
have been proposed previously to protect NDN from these attacks.
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2.1 Named Data Networking

Among all the proposals which aim at bringing a novel Internet protocol design,
NDN [1] is considered as one of the most promising Future Internet solution.
As part of the ICN paradigm, which relies on the key concept of naming con-
tent objects instead of naming hosts with IP addresses, NDN uses a hierarchical
naming scheme for content objects, like a Uniform Resource Identifier (URI).
Communication in NDN is achieved by two types of packets: (1) Interest and
(2) Data. A user issues his/her demand for some content by sending an Interest
packet. In return, a Data packet containing the requested content is sent back
to the user. In NDN, a router exhibits many faces which stand for a generaliza-
tion of interfaces in IP networks and it owns three main components which are
combined to build the forwarding process. Firstly, the Content Store (CS) is a
local cache that improves content delivery by storing recently requested content.
Secondly, the Forwarding Information Base (FIB) contains routing information
for Interest packets. Finally, the Pending Interest Table (PIT) contains rout-
ing information for Data packets. More precisely, for each forwarded Interest,
its incoming faces are saved in a PIT entry, so that the corresponding Data
can be sent back to the user. For each received Data, the corresponding PIT
entry is then removed. Consequently, NDN defines a full-state data-plane which,
although enabling an efficient routing of Interest and Data packets, also brings
novel threats related to the state maintenance in each routers. Especially, the
PIT overload phenomenon, which can occur due to a malicious traffic activity
or a legitimate network overload, has been extensively studied, such as in [10]
which, with the help of a custom simulator, provides guidelines for the design
and implementation of this component.

2.2 Detection and Mitigation of PIT Overload Attacks

A large set of studies has proposed various solutions against the IFA [7], a
variation of the Denial of Service (DoS) attack in NDN, which consists in over-
loading the PIT by sending a large amount of malicious Interest packets for
non-existent content. Such Interests cannot be resolved by any Data packet. As
such, the corresponding PIT entry cannot be removed by a Data packet, but
only by the entry lifetime expiration. When the PIT is overloaded, new Interest
packets cannot be handled and, thus, are dropped. This attack induces serious
consequences on network for two reasons. Firstly, it can cause large scale dam-
age by targeting the network infrastructure. Secondly, Interests for non-existing
content can be easily generated by any user.

In [11], Dai et al. present their Interest trace back mitigation strategy. When-
ever the PIT’s size exceeds a threshold, a spoofed Data packet is created by the
router to resolve a long-unsatisfied Interest. These Data are eventually forwarded
back to the source of attack by tracing PIT entries. At the same time, routers
also limit the incoming packet rate of faces to which they send fake Data. Prof-
iting from statistics to identify harmful faces, the Poseidon approach, proposed
by Compagno et al. in [12], maintains two measures: (1) the satisfaction ratio
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and (2) the PIT space used by Interests from the affected face. Once an alarm
occurs, a router issues an alert message to its neighbor on the malicious face.
When the latter receives an alert, it also triggers the same counter-measure, but
with a lower threshold, in order to better identify the compromised face. In [13],
Afanasyev et al. proposed the satisfaction-based push-back counter-measure.
The idea of this proposal is similar to the Poseidon proposal: routers exchange
announcements with neighbors and adjust their reactions based on these mes-
sages. Although this solution monitors the satisfaction ratio, it does not have
a separate detection phase. The ratio is actually used to periodically calculate
the Interest limit exchanged in announcements between routers. Leveraging the
statistical hypothesis testing theory, in our previous work [14,15], we have also
proposed a low-computation-cost detector against IFA which enables the theoret-
ical performance assessment of the detector: assessment of the confidence given
in results, setup of the detection threshold at the design stage and independence
from the attack behavior.

Although all these solutions provide different strategies for the detection
and mitigation of IFA, they are all based on a theoretical behavior of routers
and an evaluation performed in a simulation environment (e.g. ndnSim). As
such, they only consider a restricted behavior of NDN components (e.g. memory
management) and attack patterns while omitting practical solutions that could
mitigate this attack as well as the set of related threats which occur in case of a
real deployment and lead to a different behavior of a NDN topology.

2.3 Design and Implementation Considerations

In an effort to mitigate IFAs, the authors of [16] introduce the Interest NACK
packet to extend the forwarding mechanism of NDN. When a NDN router can
neither satisfy nor forward an Interest, an Interest NACK is generated and sent
to the downstream router. In other words, an Interest NACK is a packet which
carries an error code to notify and prevent the downstream router from sending
further Interests with the same content name. More precisely, there are currently
three types of error codes for Interest NACK defined as follows:

– Duplicate NACK : the router is still waiting for Data for an identical Interest
packet;

– Congestion NACK : the Interest packet cannot be forwarded due to a conges-
tion occurring on the outgoing link;

– No data NACK : the router cannot receive any Data to satisfy the Interest
packet for some reason (e.g. no path available in FIB or PIT entry times out).

As such, Interest NACK has two benefits on a NDN topology: (1) the routers
release the PIT entries much faster than waiting for the lifetime expiration, thus
bringing a natural mitigation of the IFA and (2) it also helps the downstream
routers to determine the cause of NACK in order to decide the further forwarding
strategies.

To conclude this literature review, we state that in order to make NDN a
secure and efficient data-plane solution deployable by ISP, the efforts must now
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target the implementation of components which reveal novel weaknesses that
could not be handled at the design stage nor through simulation environments.
In this effort we propose in this paper to feature the PIT overload phenomenon
from a practical perspective to assess its feasibility, understand its consequences
on operated routers, identify potentially unrevealed aspects of the phenomenon
and eventually provide a set of guidelines for the implementation roadmap.

3 Experimental Framework

In order to evaluate the readiness of NDN for a realistic deployment use-case,
we leveraged system and networking virtualization, thus fitting with a NFV [17]
scenario. Such a deployment hypothesis is currently considered as an opportu-
nity to accelerate and facilitate the deployment of novel networking functions,
or even full data-planes, while preserving legacy ones without increasing Capital
Expenditure (CAPEX) and it is the most credible hypothesis for a NDN deploy-
ment [3]. In this context, we present in this section different scenarios we have
considered to implement the IFA on a real NDN infrastructure, the subsequent
test architecture we have deployed and the set of tools we have implemented.

3.1 Scenarios

We consider a set of attack scenarios which goes beyond the basic generation
of a large amount of Interest packets in a short time to overload the PIT as
described in current literature. By contrast, this set considers realistic flaws in
NDN and brings IFA from a pure simulated attack to reality.

Scenario 1: Congestion on the Link Between Provider and Router.
This first scenario deals with the straightest way to implement an IFA. For
the attacker, it consists in sending a large amount of Interests in a short time
to, rather than try to fill the PIT of upstream routers, make the link between
routers and a provider congested. When the link between the provider and the
last upstream router is congested, the provider cannot send NACK packets to
notify the router anymore. Therefore, at the time of congestion, the router is
under attack without the presence of NACK. One drawback of this scenario
resides in the congestion point which can happen on any link separating the
attacker from the provider (e.g. on any intermediate router), thus making it
strongly dependent from the capacity of each link in the end-to-end path. Even
more, if the Congestion NACK mechanism has still not been implemented to
date, its acknowledgment by the NDN community for an integration in future
implementations make this scenario almost obsolete and as such, we do not
consider it in the following of our study.

Scenario 2: Exploit the No Data NACK to Accumulate PIT Entries.
This scenario exploits the vulnerability design of the No Data NACK, which
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allows the PIT to keep an Interest until its lifetime expires even if it received an
Interest NACK [16]. This scenario is simple to deploy. For example, we consider
an intermediate router R1 owning an entry in FIB to forward all Interests of a
given prefix to a router R2. But in turn, this router does not own a route in FIB
to forward the Interest. It will thus generate a No Data NACK packet to and
send it to the downstream router R1. However, when R1 receives the No Data
NACK packet, it will not remove the PIT entry of the affected Interest because
its face bound to R2 is still available. The PIT entry will be removed only when
the router has no available face in FIB to send the Interest. This design leads
to a potential vulnerability in the accumulation of PIT entries which can be
exploited to perform an IFA.

Scenario 3: Stretch the Data Providing Delay by a Malicious Provider.
As mentioned above, the NACK mechanism makes the forwarding decisions
on downstream routers totally dependent from the upstream router. Therefore,
when a top upstream node (e.g. a data provider) does not send the NACK
downstream, the whole topology cannot detect the attack. To illustrate this
case, we propose in this third IFA scenario to create a malicious data provider
exhibiting an abnormal long response delay to Interests which however is lower
than the lifetime of Interests. As a consequence, the downstream router will not
receive any NACK packet while its PIT will accumulate entries. This scenario,
while requiring the cooperation of both the consumer and provider sides, remains
easy to implement especially given the opportunity of the current Internet to let
end-users operate their own virtualized content servers.

3.2 Testbed Architecture

Figure 1 illustrates the overall architecture of the experimental framework we
have deployed for our study. In order to emulate the presence of several physical
servers hosting NDN network functions, we have deployed it in OpenStack1.
The latter provides an Infrastructure as a Service (IaaS) enabling the testbed2

scalability for future larger experiments. Each virtual machine, emulating an ISP
server, follows the large template configuration of OpenStack and hosts Linux
Ubuntu as an operating system.

On that basis we have setup and implemented a set of tools which enables
the deployment of NDN in an NFV context. As such, each emulated server hosts
Docker3 as a container-based virtualization framework of network functions and
OpenVSwitch4 as the infrastructure-layer networking component. In order to
enable the communication between containers in a realistic NFV use-case, we
have leveraged VXLan as a transport framework for all data from one container

1 https://www.openstack.org/.
2 One can note that OpenStack is used as a sole background experimental means

which does not take part of the subsequent architecture.
3 https://www.docker.com/.
4 http://openvswitch.org/.

https://www.openstack.org/
https://www.docker.com/
http://openvswitch.org/
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Fig. 1. Architecture of our experimental framework

to another. The network function we consider here is NFD (NDN Forwarding
Daemon), configured as an overlay which encapsulates all Interest and Data
packets in IP/UDP channels. In order to collect all data related to our experi-
ments, we have developed a dedicated module based on the jNDN5 client which
collects every second all status information (e.g. number entries in the PIT,
total number of In and Out packets) as well as all face statistics (e.g. number
of In Interest packets, number of Out Data packets) of the instrumented router
through the NFD Management Protocol6. All this information is registered in a
JSON format for further processing. Finally, as a traffic producer and consumer,
we use ndnping, a tool originally designed to test the connection between two
NDN routers. We have modified its source code to generate dedicated packets
as an attacker with a similar intention could easily do. Especially, we generate
Interests with the following prefix: /test/ping/123456789, where test is a static
prefix configured to identify an experiment, ping identifies the packets belonging
to ndnping and finally 123456789 is a unique identification number of Interest,
randomly generated at start of the tool and then increased by one for each packet
generation. This value is also used in the Nonce field of NDN packets to ensure
that there are no duplicate Interests.

The set of tools we have considered is summarized in Table 1. One can note
that we used the latest NFD version. The latter allows NFD to support the
Interest NACK packet and creates dedicated incoming and outgoing NACK
pipelines. More specifically, the Duplicate NACK is implemented in a Interest
loop pipeline while the No Data NACK is implemented in the forwarding strat-
egy of NFD. However at the date of the experiments, the Congestion NACK was
still not supported.

5 https://github.com/named-data/jndn.
6 http://redmine.named-data.net/projects/nfd/wiki/Management/.

https://github.com/named-data/jndn
http://redmine.named-data.net/projects/nfd/wiki/Management/
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Table 1. Experimental tools implemented for our study

Component Software Version

Forwarding engine NFD 0.4.0

Content provider and attacker ndnping N.A.

Measurement client jNDN 0.9

Virtualization layer Docker 1.9.1

Network virtualization Open vSwitch 2.0.2

Operating systems Ubuntu 14.04 LTS

4 Results

We have implemented the second scenario presented above to reproduce the IFA
because it stands for the straightest case for an attacker while actually exploit-
ing vulnerabilities in the current NDN design and its NFD implementation. In
order to capture its operating mode, we have first identified the set of factors
which impact the attack success. In a second time, we have quantified them with
several iterations, all varying the factor values. In order to get reliable results,
for each value of a factor, the experiments were performed five times and the
following results provide the average of each measured factor bounded with a
95 % confidence interval. The set of factors we consider in our experiments are:

– The memory size allocated to the NFD process;
– The attack rate given by the number of Interests per second generated by the

attacker;
– The lifetime of Interests;
– The prefix size given by its number of characters;
– The number of levels which compose the prefix.

4.1 The PIT Overload Phenomenon

The first result we observed as an immediate consequence of a PIT overload is
the system crash of the NFD process. This result is unexpected since all previous
works, based on simulations, feature the PIT overload process by a packet drop
which does not impact the forwarding process proper execution. To illustrate
this phenomenon, we provide in Fig. 2 an extract of the NFD log related to
a PIT entry insertion. The log clearly shows that, when overloaded, the NFD
process simply stops without an error message. We conclude that currently, no
protection scheme prevents NFD from a memory overload, whose consequences
are highly damageable in case of a real deployment by an ISP. Consequently, in
all subsequent experiments, we consider the router crash, denoted as the collapse
point, as the main output of our experiments and we address the different factors
which lead to such a phenomenon.
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Fig. 2. Log trace of NFD for a PIT entry insertion when the router crashes

4.2 Factors Impacting the PIT Overload

Memory Allocation. As mentioned in [10], the memory capacity allocated to
the NFD process has an important impact on the PIT capacity. A router with a
larger memory has undoubtedly a larger capacity of PIT entries. As such, in order
to clearly evaluate the impact of the allocated memory on the collapse point, we
have configured Docker with different amounts of memory for the NFD container.
In order to exacerbate the overload phenomenon, we have considered extra-long
prefixes containing 256 levels and 522 characters in total. Regarding the attack
pattern, in this experiment, 5 Interest packets per second have been sent, each
set with a 1000ms lifetime. The result, depicted in Fig. 3a, although predictable,
indicates that the PIT collapse point is proportional to the amount of allocated
memory. However, the internal structure of the PIT, called the nameTree, is actu-
ally implemented in a structure shared with other NFD components relying on
both a tree and a hashtable for fast-lookup7. This data structure leads to the aver-
age use of 0,27 entries per MByte of allocated memory to the NFD process, which
also indicates that extra-long prefixes are very costly to store. While such result
is highly surprising, its deep understanding is left for future work.

Attack Pattern. Secondly, we have studied the impact of lifetime and fre-
quency of Interest packets on the PIT collapse point which together form an
attack pattern. The lifetime of Interests is an important aspect, because the
longer Interests stay in the PIT, the faster the PIT collapse point is reached.
Furthermore, the default lifetime of Interest in NDN is 4 s, but content con-
sumers can arbitrarily fix the lifetime of their Interests. As a consequence, a
malicious user can intentionally flood NFD with large Interest lifetime values in
order to multiply the impact of the IFA and currently there is no protection in
NFD which could prevent this phenomenon. In order to understand the relation

7 See section 3.6 of the NFD developer guide, available at http://named-data.net/
wp-content/uploads/2014/07/NFD-developer-guide.pdf.

http://named-data.net/wp-content/uploads/2014/07/NFD-developer-guide.pdf
http://named-data.net/wp-content/uploads/2014/07/NFD-developer-guide.pdf
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Fig. 3. Collapse point of the forwarding daemon according to (a) the NFD container
memory (log-log scale) and (b) Interest frequency and lifetime (log-log scale)

which binds the lifetime with the packet frequency to reach the PIT collapse
point, we have modified the source code of ndnping to generate Interests with a
prefix containing 32 levels and 72 characters and allocated 128 MB of memory to
the Docker container hosting NFD. The results of these experiments are depicted
in Fig. 3b. The smallest lifetime we have measured to successfully overload the
PIT is 50 s. However, our scenario only considers a basic implementation of IFA
with a single attacker. We can imagine that in the reality of such an attack, a
system of botnets would generate a larger frequency of Interests without any
congestion issue. Therefore, the 50-s value is not the definitive smallest lifetime
to perform an IFA and an attacker can perform the attack with a smaller Interest
lifetime by leveraging more attack sources. Furthermore, these results also assess
the potential vulnerability of NDN to the accumulation of PIT entries in case
of No Data NACK. It especially shows that an attacker can perform flooding
attacks with a small packet frequency by simply extending the Interest lifetime.
A mechanism dedicated to the PIT cleaning before the Interest lifetime expires
or a limit on the Interest lifetime is required to prevent this phenomenon.

Length of Interests. We have then studied the impact of the size of Interests
on the PIT collapse point since the implementation of the PIT in NFD is designed
as a data-structure hosted directly in the NFD process memory. Hence, the more
complex the Interests, the more space in memory is needed to host them. As a
first feature of Interests, we have considered the length of Interests, which is
indicated in [10] as an important factor. To that aim, we have generated in this
case different prefixes with a fixed number of two levels but with a variable
length given by the number of characters which form the prefix. In a similar way
with previous experiments, we have considered a container with 128MB to host
NFD. The results, presented in Figure 4a show that the length of Interest has
an impact on the number of entries required to reach the PIT collapse point, but
this impact is reasonable. Indeed, one can note that a growth of the Interests
length of the interest by a factor of 8 –in term of number of characters– only
decreases the PIT collapse point by 28 %.
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Number of levels of Interests. As a last impact factor on the PIT collapse
point, we have considered the number of levels which form a prefix in an Interest.
The naming convention of content in NDN follows a hierarchical scheme, which
is similar to URI and at this time, there is no limit to the number of levels. In
order to measure this impact, we have created prefixes with various levels, but
with a constant length of 522 characters. The result shown in Fig. 4b reveals the
important impact of this factor on the PIT collapse point which, to the best of
our knowledge, has not been identified to date. Specifically, we observe that the
number of Interests levels, growing from 2 to 256, drastically reduces the PIT
collapse point of almost three orders of magnitude, thus providing an easy flaw
to exploit for any attacker to successfully perform an IFA with small means.

Fig. 4. Collapse point of the forwarding daemon according to (a) the packet size of
Interests (semi-log scale) and (b) the number of Interests levels (log-log scale)

5 Conclusion and Future Work

In this paper, we have studied the Interest Flooding Attack from a practical
perspective, by implementing it on the last version of the NDN Forwarding
Daemon deployed in a NFV context. The goal of this study relies in the security
assessment of NDN since it is now considered as a promising solution for a real
deployment by ISP. We have especially implemented a scenario which, despite the
integration of Interests NACK in the NDN protocol specification demonstrates
the feasibility of this attack. From this scenario, we have first shown that the
practical consequence of a PIT overload is the crash of the forwarding daemon
which is highly damageable in an operated context. Then, we have identified the
set of factors which impact the attack success. These are: the Interest packet
frequency, the lifetime of Interest, the size of prefixes in Interests and especially
the number of levels it counts.

From this results, we conclude that basic security enforcement mechanisms
are missing and have to be integrated in NFD to enable this implementation to
be actually deployed in any production environment. Especially, as recommen-
dations, we state that some basic upper limits must be implemented in NFD on
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especially (1) the lifetime of Interest which is currently freely fixed by the user,
(2) the number of levels in the prefix of Interests which leads to an exponential
memory exhaustion and (3) the amount of memory allocated to the sole PIT
data structure in order to prevent the daemon crash but rather drop exceeding
Interests.

As a future work, we plan to extend this study to other NDN protocol fields
to evaluate their potential vulnerabilities. We also plan to extend our testbed
to implement more advanced attack scenarios such as distributed ones. Finally,
from a long term perspective, we plan to couple our testbed with an existing
content delivery service to estimate to what extend existing services carried by
a NDN protocol stack could suffer from this kind of attack.
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Abstract. Security event sharing is deemed of critical importance to
counteract large-scale attacks at Internet service provider (ISP) networks
as these attacks have become larger, more sophisticated and frequent.
On the one hand, security event sharing is regarded to speed up orga-
nization’s mitigation and response capabilities. On the other hand, it is
currently done on an ad-hoc basis via email, member calls or in personal
meetings only under the premise that participating partners are person-
ally known to each other. As a consequence, mitigation and response
actions are delayed and thus security events are not processed in time.
One approach to reduce this delay and the time for manual process-
ing is to disseminate security events among trusted partners. However,
exchanging security events and semi-automatically deploying mitigation
is currently not well established as a result of two shortcomings. First,
the personal knowledge of each sharing partner to develop trust does not
scale very well. Second, current exchange formats and protocols often
are not able to use security mechanisms (e.g., encryption and signature)
to ensure both confidentiality and integrity of the security event infor-
mation and its remediation. The goal of this paper is to present a trust
model that determines a trust and a knowledge level of a security event in
order to deploy semi-automated remediations and facilitate the dissemi-
nation of security event information using the exchange format FLEX in
the context of ISPs. We show that this trust model is scalable and helps
to build a trust community in order to share information about threats
and its remediation suggestions.

Keywords: Sharing security events · Attack mitigation · Internet
service provider · Network security

1 Introduction

Nowadays, large-scale cyber attacks (e.g., Distributed Denial of Service (DDoS)
attacks) have become larger, more sophisticated (e.g., multi-vector attacks) and
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frequent [1]. These large-scale cyber attacks are responsible for network and ser-
vice outages and thus are causing brand damage and financial loss. To counteract
these attacks, one approach that gained increasing attention in recent years is
to semi-automatically disseminate cyber threat information among trusted part-
ners [2,3] to facilitate collaboration. However, current collaborative cyber defense
is founded on an ad-hoc basis via email, member calls or in personal meetings
and thus a manual process [4,5]. This slows mitigation and response times and
impedes mitigation and reaction efficacy [6]. Besides the fact that collaboration
and information sharing often only takes place in case participating partners
are personally known to each other, some legally binding orders (e.g., Executive
Order 1363 [7,8]) have been published recently that force owners and opera-
tors of critical infrastructures to establish procedures to increase the volume,
timeliness and quality of cyber threat information sharing.

To improve the timeliness of cyber defense, support collaboration among
trusted partners and facilitate the dissemination of security events, a common
data representation and security mechanisms to establish trust are required.
Even though several exchange formats (e.g., Incident Object Description
Exchange Format (IODEF) [9], Intrusion Detection Message Exchange Format
(IDMEF) [10], Abuse Reporting Format (ARF) [11], Extended Abuse Report-
ing Format (x-arf v0.1 and v0.2) [12] and Flow-based Event eXchange Format
(FLEX) [13]) have been published [14] to exchange security events or incidents,
the majority of the exchange formats and protocols do not provide any security
mechanisms to sign or encrypt a security event [14].

Besides the lack of a standardized exchange format and protocol, the devel-
opment of trust is deemed of critical importance to share security events. Despite
well-known and established trust models are used in other application contexts,
the personal knowledge of each sharing partner to develop trust in order to share
security events does not scale very well.

To overcome the constraint of personal knowledge of each sharing partner to
develop trust in context of mitigation and response to large-scale cyber attacks
and to establish an effective collaboration among trusted partners, this paper
presents a trust model, called MiRTrust. MiRTrust determines a trust and a
knowledge level of a security event in order to deploy semi-automated reme-
diations and facilitate the dissemination of security events using FLEX in the
context of ISPs. MiRTrust is based on the well known PGP trust model [15,16]
and used to establish different levels of trust, determine the prioritization of the
shared security event, sanitize the occurrence of security events and contributes
to build a trust community in order to share information about cyber threats
and its remediation suggestions.

The paper is organized as follows. In Sect. 2, we describe the scenario in
which the trust model is going to be used. Next, we present the requirements
that are derived from the presented scenario. Section 3 presents the foundation
and related work. Our trust model MIRTrust is presented in Sect. 4. In Sect. 5,
we evaluate our trust model MiRTrust. Finally, the paper is concluded in Sect. 6.
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2 Scenario and Requirements

In this Section, we describe the main focus of this work. First, we define the
networks in which we are going to place our trust model to facilitate the semi-
automated assessment and deployment of remediation suggestions. Second, we
define the requirements that a trust model should fulfill, as they emerged by the
scenario described in Sect. 2.1. In the following, we will use these requirements
to evaluate the trust model. Attacks targeting the trust model are out of scope
of this work.

2.1 Scenario

The primary focus of this work are multiple high-speed networks using a link
speed of 10 Gbps and higher [17]. In addition, we focus on network operators
that cooperate among trusted partners to minimize or prevent damages caused
by network-based attacks and use an automated threat information exchange.
The collaboration is established using an infrastructure based overlay network
[18] to prevent a full mesh within the network and to ensure scalability. Each
participating partner receives security events from different origins as shown in
Fig. 1. Security events originating from a detection engine within the own net-
work infrastructure is defined as an internal security event and shown in Fig. 1a.
Further, each participating ISP possesses a list of directly connected collaborat-
ing partners. In case of ISP a a directly connected collaborating partner is ISP c
as shown in Fig. 1b. The networks of ISP b, ISP d and ISP e are not directly
connected to ISP a and thus are regarded as external non collaborating partners
as shown in Fig. 1c.

2.2 Requirements

In this section, we introduce five requirements that a trust model should fulfill in
order to establish collaboration among trusted partners. These requirements are
derived from European Network and Information Security Agency’s (ENISA)
position paper no. 2 [19] and the work of [20].

Ease of Deployment: The trust model and its underlaying implementation should
support platform independency to ensures that they easily integrates with the
existing infrastructure.

Access Control: The trust model should support the use of the Traffic Light
Protocol (TLP) [21]. The reason is that the TLP provides a scheme for sharing
different detail of information tailored for its intended receivers. The reason is
that the amount of provided threat information depends on the trust and sharing
relationship between collaborating ISPs.

Subjectivity: The trust model should provide the possibility that network opera-
tors are able to form their own trust options. These trust options represent the
degree of belief about the behavior of collaborating partners.
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Fig. 1. Origin of security events

Asymmetry: The trust model should support asymmetric levels of trust for both
collaborating partners as they do not need to have similar trust in each other.

Decentralized: Each trust model within the mitigation and response (MiR) sys-
tem should act as a self-contained unit and thus calculates its trust decisions
locally. The MiR system should exchange these decisions in form of recommen-
dations with its directly connected collaborating partners.

3 Related Work

In this section, we introduce the terminology by defining trust, review reputation-
based trust models and analyze existing collaboration communities used to mit-
igate and response to large-scale attacks.

3.1 Terminology

Currently, there is no consensus in the definition of trust available. The authors
of [22] reported that there are various definitions of trust based on the use-case
context. In this paper, we adhere to the following definition of trust: “Trust is the
quantified belief by a trustor with respect to the competence, honesty, security
and dependability of a trustee with a specific context [22].” Besides trust, we also
adhere to the following definition of distrust: “Distrust is the quantified belief by
a trustor that a trustee is incompetent, dishonest, not secure or not dependable
within a specific context [22].”

3.2 Collaboration Communities

The majority of the collaboration communities are private communities that
require a membership application and are charging an annual fee. Recent well-
known collaboration communities that require a membership application and
are charging an annual fee are the Anti-Phishing Working Group (APWG), the
Messaging, Malware and Mobile Anti-Abuse Working Group (M3AAWG), the
Research and Education Networking (REN) Information Sharing and Analysis
Center (REN-ISAC) and the Forum of Incident Response and Security Teams
(FIRST). In contrast to the fee-based collaboration communities are non-fee-
based collaborations. The Advanced Cyber Defence Centre (ACDC), the Gigabit
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European Academic Network (GÉANT) Task Force on Computer Security Inci-
dent Response Teams1 (TF-CSIRT) and the Gigabit European Academic Net-
work (GÉANT) Special Interest Group on Network Operations Centres2 (SIG-
NOC) and the DDoS Open Threat Signaling3 (DOTS) working group within
the IETF are well-known collaboration communities in context of security event
sharing.

The collaboration of APWG focuses on eliminating the identity theft and
fraud that result from the growing problem of phishing and email spoofing [23].
M3AAWG is working against bots, malware, spam, viruses, DoS attacks and
other online exploitation [24]. REN-ISAC is sharing sensitive information regard-
ing cyber security threat, incidents, response, and protection located in United
States, Canada and New Zealand [2], and FIRST cooperatively handles computer
security incidents and promote incident prevention programs from around the
world. ACDC focus on detection, mitigation and response of botnets. Further,
ACDC also supports the mutal data sharing between partners (e.g., ISPs, govern-
ment agencies, law enforcement, research groups, industry partners). TF-CSIRT
and SIG-NOC facilitates knowledge exchange and collaboration in a trusted envi-
ronment in order to improve cooperation and coordination. DOTS is developing
a standards based approach related to DDoS detection, classification, traceback
and mitigation in context of a larger collaborative system at service provider
level.

All of the aforementioned collaboration communities require and provide dif-
ferent level of memberships, whereas the fees vary from $250 to $25 000. In
addition, each application initiates a review process which is performed by the
community and decides about acceptance to join. Some communities perform col-
laboration following the following the Chatham House Rules4 (e.g., M3AAWG).
The number of community members within a fee-based community vary from
$200 to $1 800 and FIRST is mentioned to be the oldest and biggest international
collaboration community for CERTs [25].

3.3 Reputation-Based Trust Models

e-Commerce: The trust model of e-Commerce is often a centralized reputation-
based system that rely on feedback of the involved parties. This feedback sys-
tem is used in eBay, AirBnB, Booking and Amazon and is a primary resource
for potential buyers to determine the trustworthiness of the seller. A feedback
consists of comments and five different ranking levels to evaluate several aspects
(e.g., price, condition, timeliness). Further, the overall feedback score consists of
a positive, neutral or negative rating. A positive feedback adds +1, a negative
feedback adds −1 and a neutral feedback 0 to the overall feedback score. To cal-
culate the overall feedback percentage, the ratio of feedback scores is computed.

1 http://www.geant.org/Innovation/SIG TF/Pages/TF-CSIRT.aspx.
2 http://www.geant.org/Innovation/SIG TF/Pages/SIG-NOC.aspx.
3 https://datatracker.ietf.org/wg/dots/charter/.
4 https://www.chathamhouse.org/about/chatham-house-rule.

http://www.geant.org/Innovation/SIG_TF/Pages/TF-CSIRT.aspx
http://www.geant.org/Innovation/SIG_TF/Pages/SIG-NOC.aspx
https://datatracker.ietf.org/wg/dots/charter/
https://www.chathamhouse.org/about/chatham-house-rule
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Web of Trust: The trust model web of trust (WOT) describes a decentralized
public-key infrastructure (PKI) relying on trust decisions of individual partic-
ipants [16]. It is used in PGP, GnuPG and OpenPGP. The basic WOT uses
three levels of trust: complete, marginal and no trust. In addition, PGP, GnuPG
and OpenPGP distinguish unknown trust from no trust and thus differentiate
between 5 trust levels [15,16]. Each participating partner owns a personal collec-
tion of certificates called the key ring and is allowed to sign a key for any other
participant. [16] reported that the trust model accepts a given public key in the
key ring as completely valid, if either (i) the public key belongs to the owner of
the key ring, (ii) the key ring contains at least C certificates from completely
trusted certificate issuer with valid public keys and (iii) the key ring contains at
least M certificates from marginally trusted certificate issuer with valid public
keys. The default values in PGP are C = 1 and M = 2, whereas GnuPG uses
C = 1 and M = 3. The calculation of the trust level is described by [16] as
follows: The key legitimacy L = c

C + m
M , where c and m represents the number

of certificates from completely/marginally trusted certificate issuers with valid
keys. A key is completely valid for L ≥ 1, marginally valid for 0 < L < 1, and
invalid for L = 0.

4 Trust Model

Our mitigation and response trust model (MiRTrust) is based on hTrust [26],
a trust management model to facilitate the construction of trust-aware mobile
systems and applications and on the PGP trust model [15,16]. In contrast to
hTrust, MiRTrust uses the four GnuPG [27] trust levels: unknown, none, mar-
ginal and full and additionally the trust level distrust. Moreover, MiRTrust takes
into account the EU Trusted Lists [28] and the Alexa top 10 million websites
list in order to extract the use of certification authorities using a 3 months aver-
age ranking. Unlike hTrust, MiRTrust does not consider contexts as the security
events are identified in the context of ISPs and result from a large-scale attack.

MiRTrust consists of several input parameters (yellow colored) and three
components: trust formation (blue colored), trust dissemination (brown colored)
and trust evaluation (green colored) as shown in Fig. 2. The component trust for-
mation is responsible to determine the trustworthiness of a security event before a
semi-automated mitigation and response action is taken. In case a security event
from a new collaborating partner or an unknown source was received, the trust
dissemination guarantees a minimum set of information upon the predication of
trust can be calculated. The last component, trust evaluation, is responsible to
continuously self-adapt the trust information kept in the ISP’s local trust list.

A trusted-based collaboration relies on two participating partners exchanging
security events, where as trust has the following three characteristics: (i) Trust
is not symmetric. If ISP a trusts ISP b, it does not follow ISP b trusts ISP a.
(ii) Trust is not inherently transitive. If ISP a trusts ISP b and ISP b trusts
ISP c, it does not automatically follow that ISP a trusts ISP c. (iii) Trust of
own detection engines varies in a range from marginal trust to full trust, as false
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Fig. 2. Trust level calculation of MiRTrust (Color figure online)

positives are possible. A security event is described as the quadruple (a, b, s, t).
The quadruple can be described as follows: ISP a informs ISP b about a security
event of type s occurring at time t. The sender of a security event is referred
to as trustee, whereas the receiver of a security event is called trustor. ISP b
is a trustor that forms a trust opinion about the trustee ISP a based on b’s
previous trust experiences with a. The process to form a trust opinion about
a trustee is shown in Fig. 2. The trust experiences are stored locally at each
MiR system and are described by a 6-tuple: (a, b, s, l, k, t). The tuple can be
described as follows: ISP b trusts ISP a at level l about the security event type
s in context of large-scale attacks. The trust level l is denoted as l ∈ [−2, 2],
whereas −2 represents distrust, −1 represents unknown trust, 0 represents no
trust, 1 represents marginal trust and 2 represents full trust. In accordance to
[26], MiRTrust also considers only partial knowledge about the trustworthiness of
collaborating partner. The reason is that only directly interconnected networks
are collaborating and thus their trust opinions contain a level of uncertainty. This
uncertainty is expressed as knowledge k and varies from a trust based decision
do not trust to a lack of evidence based decision do not know. The knowledge k
is denoted as k ∈ [0, 1], whereas 0 represents unknown and 1 perfect knowledge.
Both, the trust level l and the knowledge k is retrieved from local settings and
past experiences. The better the experience in the past, the higher the trust level
l and the knowledge k. To relate trust and knowledge to time, MiRTrust uses the
variable t to refer at which time t the trust t and knowledge k was calculated.

Local Settings: In a first step, MiRTrust computes a trust range Υ [lb, ub] and an
initial knowledge value based on the origin of the security event. In case of an
internal security event Υ [lb, ub] is set to Υ [1, 2] and the knowledge value is set to
k = 1. The trust range of security events originating from external collaborating
partners is set to Υ [0, 1], where as the trust range of security events originat-
ing from external non collaborating partners is set to Υ [−2, 0]. The knowledge
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value of security events originating from external collaborating partners is set to
k = 0.5 and from external non collaborating partners to k = 0. Next, MiRTrust
takes into account several local settings ls. The basic setup of MiRTrust con-
siders three local settings: ls1 = check CA list, ls2 = ask collaborating partners
and ls3 = check previous security event database (DB) that all evaluate to a
boolean value. ls1 describes if IP addresses or domains within the security event
are listed on the merged CA list. This CA list combines the EU Trusted list
and the used certification authorities of the Alexa top 10 million websites. ls2
describes whether the behavior that cause the security event has also been seen
in collaborating partner networks [29]. ls3 refers to security events with similar
behavior that have been received and stored previously.

Trust Formation: The trust formation enables a trustor to predict a trustee’s
trustworthiness before mitigation and response actions are initiated. Therefore,
the function p is used to calculate a trust value as shown in Eq. (1). p uses a
weight w to emphasize the importance of a local setting ls. The importance of
these values are defined by each participating ISP. The function c(lsi) is used to
decide which value of the trust range Υ[lb,ub] is multiplied with weight w.

p(w1, . . . , wn, ls1, . . . , lsn, Υ[lb,ub]) =
n∑

i=1

wi · c(lsi), c(lsi) =
{

Υlb if lsi = 0
Υub if lsi = 1

(1)

Next, MiRTrust looks up the sender of the security event in the local trust
list. In case, the sender is listed within the trust list, the previous level of trust
within the trust list and the current level of trust of the function p are compared.
If | prev. l − curr. l | > 1, the sender is marked as suspicious. Otherwise, the
past trust experiences v and the current trust value p are aggregated using the
weighted average, as the trust experiences evolve over time. The trust level l is
set to l = v+p

2 . In case, the sender is not listed within the trust list and thus no
aggregated trust experience tuple is available, collaborating partners are asked
for recommendations r. As a recommendation is transferred over the network,
it uses encryption to ensure confidentiality and a signature to prove the recom-
mendation’s authenticity. Thus, the current trust value p and the trust value
of the recommendation r are aggregated depending on the quality q of the rec-
ommendation and determined as shown in Eq. (2). Only those recommendations
are considered that provide a quality q greater than a minimum level of trust.
In addition, only recommendations with a time stamp t(p) > t(r) are used. The
trust value rl takes into account the inherent knowledge uncertainty k of the
given recommendation. T represents the time interval in which security events
are observed and the total number of security events.

qi = max

(
lmin, li · ki · max

(
0,

T − (tn − t)
T

))
(2)
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Due to the collaboration, multiple recommendations rn are received. There-
fore, a unique recommendation trust value rl is computed using a weighted
average of the individual trust range of the recommendations with a quality
greater than the minimum level of trust as shown in Formula (3) [15].

rl(r1, . . . , rn) =
1
n

n∑

i=1

li · qi|qi > lmin (3)

rl and the current trust value p are aggregated using the weighted average.
The trust level l is set to l = p+rl

2 .

Trust Dissemination: The trust formation is used to predict the trustworthi-
ness of an ISP. In case no aggregated tuples are available, an ISP exchanges
recommendations r with its collaborating partners to guarantee a minimum set
of information to decide about the trustworthiness. As a consequence, recom-
mendations contain sensitive data that require the use of security mechanisms
(e.g., encryption & signature). Therefore, the exchange format FLEX is used to
disseminate the recommendations.

Trust Evaluation: MiRTrust continuously updates its local settings during the
occurrence of a security event and based on the received recommendations. These
updates are included with equal weight to ensure that a trust opinion can not
change rapidly (e.g., caused by false good recommendation). In case a recom-
mendation r is received that conflicts with the own calculated trustworthiness,
the level of trust of ISP x is not aggregated into previous trust opinions and ISP
x is marked as suspicious. In case, several security events of ISP x occur with
conflicting trustworthiness, the level of trust of ISP x tends to drop to −2, that
represents distrust and thus identifies x as an ISP with a suspect behavior. As
a consequence, recommendations of x will be disregarded.

5 Evaluation

In this Section, we describe the qualitative and quantitative evaluation of our
trust model MiRTrust. First, we describe the characteristics of the evaluation
criteria. Second, we introduce five evaluation criteria for our trust model. Fur-
ther, we evaluate MiRTrust using multi-method-modeling, describe the setup of
the testbed and present the test scenario of the trust model. Finally, we present
and summarize the results of the evaluation.

5.1 Qualitative Evaluation Methodology

The trust model MiRTrust is evaluated based on the following five criteria:
Ease of deployment, authorization, subjectivity, asymmetry and decentraliza-
tion. These criteria were derived from the requirements described in Sect. 2.2.
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The criterion ‘Ease of Deployment’ describes the ability to use the trust model
and its underlying implementation on different operating systems, infrastructure
devices, exchange formats and protocols. The criterion ‘authorization’ refers to
the ability to support the TLP protocol. The ‘subjectivity’ describes the pos-
sibility that network operators are able to form their own trust opinions. The
criterion ‘asymmetry’ describes the possibility that two collaborating partners
do not need to have the similar trust in each other. The criterion ‘decentral-
ization’ refers to the ability that each participating ISP acts as a self-contained
unit, calculates and stores its trust decisions locally.

5.2 Quantitative Evaluation Methodology

MiRTrust is evaluated using a multi-method-modeling approach consisting of an
agent-based and a discrete event model using AnyLogic5. The model of MiRTrust
is based on a scale-free network of ISPs that share security event information
and perform mitigation actions based on the trust and knowledge level of each
security event. The ISPs are modeled as agents. Each ISP has an individual
behavior and attitude towards the trustworthiness of a sender of a security event.
The process of mitigation is modeled in a discrete event way at each single ISP.

Initially, MiRTrust models a weekly contact rate to describe the assumption
that 1% of potential ISPs will want to join the MiRTrust community. Besides
this contact rate, non-community members are able to join the community by
using a sponsoring join process. Each community member possesses a list of
directly connected collaborating partners and assigns an initial trust value range
of [0, 1] and a knowledge value of 0.5. Based on the findings in [30], each ISP
receives 5 security events per month. The sender of the security event is set using
a triangular distribution. This triangular distribution is used to create security
events sent from an internal detection engine of an ISP, an external collaborating
ISP and an unknown ISP. Based on the sender of the security event, an ISP starts
its trust formulation calculation and looks up its past trust experiences w1 with
the sender of the security event. In case no trust experiences are available and
thus no previous security events have been exchanged between the sender and
receiver of the security event, the receiving ISP asks its collaborating partners to
send recommendation tuples about the trustworthiness of the sender. Therefore,
ISPs interact and share their trust experiences. Further, MiRTrust takes into
account a local created trusted CA list w2 and if this security event has also been
seen by collaborating partners w3. These local settings are weighted based on the
formula (1) as follows: w1 = 0.5, w2 = 0.15 and w3 = 0.45 with w1 + w2 + w3 =
1, 0 ≤ wi ≤ 1. Next, the trust level and the knowledge values are calculated.
Finally, mitigation and response actions are deployed, if the trust level pass a
threshold of 0. The duration of the mitigation process is set using a triangular
distribution with lower limit a = 20 and upper limit b = 1440 min. These
mitigation values are derived from [30]. Finally, the ISPs are waiting for the
next occurring security event that restarts the trust formation process.

5 The model can be downloaded on https://bitbucket.org/dasec/mirtrust.

https://bitbucket.org/dasec/mirtrust
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(a) Overall trust level (b) Low trust level of a single agent

(c) Medium trust level of a single agent (d) High trust level of a single agent

Fig. 3. Distribution of trust levels

5.3 Evaluation Results

In this paragraph, we present and discuss the results of the qualitative and
quantitative evaluation of MiRTrust.

Ease of Deployment: The heterogeneity of network devices and used operating
systems requires a platform independent trust model that easily integrates within
the existing infrastructure. Therefore, the implementation of MiRTrust is based
on Java and thus can easily be deployed on different operating systems. Further,
MiRTrust encodes its recommendation tuples in FLEX. The dissemination of
those tuples among trusted partners is using STOMP and thus ensures platform
independency.

Access Control: MiRTrust supports the semi-automated dissemination of secu-
rity threat information based on the different level of trust. Therefore, MiRTrust
differentiates between the following five different trust levels: distrust, unknown,
none, marginal and full trust. The use of different trust levels allows to encode
security event information using the TLP protocol and thus provide different
detail of information within a security event tailored for its intended receivers.
The trust level distrust, unknown and none trust are mapped to the color red
of the TPL protocol. The color amber is used to encode the trust level margial
trust and the color green is used to represent full trust.

Subjectivity: Through the different level of trust and sharing relationship
between collaborating ISPs, MiRTrust supports that each collaborating partner
is able to form its own trust opinion. The quantitative evaluation of MiRTrust
shows the distribution of different level of trust in Fig. 3.
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From To l k s t

iSPs[359] iSPs[11] 0.98 0.6 DDoS 2016-02-08 18:27:27.103+01
iSPs[289] iSPs[11] −1.5 0.1 DDoS 2016-02-08 18:27:29.571+01
iSPs[168] iSPs[11] 0.83 0.6 DDoS 2016-02-08 18:27:30.253+01

(a) Trust levels of ISP 11

From To l k s t

iSPs[11] iSPs[359] 0.5 0.5 I 2016-02-08 18:27:27.457+01
iSPs[11] iSPs[289] 0.5 0.5 I 2016-02-08 18:27:29.429+01
iSPs[11] iSPs[168] 0.5 0.5 I 2016-02-08 18:27:32.089+01

(b) Trust of other ISPs in ISP 11

Fig. 4. Asymmetric trust level

Asymmetry: MiRTrust supports that two collaborating partners have different
level of trust in each other as trust is not symmetric. If ISP a trusts ISP b, it
does not follow ISP b trusts ISP a. Further, trust is not inherently transitive. If
ISP a trusts ISP b and ISP b trusts ISP c, it does not automatically follow that
ISP a trusts ISP c. Therefore, each single MiRTrust instance possesses a list of
calculated trust level and knowledge values of each exchanged security event as
shown in Fig. 4.

Decentralization: MiRTrust is deployed at each collaborating partner and thus
acts as a self-contained unit that calculates and stores trust opinions locally.
Further, the recommendation tuples are transfered to collaborating partners
using FLEX and thus are signed. Each ISP is able to form its own trust opinion
about collaborating partners similar to the principle of web of trust.

6 Conclusion

Nowadays, large-scale cyber attacks have become larger, more sophisticated and
frequent. One approach to mitigate and respond to large-scale network-based
attacks focuses on collaboration. In this paper, we introduced the trust model
MiRTrust that facilitates the semi-automated assessment and deployment of
remediation suggestions within a security event. MiRTrust is used to determine
different levels of trust, set the prioritization of the shared security event, sanitize
the occurrence of security events and contributes to built a trust community in
order to share information about cyber threats and its remediation suggestions.
We have shown that MiRTrust is able to support the formation of a subjective
and asymmetric trust level and can be used to encode cyber threat information
using TLP for dissemination.

Based on our qualitative and quantitative evaluation, MiRTrust constitutes a
viable and collaborative approach to assess the trust level of collaborating ISPs
and thus deploy semi-automated remediations of a security events.

Acknowledgment. The work has been funded by CASED and by EU FP7 Flamingo
(ICT-318488).
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Abstract. Network security is still lacking an efficient system which
selects a response action based on observed security events and which is
capable of running autonomously. The main reason for this is the lack
of an effective defence strategy. In this Ph.D., we endeavour to create
such a defence strategy. We propose to model the interaction between an
attacker and a defender to comprehend how the attacker’s goals affect his
actions and use the model as a basis for a more refined network defence
strategy. We formulate the research questions that need to be answered
and we discuss, how the answers to these questions relate to the proposed
solution. This research is at the initial phase and will contribute to a
Ph.D. thesis in four years.

Keywords: Network defence · Defence strategy · Attacker-defender
interaction modelling

1 Introduction

In network security, we can consider the reaction to an attack to follow a recur-
ring cycle of detecting and understanding security events, making decisions and
taking response actions [6]. However, if the defence is carried out by a human
and the attack is automated, the response action might occur too late. In order
to react quickly to an attack, the network defence has to be able to operate
autonomously. In order to create an autonomous defence system, each part of
the cycle has to be fully automated.

This has already been partly accomplished: the gathering of information
from various sources is automated by Intrusion Detection Systems (IDS), which
generate security alerts when malicious or suspicious activity is observed [2,11].
The received information is automatically processed to form situation awareness
by Security Information and Event Management systems (SIEM), which provide
a real-time analysis of security alerts [10]. The selected response actions can be
carried out automatically using Software Defined Networking (SDN) [5,8].

However, the selection of response actions is still performed by a security
expert or unsophisticated decision algorithms, which take actions only where
certain thresholds are exceeded. These thresholds are usually very high to avoid
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DOI: 10.1007/978-3-319-39814-3 12
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blocking legitimate users. Such systems are not capable of handling more com-
plicated situations. If we want to be able to create a system capable of select-
ing response actions autonomously or work as a decision support for a security
expert, we need a more efficient, refined defence strategy. In the proposed Ph.D.
thesis, we would like to address this issue.

We propose to create a mathematical model of the interaction between an
attacker and a defender and use it as a basis for a network defence strategy.
Through modelling, we gain insight. Through insight, we gain understanding.
Through understanding, we can form a strategy. However, to form a strategy
based on the model several challenges have to be overcome.

1. The interaction between an attacker and a defender on the network is very
complex. The network can be large, change over time and the number of
attack vectors is ever growing. Moreover, each action has to be considered
not individually but in the context of its future implications.

2. We are always uncertain about the state of the network, the attacker’s objec-
tives and previous actions (and whether he is an attacker at all). The best
we can do is to operate on our beliefs – a probability distribution over the
possible states updated whenever we receive new information.

Attempts have been made towards an autonomous network defence strategy.
The Response and Recovery Engine [13] selects a response action using game
theory. The system showed promising results in simulated scenarios, however, it
has limited usability since it assumes that an agent system is installed on each
host. In [1] the authors propose a network defence system using reinforcement
learning and dynamic risk assessment. However they admit that the overall per-
formance was not optimal and further improvement is needed. A general overview
of the model’s requirements applicable for modelling the interaction between an
attacker and a defender was given in [9].

2 Research Questions

The main goal of the proposed research is to model the interaction between
an attacker and a defender and use the model as a basis for a network
defence strategy. We have defined following research questions, which need to
be answered to achieve this goal:

1. How can we model the interaction between an attacker and a
defender? The model of the interaction between an attacker and a defender
provides a formal description of the workings of the interaction. It is necessary
that the description is accurate, so that it captures the underlying principles
of the interaction. At the same time, the model has to simplify the situation
since we want to use the model to optimise the defender’s actions. Balancing
the accuracy and simplicity is crucial. We have to define the model that can
be solved with reasonable computational complexity even for large networks
and still be capable of capturing the essence of the interaction.
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2. How can we use the model to form a network defence strategy? The
model of the interaction between an attacker and a defender only describes
the interaction in a simplified manner. However, it enables us to better com-
prehend the dynamics of the interaction between an attacker and a defender,
which in turn enables us to find the best response actions for the defender.
We will use these actions to form a defence strategy.

3. Can human instinct and experience be included in the defence
strategy? While the model can capture principles applicable in real life,
it has its limitations. It is not unusual that the security expert observed sim-
ilar attacks in the past or has better intuition. It would be therefore very
desirable to use this information to improve the decision based on the model.
Such a concept exists in economics, namely the Black-Litterman model [3].

3 Proposed Approach

Our approach to creating a defence strategy consists of modelling the interac-
tion between an attacker and a defender. We consider the interaction only on
the defended network. Without the loss of accuracy, we also assume that the
attacker’s malicious intent is targeted on the network and he tries to maximise
his utility by employing a series of attacks. On the other hand, the defender
makes his best effort to defend the network based on his observations and avail-
able response actions. We assume both the observation and the response actions
are made at the network level since it allows us to cover all connected hosts.
Moreover, in reality, the defender usually does not have administration rights on
the hosts in the network. In a fully autonomous defence, the role of the defender
is taken on by a system capable of network monitoring and reconfiguration.

In this Section, we outline the steps that need to be taken in order to answer
the research questions. We describe each step and a proposed approach.

Modelling the interaction between an attacker and a defender – We
believe that game theory is a suitable mathematical tool for modelling the inter-
action between an attacker and a defender since it can model situations in which
multiple parties with conflicting interests compete with each other [4]. We can
use a game-theory toolset to compute the optimal strategies (in a game-theoretic
meaning) for the defender and base the defence strategy (in a network defence
meaning) on them. When defining the model, we have to keep in mind, that at
some point in future we will need to compute the optimal actions of the defender
and the attacker. Therefore, the model should be designed so that this task is
computationally feasible.

Translating network information into model parameters – We have to
estimate the input parameters of the model from information about the network
in an automated fashion. The information should be passed in the form of a
formal network description: the topology of the network, the hosts and services
present in the network, the required levels of confidentiality, availability and
integrity of these services and their interdependence. Based on this information,
we can compare how desirable different outcomes are for the defender.
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Network defence strategy – When formulating the strategy, we have to take
into account uncertainty about the state of the network and the attacker’s previ-
ous actions and goals. A possible approach would be to use the alerts generated
by an intrusion detection system to maintain beliefs about the current state of
the network, the attacker’s past actions and his goals. Based on these beliefs we
can use the model and select the best response action in a given situation. Since
the computational complexity of optimising the response action is most likely
going to be very high, we do not suppose that this selection would be computed
at runtime, more likely it would be computed for the network in advance and
only the precomputed results will be used.

Strategy verification – The efficiency of the decision algorithm has to be
verified. First, we plan to test the proposed strategy in a simulated environment
using a cloud-based testbed for simulating cyber attacks [7]. Then, we plan to
compare the strategy with decisions made by teams in the Computer Security
Incident Response Team (CSIRT) training exercise [12]. In this exercise, teams
of CSIRT employees defend their network and are scored based on the success
of the attacks. The strategy would represent the fifth team and its score will be
compared to the “real” teams score.

Adding human intuition to decision output – The strategy will base the
defence on beliefs about the state of the network, the attacker’s past and future
actions and his goals. Any refinement of these beliefs will lead to better results.
Humans have expertise and intuition which cannot be emulated by any model,
no matter how sophisticated. They could have seen similar situations before,
guess what will the attacker do next or have additional information which is not
included in the strategy. We can include human opinion on the situation into
the decision by updating the current beliefs.

4 Conclusion

The role of a defender in network security is difficult. If the defender cannot
protect his network, he fails. If he impairs a legitimate user by his actions, he
fails. Moreover, the defender is never certain about the state of the defended
network since the observations of the network might be incorrect. Currently,
automated network defence systems select response actions based only on the
observed security events. They react only in unambiguous situations and the
rest of the events must be investigated by security experts. We want to refine
the decision making process by including also the motivation of the attacker. By
comprehending how his goals affect his actions, we gain more information and
we can select the response action more accurately.
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Abstract. Security monitoring tools, such as honeypots, IDS, behav-
ioral analysis or anomaly detection systems, generate large amounts of
security events or alerts. These alerts are often shared within some com-
munities using various alert sharing systems. Our research is focused on
analysis of the huge amount of data present in these systems. In this
work we focus on summarizing all alerts and other information known
about a network entity into a measure called reputation score expressing
the level of threat the entity poses. Computation of the reputation score
is based on estimating probability of future attacks caused by the entity.

1 Introduction

Network operators today often recognize the need to monitor their networks. This
includes security monitoring, i. e. deployment of various detectors of malicious or
unwanted traffic, such as honeypots, IDS, behavioral analysis or anomaly detec-
tion. These systems can generate large amounts of security events or alerts. In
large networks with many such detectors, or when alerts are exchanged among sev-
eral organizations via some alert sharing system (such as Warden, AbuseHelper,
n6, etc. [6]), the number of such alerts may be very large (millions per day [1]). We
believe that analysis of such amount of data can reveal interesting characteristics
of sources of malicious traffic. In particular, we want to label them by estimated
measure of threat they pose, which we call reputation score.

It is known that network attacks are generated mostly by hosts infected with
malware allowing attackers to control them remotely. Once a host is compro-
mised, it often stays compromised for some time and therefore many security
events can be caused by this single host. This fact is often used for spam mitiga-
tion, where lists of known malicious IP addresses (blacklists) are used to block
known sources of spam. The same principle can be used to deal with other kinds
of malicious traffic as well. For many attack1 types, it is common to see the same
IP address reported as malicious repeatedly for a long time [1,2,9].

However, while blacklists are easy to use, the information they provide is very
limited. It is a binary information only – an address is either listed or not, surely
bad or surely good, nothing in between. Moreover, there is no information about
1 For simplicity, all kinds of malicious or unwanted traffic, including spam or port

scanning, are called attacks in this paper.
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why it was listed or when. Also, it has been shown that malicious IP addresses are
distributed non-uniformly both geographically and in IP space [1,3,10]. Some
networks, autonomous systems or countries (called bad neighborhoods in [10])
host significantly more malicious hosts than others. Therefore, in some cases, the
sole fact that an IP address belongs to such a bad neighborhood may be enough
for it to be suspicious, although the address itself has never been reported as
malicious. This phenomenon cannot be covered by classic blacklists.

We envision a much richer source of information about misbehaving entities,
which we call a reputation database. It will gather alerts from large number of
detectors (via some of the existing alert sharing systems) and keep information
about all network entities (not only IP addresses, but also network prefixes,
domains, etc.) reported as sources of malicious behavior, including information
on reasons why the entity was listed, when and by whom. It will further enhance
this information by data from external sources, such as geolocation, information
from DNS (e. g. hostnames assigned to IP addresses), other databases or black-
lists. In general, it will gather as much security related information about the
reported entities as possible. All this information will be provided to security
teams to help them to protect their networks and investigate incidents.

An important part of the system should be an algorithm summarizing all
the information known about an entity, i.e. its reputation, into a single num-
ber representing a measure of threat the entity poses – its reputation score. For
example, it should allow to easily differentiate between an address which sent
a single spam email a week ago and an address which tries to break into pass-
word protected services by dictionary attacks every day for last two months. It
thus allows to quickly decide on which problems to focus first, or to easily cre-
ate blocklists by getting a top-n list of IP addresses with the worst reputation
score, for example. The goal of our research is to find a method to evaluate the
reputation of an entity numerically by computing its reputation score.

2 Proposed Approach

The first thing that has to be done is to formally define the meaning of reputa-
tion score. In common language, the word “reputation” expresses the common
opinion people have about someone or something (an entity) [4,8]. It is based
on shared experience with past behavior of the entity. But although it is based
on the past, it is intended to describe the most likely state in the near future
and thus to help with current decisions. Similarly, reputation score of a network
entity should be based on the history of security incidents caused by the entity,
but it should represent the level of threat the entity poses now and in the near
future. Therefore, we formally define it as follows:

Reputation score of a network entity (e. g. an IP address) represents the
probability that the entity will perform a malicious activity in the near
future (e. g. next 24 h), based on its past behavior and other information.2

2 Ideally, the probability should be combined with anticipated severity of the malicious
activity. Such variant is much more complex and is not covered by this short paper.
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This definition means that evaluation of the reputation score must be based
on prediction of future attacks. Our approach to build such a predictor is as
follows.

The input of the prediction algorithm will be mainly a summary of all mali-
cious events reported in some past time window. They can be supplemented by
various other inputs related to the entity and the threat it potentially poses. For
an IP address, it may be the country and the autonomous system it belongs to,
whether it is listed on some of the public blacklists, whether its hostname can
be resolved using a reverse DNS query, or whether the address is dynamically
assigned or there is NAT (which can be sometimes guessed from the hostname).

All this information form the input of an algorithm, whose output should
be the probability that the given entity will behave maliciously in a specified
future time window. However, due to the number of inputs, their diversity and
potential interdependencies, it is unfeasible to design such algorithm by hand.
Our approach is to use some of the supervised machine learning methods to infer
the algorithm from the data.

Indeed, this task is suitable for supervised learning, since it is easy to get a
training set. For example, consider we have a week long sample of alerts. For
each malicious IP address in the sample, we can get information about it from
the first six days as an input and information whether it behaved maliciously in
the last day as the expected output. By repeating this with data from several
weeks it is possible to get very large labeled dataset. Moreover, the algorithm
can constantly improve itself during operation by comparing its prediction with
actually detected attacks.

2.1 Challenges

Besides issues connected to the machine learning itself, we foresee several other
non-trivial problems that have to be solved. Some of them are briefly discussed
here.

Reputation in a Context. The definition of reputation score above implies
that there may not be a single score for a given entity. It depends on parame-
ters, such as length of time window for prediction, and context, i.e. which kind
of malicious activity we are interested in. It should be possible to compute an
overall reputation score using some appropriate set of parameters and by com-
bining probabilities of various kinds of predicted attacks. But in many cases a
more specific score will be needed, e.g. focusing on a specific kind of attack. For
example, an IP address may be known as a frequent source of SYN flood attacks,
so it would have a bad reputation score in the context of (D)DoS attacks, but
its score in other contexts, e.g. port scanning or sending spam, might be good.

Information Aging. If an IP address is reported to perform some kind of
attack, it means it was probably part of a botnet or otherwise controlled by an
attacker at the moment of the attack. It is likely that it holds true a minute,
an hour or even several days later. However, with increasing time from the last
report the probability the address is still malicious is getting lower and we can
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hardly infer anything from data older than a month. The host behind the address
might get fixed or the address might be assigned to another host in the meantime.
This adds a degree of uncertainty to all the data which changes over time.
Moreover, it is hard to specify how exactly does it change, since it may depend
on various aspects, e.g. whether the address is statically or dynamically assigned
(more on this later).

Information Uncertainty. Many of the pieces of information entering the
reputation scoring process may be imprecise, unreliable or otherwise uncertain.
They may be, for example, deduced using some heuristic or approximate algo-
rithm, or they may be obtained from an external data source we do not fully
trust. Since most of that uncertainty can be described using probability, its incor-
poration into the reputation scoring process should not a problem in principle,
but it will further increase its complexity.

IP to Host Mapping. The main purpose of having a reputation database is to
gain knowledge about malicious hosts, but we work with IP addresses instead.
And mapping of hosts to IP addresses is far from one-to-one due to dynamic
address assignment and extensive use of NAT. However, tracking of individ-
ual hosts is practically impossible, especially with alert data only (and even if
it would be possible, it would be probably considered very privacy intrusive).
Therefore, we will at least try to recognize dynamic address ranges and NATs
and adjust the scoring method for them. For example, information about dynam-
ically assigned addresses should expire faster than that about static ones. We
will draw from many existing works on this topic, e.g. [7,11,12].

3 Preliminary Results

We started with analysis of alert data from CESNET’s alert sharing system
Warden [5]. It currently receives data from 16 detectors, mostly in CESNET2
network. We took two month-long datasets gathered in 2015, containing over 70
million alerts in total, and analyzed them from various points of view.

For example, we confirmed that sources of malicious traffic are geographically
distributed non-uniformly, but we found that this distribution is very different
for different types of malicious traffic. Also, although most IP addresses were
reported only once, there were some addresses that were reported repeatedly
for a long time. And for example, while only 8.5 % of scanning addresses were
reported in 5 or more days of a month, they were responsible for 65 % of all
port scanning events reported in that month. Thus, even knowing only the most
active attackers might be very useful. For more information we refer the reader
to our technical report [1] which presents more results of the analysis.

Currently we are experimenting with various machine learning methods try-
ing to create the best predictor of network attacks. Also, we continue to gather
data from more and more sources, since to successfully capture the global threat
landscape by the reputation database, we need to know about a significant por-
tion of all attackers on the Internet. In order to achieve this, we are involved in
one national and two international projects about alert sharing.
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Abstract. In this paper, we propose a novel approach for the detection
of advanced network threats. We combine knowledge-based detections
with similarity search techniques commonly utilized for automated image
annotation. This unique combination could provide effective detection of
common network anomalies together with their unknown variants. In
addition, it offers a similar approach to network data analysis as a secu-
rity analyst does. Our research is focused on understanding the similarity
of anomalies in network traffic and their representation within complex
behaviour patterns. This will lead to a proposal of a system for the real-
time analysis of network data based on similarity. This goal should be
achieved within a period of three years as a part of a PhD thesis.

Keywords: Similarity search · Network data · Classification · Network
threats

1 Introduction

A large number of attacks threaten computer networks. Although the basis of
these attacks is similar, a lot of variants exist differing in the protocol used,
behaviour, or methods used to avoid their detection. Every day a lot of new
attack variants emerge, which represents a challenge for current Intrusion Detec-
tion Systems (IDS) [13]. Almost all of these variants require a fast reaction by
the authors of these systems to suppress it in time to defend their systems.

Currently, several approaches exists for network anomaly detection [3]. These
approaches utilize various techniques for network data analysis from statistical
to machine learning methods. Each of these has its own advantages and disad-
vantages that affect its success in detecting network attacks. Nevertheless, most
of the currently used detection tools are based on only statistical analysis and
the exact matching of pre-known behavioural patterns, due to their simplicity
and lower false positives rate. This approach, however, has a drawback in the
inability to detect advanced network threats such as hidden or obfuscated attacks
which try to hide their specific characteristics within normal network traffic.

Our research aims to overcome the constraints of these network data analysis
approaches through similarity search techniques [15]. This will allow us to com-
bine the advantages of both knowledge-based detection (capable of easily iden-
tifying network anomalies without high false positive rates) and cluster-based
c© IFIP International Federation for Information Processing 2016
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138 M. Čermák and P. Čeleda

detection (which allows us to recognize unknown attack variants). We will focus
on network traffic classification based on the same principle as automated images
annotation using a similarity search [4]. We plan to classify the analysed network
traffic by comparing its similarity with a collection of annotated patterns, reflect-
ing pre-known characteristics of common network attacks. The network traffic
will be classified as well as patterns that are closest to it. This approach allows us
to take advantage of our knowledge of network anomalies’ characteristics, while
also revealing their unknown variants.

2 Research Questions

The aim of our research is to use similarity search techniques for detect-
ing advanced network threats based on similarity of traffic behaviour
patterns. Our intention is to analyse these behaviour patterns in a similar way
as a security analyst would usually do, which is an investigation of known attack
patterns and searching for their variants. We have identified the following three
research questions that reflect the main topics of our research:

1. How can we characterize similarity in network traffic?

The majority of current methods for measuring network traffic collect only
specific traffic information, which is not comprehensive enough to describe com-
plex behaviour [3]. Thus, we need to explore methods of transforming these
simple data into more complex data, and so providing a reasonable amount of
information for comparing their similarity. This research question covers the
research of a suitable representation of complex behaviour patterns and the
selection of appropriate distance functions to measure their similarity.

2. How can similarity search techniques be utilized for detecting network anom-
alies?

Our second research question is focused on research into the transformation
possibilities of fundamental methods for detecting network anomalies into the
similarity search concept. We plan to utilize network traffic classification based
on a similarity search of defined behaviour patterns and propose a proof-of-
concept system for detecting anomalies. This research question, besides other
factors, also includes the creation of a collection of anomalous behaviour pat-
terns. Based on their similarity, analysed network traffic should also be classified.

3. What possibilities do the similarity search techniques have for detecting
advanced network threats?

The main goal of the third research question is to explore the benefits of the
proposed method for network anomaly detection in detecting advanced network
threats, such as hidden or obfuscated network attacks. We will pay attention
to the verification of different characteristics of similarity searches and to the
various representations of network behaviour patterns. Specifically, we will focus
on different functions to measure the patterns’ distances and the identification of
combinations of smaller behaviour patterns based on general models of network
attacks.
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3 Proposed Approach

We will focus on the interconnection of similarity search techniques and methods
for detecting anomalies in network traffic. To achieve this aim, we will progres-
sively work through the research questions.

3.1 Characterization of a Similarity in Network Traffic

To achieve the aim of our research, it is necessary to understand network traf-
fic characteristics and their similarities, which should be used within anomaly
detection. Weller-Fahy et al. [14] demonstrate that almost every method for
detecting network anomalies utilizes some kind of a similarity measure. Thus,
we plan to study publications focused on this area and extract all the presented
network traffic characteristics and their similarity properties. These findings will
be evaluated on publicly available datasets [1,5] and on live network traffic to
verify their suitability for specifying network behaviour patterns.

Based on the identified traffic characteristics and their similarities, we will
specify behaviour patterns which reflect all important events in network traffic.
For their specification, we plan to utilize the Bro Network Security Monitor [11]
and IP flow monitoring systems [7], which are suitable for collecting data quickly
and analysing in large networks. We will consider two forms of network behaviour
patterns: aggregated, represented by the aggregation of specific traffic features
per unit of time and sequential, consisting of sequences of traffic features ordered
in time. Each of these forms has its advantages and disadvantages, which we want
to understand. Our goal is to associate the appropriate form of specific anomalies
to correctly represents their characteristics and avoid behavioural aliasing [9],
which occurs when anomaly behaviour looks like normal traffic.

During the definition of network traffic behaviour patterns, it is important to
consider their characteristics’ similarity. The selection of suitable distance func-
tions and methods for their utilization plays a crucial role in our research since
it directly affects the success of detecting network anomalies. For this purpose,
we plan to analyse publications focused on the similarity measure, discuss our
observations with specialists in the similarity search topic and verify our findings
using simulated and live network traffic. For this verification, we plan to utilize
the Metric Similarity Search Implementation Framework (MESSIF) [2], which
provides a suitable environment for verifying the selected similarity measure
techniques.

3.2 Utilizing Similarity Search Techniques for Detecting Network
Traffic Anomalies

As we are focused on knowledge-based anomaly detection, the next necessary
part of our research is the preparation of annotated behaviour patterns corre-
sponding to network anomalies. To define these patterns we plan to analyse cur-
rent network attacks and anomalies observed within live network traffic. These
patterns will form the basis of a proof-of-concept framework. This framework will
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be based on the kNN -classification [15] of ongoing traffic using a similarity com-
parison of analysed traffic, with the annotated collection of anomaly behaviour
patterns.

The anomaly detection capabilities of the proof-of-concept framework will
be verified within real and simulated network traffic using simulated network
attacks. To validate within simulated traffic, we plan to utilize the KYPO plat-
form [10] that enables network attacks to be securely testing and provides exten-
sive options for monitoring them. Thanks to this environment we will be able to
properly compare our anomaly detection approach with other approaches speci-
fied in specialized publications or used within common anomaly detection tools,
such as Snort [12], Bro [11] or Flowmon ADS [8].

3.3 Detection of Advanced Network Threats Based on a Similarity
Search

After verifying our approach, we will focus on the optimization of similarity
search attributes and test different distance functions. The aim of this effort
is a complex study of impacts, the possibilities of similarity search techniques
and advanced network threat detection. These attacks are characterized by their
effort to bypass known detection techniques and by hiding their specific charac-
teristics within normal network traffic, which makes them difficult to detect by
current anomaly detection methods.

Apart from the complex behaviour patterns of network traffic anomalies,
we will also focus on recognising their individual phases. We plan to extend
Drašar’s [6] research into network attack models and utilize these models as
a basis for defining our anomaly behaviour patterns. The updated form of pat-
terns will correspond to the attack phases instead of the whole attack. We believe
that such behaviour patterns will make it possible to identify multiple forms of
attacks, even those that are as yet unknown.

4 Conclusion

Since this is the first work of its kind, it is necessary to deal with several com-
plications that come with the application of similarity search into the field of
network data analysis. The most important part of such an application is the
proper understanding of the similarity of network traffic and the specification of
complex behaviour patterns reflecting this similarity. The correct specification
of these patterns is crucial for achieving adequate results in the detection of
common network threats and their unknown variants.
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Abstract. Botnets are an enabler for many cyber-criminal activities
and often responsible for DDoS attacks, banking fraud, cyber-espionage
and extortion. Botnets are controlled by a botmaster that uses various
advanced techniques to create, maintain and hide their complex and
distributed C&C infrastructures. First, they use P2P techniques and
domain fast-flux to increase the resilience against take-down actions.
Second, botnets encrypt their communication payload to prevent signa-
ture based detection. Both, the actions to increase the resilience and the
prevention of signature based detection are counteractions against detec-
tion techniques. In contrast to existing approaches, our novel approach
includes DNS registration behaviour, which we currently analyse for the
.com, .net and .org domains, representing half of registered domains on
the Internet. Hence, the goal of this PhD research is to enable early detec-
tion of the deployment and operation of botnets to facilitate proactive
mitigation strategies, whereas current approaches usually detect botnets
while these are already in active use. Consequently, this proactive app-
roach prevents botnets to fully evolve their size and attack power. More-
over, as many end users are unable to detect and clean infected machines,
our approach tackles the botnet phenomenon without requiring any end
user involvement, by incorporating ISPs and domain name registrars.
In addition, this will enable the discovery of similar behaviour of differ-
ent connected systems, which allows detection in cases where bots are
registered under domains that are not willing to cooperate.

Keywords: Botnet · Early detection · Provider network · DNS · IP flow
monitoring · Coordinated cyber threats · Domain registration behaviour

1 Introduction

Botnets are an enabler for many cyber-criminal activities and often responsible
for DDoS attacks, banking fraud and cyber-espionage. As reported in [9,10]
such criminal activities cause substantial economic damage. Recent estima-
tions [15] expect that cyber attacks could cost global economy $3 trillion by 2020.
Botmasters use various techniques to create, maintain and hide their complex
c© IFIP International Federation for Information Processing 2016
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C&C infrastructures. First, they use P2P techniques [1] and domain fast-flux to
increase the resilience against take-down actions. Second, botnets encrypt their
communication payload to prevent signature based detection [12].

However, botnets often use the domain name system (DNS) [2,7,11], e.g.,
to find peers and register malicious domains. Since, botmasters manage a large
distributed overlay network, but have limited personal resources, they tend to
automate domain registration, e.g. using domain name generation algorithms
(DGAs) [17]. Such automatically generated domains share similarities and pos-
sibly appear to be registered in close temporal distance. Such characteristics will
be used for bot detection, while their deployment is still in preparation.

Hence, the goal of this PhD research is early detection of botnets to facilitate
proactive mitigation strategies. Using such a proactive approach prevents botnets
from evolving their full size and attack power. As many end users are unable
to detect and clean infected machines, we favour a provider-based approach,
involving ISPs and DNS registrars. This approach benefits from its overview
of the network that allows to discover behavioural similarities of different con-
nected systems. The benefit of tackling distributed large-scale attacks at provider
level has been discussed in [13] and demonstrated by [4]. Further, initiatives to
incentivize ISPs to mitigate botnets are already ongoing [8]. In addition, several
studies discuss and high-light the role of ISPs in detection and mitigation of
various cyber threats, e.g. DDoS, Botnets or SPAM [3,14,16].

The work done in [6] addresses the domain registration behaviour of spam-
mers and [5] demonstrated DGA based malware detection by using flow-based
techniques. In contrast, our approach includes the detection of malicious DNS
registration behaviour, which we currently analyse for the .com, .net and .org
domains. These domains represent half of the registered Internet domains. By
combining DNS registration behaviour analysis with passive monitoring of DNS
requests and IP flows, we are able to tackle botnets throughout their whole
life-cycle. This research is still in its initial state and will result in a PhD thesis.

The remaining parts are structured as follows. Section 2, describes the
research problem and questions. Section 3, describes our approach. Next, Sect. 4
provides early results and the current state of research. Finally, the paper is
concluded in Sect. 5.

2 Research Problem and Questions

The goal of this research is to enable early botnet detection in provider envi-
ronments. To achieve this goal, our approach is based on large-scale DNS regis-
tration behaviour analysis, as this will allow to discover botnet activity in the
(pre-)deployment phase of its life-cycle (see Fig. 1). Thus, our novel approach
could possibly prevent the botnet from becoming deployed and actively used.
Furthermore, the proposed approach takes into account the dynamics of botnet
malware and the Internet infrastructure, high data rates, incompleteness of data
and encrypted bot communication. In order to tackle the early botnet detection
problem, we ask the following questions:
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RQ 1: How do botnets interact with the domain name system?
RQ 2: Can domain registration characteristics be used for botnet detection, and

if yes, how?
RQ 3: (How) Does early detection work, if some registrars do not cooperate?

The approach used for answering these research questions will be described in
the next Section. Figure 1 shows the bot life-cycle and relating research questions.

Fig. 1. Detailed overview of botnet operations with mapped research questions.

3 Approach

The goal of this research is to allow faster botnet detection and mitigation.
Current approaches are usually limited to detect bots after they already became
active or while they are used in attacks. Our approach targets botnet detection in
the pre-deployment phase. Therefore, our approach is based on two components:
(1) passive monitoring of communication characteristics and (2) DNS registra-
tion behaviour analysis. DNS registration analysis allows to detect the prepara-
tory actions of deployment of the C&C infrastructure and the bots. Therefore,
our approach allows botnet early detection and consequently facilitates proac-
tive botnet mitigation. In addition, our approach allows botnet detection in the
subsequent phases of the bot life-cycle (preparation, infection, peer discovery,
malware update, command propagation and attack) by using passive DNS and
flow monitoring solutions. This is important, since bots might also be registered
at domain providers that are not sharing data.

Research question 1 aims to get insight into the deployment and management
of botnets. Therefore, we collect DNS registration data on a daily basis for the
.com, .net and .net domains, representing half of the domains registered on the
Internet. Second, we query different botnet tracking services and use DGAs to
find botnet related records in the domain registration dataset.

Research question 2 aims to extract characteristics of botnets in their deploy-
ment phase. Which might allow an early detection and mitigation. To answer this
question, we use registration databases of top level domain registrars. Currently,
our study involves the .com, .net, and .org top level domains.



Botnet Early Detection 145

Research question 3 extends our novel approach to make it applicable in case
bots are registered under domains that do not share data. In such cases, our app-
roach might derive flow-based behaviour characteristics based on the knowledge
gained in RQ1 and RQ2 for flow-based detection of bots. Flow monitoring solu-
tions provide an overview of large parts of the Internet, in which we expect to
find similarities that can be used for detection of bot behaviour.

We will validate our novel approach based on simulations and real-live envi-
ronments. Further, we compile different datasets. First, we crawl the registration
database of multiple top level domains, different botnet domain and IP blocklists
with time stamps. This allows us to measure the temporal difference between
botnet deployment and detection. Second, we passively capture IP flow data and
DNS requests in multiple provider networks to evaluate (a) how accurate our
approach can detect the large-scale similarities between distributed bots and (b)
determine the temporal delay between malicious domain registration and the
first activity. This evaluation also uses IP and DNS blocklists.

4 Early Results

In a first step, we used data captured from Kelihos sinkholing operation, that
allowed us to observe real bots in two different states of their life-cycle, peer dis-
covery and job requests. We successfully used our insights gained to developed
a concept for flow-based detection. Further, we use multiple DGAs and C&C
domain lists to extract the botnet domains (e.g., Zeus, Kelihos.B, Palevo, Drye).
Early results show that botnet domains are registered in close temporal dis-
tance (bulk registration) and often have structural similarities. Thus, we assume
that our approach will be able to accurately detect malicious DNS registration
activities and host behaviour of bots.

5 Final Considerations

When provider based solutions are used for bot detection, it is important that
data should be accurate and be derived characteristics should be independent of
the capture infrastructure. However, as botnets are globally spread, usually one
provider can only detect a fraction of a botnet. Therefore, the detection system
should run and cooperate across multiple provider networks, by means of pro-
viding infrastructure independent detection information and being able to use
such data from different networks. ISPs often apply sampling to their flow mon-
itoring to reduce memory consumption, which might be an additional challenge
to our approach. Moreover, anti-detection techniques of malware become more
sophisticated and often involve encryption and anonymisation techniques. Our
approach will be resistant against many of these techniques, due to its high-level
overview and independence of packet payloads. The main goal of this approach,
should be achieved within a period of four years as part of a PhD thesis.

Acknowledgments. This work is partially funded by EU FP7 Flamingo Network of
Excellence Project (ICT-318488).
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Abstract. IP anycast is widely being used to distribute essential Inter-
net services, such as DNS, across the globe. One of the main reasons
for doing so is to increase the redundancy of the service and reduce the
impacts of the growing threat of DDoS attacks. IP anycast can be further
used to mitigate DDoS attacks by confining the attack traffic to certain
areas. This might cause the targeted service to become unavailable only
to a fraction of its users. In this PhD research we aim at investigating
how IP anycast can be optimized both statically and dynamically to
support the mitigation of DDoS attacks.

1 Introduction

IP anycast is an addressing and routing strategy in which multiple physical
servers in the Internet are configured with the same logical IP address. This
strategy has been widely used to achieve high-availability and redundancy of
services over the Internet, such as DNS and CDNs. IP anycast takes advantage
of the robustness of BGP (Border Gateway Protocol) routing that defines the
catchment of each anycast instance. BGP helps to define the catchment of each
anycast instance by, for example, mapping users to the topologically nearest
anycast instance. However, anycast catchment has proven to be more chaotic
mainly due to routing policies that are defined within and between Autonomous
Systems (ASes) [2,9].

There may be multiple motivations for deploying an anycast service. Nowa-
days, however, redundancy and resilience of Internet services against cyber
attacks has gained importance. Particularly resilience against Distributed
Denial-of-Service (DDoS) attacks since their occurence and intensity have sig-
nificantly increased in the recent years [1], and essential Internet services are
among their common targets [5]. This problem is exacerbated by the fact that
today anyone can perform DDoS attacks [6].

When a service such as DNS is anycasted, there is no single point of failure.
An anycasted service has the advantage that when being subject to a DDoS
attack, the service might become unavailable to a fraction of the Internet only.
That is, the service might be unreachable to the specific “catchment areas” of
the affected anycast instances.

Although there are clear benefits to using IP anycast, and it generally works
well [3], it alone does not solve the DDoS problem altogether. For example, on
November 2015 [5] the DNS root servers received so many requests (caused by a
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DDoS) that it saturated the network connections to some of them. The impact of
this particular attack was limited though, due to the sheer scale of the DNS root
servers; 11 out of 13 root nameservers are anycasted. However, for other (non-)
anycasted services the impact can be more severe. Examples of severe service
degradation were recently reported by RIPE through their DNS-WG mailing-
list1: unusual amount of incoming traffic on the authoritative servers for RIPE
DNS services on 14-Dec-2015 and on 14-Jan-2016. Recently, also the ccTLD DNS
infrastructure of Turkey was attacked, causing severe service degradation [8].

In this PhD research, we will investigate how IP anycast deployments can be
optimally planned and used to support service resilience against DDoS attacks.
In the following we describe our main research goal, research questions, and
planned approaches (Sect. 2). We also describe our first steps on building a
global IP anycast service for our research (Sect. 3).

2 Goal, Research Questions, and Approach

The goal of this PhD research is to investigate methods to optimize anycast
deployments in order to improve service resilience against DDoS attacks. To
meet our goal we define four research questions.

First, to gain a more complete understanding of how operators currently mit-
igate DDoS attacks we define (RQ1) as what are the current DDoS mitigation
strategies in use by operators of critical Internet infrastructure. Our approach
will be focused on talking with operators, mainly those involved in the research,
to understand their procedures and to be able to tailor improvements to them.
To gain insight into the routing changes that will affect the catchment of any-
cast network when instances are added or removed, we define our second research
question as (RQ2): what impact does the deployment of an anycast node in a
given anycast network have on the overall catchment?. To answer this question
we will perform active and passive measurements on a real anycast deployment.
We are deploying our own experimental anycast testbed, comparable to PEER-
ING [7]. This testbed will allow us to announce and withdraw IP prefixes (both
IPv4 and IPv6) from each anycast location. We will use the RIPE Atlas [4]
framework to perform the active measurements This framework will allow us to
closely monitor the effects of anycast node deployment from the perspective of
thousands of vantage points worldwide. In addition, we will analyze the deploy-
ment from the BGP perspective using passive measurement data, provided by
services such as BGPmon, and RIPE’s Routing Information Service (RIS).

The knowledge obtained from RQ1 and RQ2 will be used to support anycast
planning and instances placement targeting resilience against DDoS attacks.
This leads us to our third question (RQ3): in what ways can the catchment of
an anycast network be influenced to increase resilience against DDoS attacks?.
By analyzing the data obtained from RQ2 we attempt to find ways of optimizing
the placement of nodes, aiming at increasing resilient against DDoS attacks.
The key challenge is the fact that BGP routing is influenced by many, both
1 https://www.ripe.net/mailman/listinfo/dns-wg/.
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technical and non-technical, factors. Potential methods will be verified in practice
by implementing them using the anycast testbed and performing attacks on our
own infrastructure. In addition, we will analyze the source of major DDoS attacks
to determine if these are mostly located in certain areas. This will further assist
in optimizing the anycast catchment for mitigation.

Finally, we determine if it is possible, and to what extent, the anycast catch-
ment can be changed dynamically to further strengthen the DDoS mitigating
property of an anycast network. For example by actively adding and/or removing
instances during a DDoS attack near the source of attack traffic. Therefore, we
define our fourth and final research question (RQ4) as: how can service resilience
be positively influenced by dynamically changing the composition of the anycast
network?. The results from RQ1, RQ2 and RQ3 as well as the operational expe-
rience gained using the anycast testbed will all contribute to answering RQ4.
A potential solution is the deployment of inactive (i.e., sleeping) instances that
are activated on demand in the case of an attack. This setup can potentially
lead to reduced operational costs as compared to the static approach of RQ3.
The challenge lies in the fact that setting up anycast instances is not trivial
because it might depend on routing policies and peering agreements involved in
the anycast IP prefix announcement.

3 Preliminary Steps

As described above, one of the key components of this research plan is the
anycast testbed. There is an existing testbed called PEERING [7], which pro-
vides the sort of functionality that is required for the research that we intend
to carry out. However, access is limited in duration and in functionality, in the
sense that experiments are very bandwidth limited. Therefore, we have started
the development of a new anycast testbed in collaboration with SURFnet (the
Dutch NREN). Having access to this testbed will allow us to perform experi-
ments without having to rely on models that may or may not be an accurate
representation of reality. During the past months we have obtained a /24 IPv4
prefix and a /48 IPv6 prefix, which are of a sufficient size to be announcable
through BGP. Furthermore, we have started development of an anycast man-
agement webinterface (TANGLER) that will allow for easy control of the IP
prefixes announcement from our anycast instances. The intention is that it will
also allow advanced experiments to be performed by scheduling route announce-
ments and withdrawals.

Figure 1 shows the locations of the (planned) anycast instaces of our test-
bed. Nodes are configured using an orchestration tool (Ansible), which makes it
trivial to add new instances. Management occurs through a single management
node to which each of the anycast instances maintains a VPN-connection. The
BGP announcements for each of the anycast instances can currently be controlled
through a webinterface running on the management node. In the future we will
also focus on creating a more local anycast network in Europe, constisting solely
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Fig. 1. Map of (planned) anycast nodes

of European nodes. This will allow for studies on local impacts of DDoS mitiga-
tion and routing policies. Once our anycast testbed is fully operational, we plan to
open the access (restricted by request and nature of research) to other researchers.

4 Final Considerations

The PhD research outlined in this paper is planned to be carried out in a period
of four years, which has started in late 2015 and will end in 2019. The preliminary
steps (Sect. 3) have been carried out in the first six months.

Acknowledgements. This research is partially funded by SIDN and NLnet Labs
through the projects DAS (http://www.das-project.nl) and SAND (http://www.
sand-project.nl), by the EU FP7 FLAMINGO NoE (318488), and the SURFnet
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Abstract. Location Management (LM) is an important function of mobile
cellular networks that enables network to locate the users. Mechanisms appli-
cable in legacy systems are not able to cope with the vast increase of devices and
the strict communication requirements expected in 5G networks. In this paper we
propose a novel scheme for LM that exploits mobility context of User Equip-
ments (UEs), keeps track of their location with high accuracy and pages small
number of cells when incoming calls arrive. The analysis shows that Location
Management is significantly benefitted from the proposed mechanisms.

Keywords: Location Management � Location update � Paging � 5G cellular
networks � Cluster-based communication

1 Introduction

According to forecasts [1], by the year 2019, operators worldwide will have to support
more than 8 billion of smart phones. This vast increase of wirelessly connected devices
increases the control information that has to be exchanged thus stretching the networks’
performance to the limits. Additionally, the deployment of small cells will also create
additional overhead to the network components [2]. To efficiently support such com-
munication needs, it is required to optimize control functions for avoiding bottlenecks
of control channels. One specific area that calls for improvement is Location Man-
agement (LM) [3], which comprises two processes, one related to Location/Tracking
Area Update (TAU) and one to location search/paging. The former is an occasional
process during which UE regardless if it is in idle or connected state, sends information
related to its current location to the network – the user location is linked to Tracking
Areas (TA) which are sets of cells, and Tracking Area List (TAL) is a list of TAs
assigned to a is a user. When a users moves out of the boundaries of his TAL he
performs a TAU and the network assigns to him a new TAL. On the other hand, paging
is a process initiated from the network so as to discover the UE when it is in idle state.
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Between TAU and Paging processes there is a signaling trade-off. In particular, large
TAs and/or long TALs reduce the number of updates but increase drastically the
number of paged cells and vice versa. Hence, it is important to use LM schemes that
keep a concise set of location information for all UEs, while optimizing the signaling
overhead for finding them.

Existing solutions for TAU can be roughly classified into two main categories;
user-centric approaches that monitor the activity of each user [4, 5], and solutions
dictating periodic network reconfiguration based on network traffic to alleviate the
overall LM signaling [6, 7]. Paging schemes aim to improve the efficiency of the 3GPP
standards (i.e. blanket-paging scheme [8]) that is used in legacy systems by minimizing
the paging signaling. In [9, 10] sequential paging of subsets of TAL is proposed. These
are further extended with Paging Area shuffling and concurrent users’ serving [11], or
hierarchical paging schemes [12, 13].

One promising solution for handling the location update and paging challenges in
5G networks relates to group communication. Group based TAU will enable per-
forming updates more often thus significantly reducing the load in the paging channels.
Towards this direction, in this paper we propose a Context Aware Location Manage-
ment (CALM) mechanism in which only one device performs TAU on behalf of a
group which is being formed for application specific purposes (e.g., car to car com-
munication) based on context information. The intra cluster communication (for cluster
formation and maintenance) takes place using secondary interfaces such as 802.11p.

The rest of the paper is organized as follows. In Sect. 2 we introduce our novel
mechanism for efficient LM of UEs in wireless networks. The method can be applied to
vehicular ad-hoc networks, and machine-type communication devices, but can also be
applied to human-centric devices. Then, in Sect. 3 we provide the experimental results
that compare our solution against the state of the art solutions and finally, Sect. 4
concludes the paper summarizing our work.

2 CALM - Context-Aware Location Management

The proposed solution solves the mentioned problems and achieves efficient LM for
UEs in wireless networks. The mechanism takes advantage of existing clustering
protocols (e.g., the one in [14]), where grouping is done based on time-stamp, speed,
direction, etc. UEs form groups dynamically without network intervention and Cluster
Members (CMs) have the possibility to communicate directly without the intervention
of the cellular network.

The main goals of the mechanism are to allow a single device, namely Cluster Head
(CH), to update the location of all the CMs, thus reducing the TAU overhead for all the
members of the cluster, increase the granularity of TAUs and thus increase consider-
ably the paging accuracy. During the initialization phase the CMs of a group will turn
off periodic TAU timers and stop sending TAUs when crossing the borders of a TA.
From that point on CMs will communicate only with the CH via a secondary interface
(e.g. 802.11p). In the proposed scheme when the CH sends group’s location performs
an RRC connection request but instead of requesting the establishment of a signaling
connection so as to perform a higher layer TAU, sends a modified RRC connection
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establishment request to signify that instead of establishing a signaling connection, the
BS should reject this request and notify instead the Location Server about the current
location of the group. Whenever the Location Server receives the CH’s location from
the BS it may proactively produce a new TAL based on this information and the
Group ID. Then, since the network is aware of the location and the cluster information,
it may accurately determine the Paging Area and there is no need to communicate the
updated TAL to the CH or any CM, leading thus to further reduction of signaling. The
proposed scheme, called RRC+ since it is based on enhancements of the RRC protocol,
can be used on per cell basis or on any other granularity defined by the network, after
CH performs cell selection/reselection procedure. Additionally, in order to avoid
missing the track of any device when a UE becomes CM it may keep the standard LM
functions active until the network has received the information regarding it being
member of a group. During this time the UE is still reachable through paging, since the
network is aware of the TAL of the device. When a CM leaves the group, based on its
location, it determines whether location update is needed or not.

3 Performance Evaluation

In this section we present the evaluation outcomes of the assessment of the CALM
solution that we propose against the Group Mobility Management (GMM) which has
proven to be more efficient than 3GPP standards [5]. As described afore, CALM is
triggered when the CH has selected to camp to a new eNB. Cell Reselection rate,
cluster size and the Location Updates affect the performance of LM techniques and
thus, in this section we measure the Location Update and Paging signaling overhead of
the CALM solution for various scenarios with different cluster sizes, TAL sizes and
Cell Reselection rates. Table 1 summarizes the assumptions of our analysis.

In Fig. 1(a) we present the way the cluster size affects the number of TAUs exe-
cuted in the GMM mechanism and the messages sent in CALM. Since the traditional
TAU does not have the same signaling messages as the Location update scheme we
follow, the comparison was made based on signaling events triggered in each case, so
as to have a common metric between our solution and the GMMmechanism. As shown
in the figure our solution has fewer messages exchange for cluster size greater than 10
devices which is a rather small number taking into account the device density in 5G
scenarios [18]. Such gains are achieved because in our solution when a device enters

Table 1. Parameter values for CALM assessment

Parameter Assessment value

Cluster size {1, 5, 10, 20, 30, 40, 50} nodes
TAL size {15, 30, 45, 60, 75, 90, 105, 120} cells
Cell reselection rate 30 per UE/h [15]
Location update rate (for GMM [4]) 1.2 per UE/h [16, 17]
Time window duration 3 h
Periodic location update timer TPLU 56 min
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the group it deactivates all its Location Update procedures, while in the GMM
mechanism the devices will still have their periodic TAU active. Thus, even for groups
with rather small number of group members, our solution outperforms the GMM
solution whereas for large numbers of group members, our algorithm achieves very
significant gains.

Although, there are cases that our mechanism increases the signaling overhead for
Location Update compared to the GMM solution (e.g., when having small clusters), in
paging, the accuracy of our mechanism is always better, as the paging area is too
restricted, while in GMM mechanism there is the need to page the whole TAL.
Figure 1(b) below demonstrates the percentage of signaling reduction for paging
procedure for various TAL sizes. The gains range from 60 % for small TAL size up to
95 % for very large TAL size. It is worth mentioning that our solution eliminates
completely the possibility of page misses, due to the mobility context that is always
up-to-date in the network. On the contrary, the GMM solution (as well as the other
SOTA solutions) fails to avoid page misses, which may occur when a UE leaves a
group, because the group maintenance is based on the periodic TAU of each device.

4 Conclusions

In this paper we have proposed a novel context-aware mechanism for efficient location
management of groups of users/devices in wireless networks so as to reduce the
overhead of the signaling channels. The method targets vehicular ad-hoc networks,
machines, etc. but can also be applied to human-centric devices that move in groups
(e.g., crowd movement). Our mechanism exploits already formed groups, for per-
forming group based TAU. Thus, only one device (the cluster head) performs frequent
TAUs on behalf of the overall group. This enables reduction on the TAU overhead and
significantly precise paging compared to the state of the art solutions.

Fig. 1. (a) Location updates for various cluster sizes (b) Paging signaling
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Abstract. We study a scenario of autonomous resource management
agents, aiming for fulfilling a management goal of balancing value of
service with cost. We aim for a model of management based on fully dis-
tributed knowledge, avoiding traditional challenges associated with cen-
tralized approaches. Our results indicate that lack of information about
the actions of other agents can be mitigated via direct observation of
each agent’s environment.

Keywords: Resource management · Autonomous agents · Cloud
management · Reactive approaches · Decentralized knowledge

1 Introduction

We present a theoretical model of distributed resource management, which is
analysed through simulations. The model involves autonomous agents that must
collaborate, either directly or indirectly, to achieve a common management goal
(balance cost and value). Our previous work has focused on studying the coordi-
nation of only two agents, whose primary task is to control resource usage in the
system they operate, and try to estimate, based on varying information access,
how to adjust their current resource level optimally.

In this paper, we study the coordination of a larger group of autonomous
resource management agents, in the setting where they share a common resource
pool. The main research objective is to determine whether the agents can achieve
their common goal in an optimal manner without exchanging local information
with each other. We see that individual observations of behaviour observed by
each agent can replace information exchanged directly among the agents, which
increases scalability.

2 Related Work

An automatic resource management process can be either reactive [1] or pre-
dictive, determined by how resources are automatically adjusted. The predictive
c© IFIP International Federation for Information Processing 2016
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approaches are typically based on having access to a complete model of the
system, which (in theory) gives the ability to provide QoS guarantees and a
more detailed view of the dynamics of the system. The major challenge of such
approaches is getting access to such knowledge, if it is even possible. Examples
of model-based approaches are [2–7].

Reactive approaches are designed to make appropriate decisions when one
lacks complete knowledge of the system model, and are used in complex systems
for decision making. A common challenge in reactive approaches is that the
learning algorithm responsible for making decisions requires a training period
for gathering data to make appropriate action decisions. Examples of reactive
approaches are presented in [1,8–12].

Most of the existing approaches are based on centralized knowledge. This
means they have the advantage of one component having complete system knowl-
edge, which avoids the complexity of coordination and communication overhead
in distributed approaches. However, centralized approaches in larger complex
systems – cloud systems – have several drawbacks, including limited scalability,
single point of failure issues, and potential bottlenecks.

3 Method and Approach

Our management scenario consists of ten autonomous resource management
agents Qi, i ∈ [1, 10], where Qi controls a separate resource variable Ri. Each
resource variable (or component in the system) contributes to delivering a ser-
vice S. The main objective of management is to achieve efficient management
of all the different system resource variables, with the objective to achieve a
balance between cost and produced value. To determine value of the delivered
service, the performance metric P represents job throughput, i.e., the reciprocal
of response time. The response time will depend on how the system is able to
cope with current load, which is defined as an arrival rate of requests. The sys-
tem performance is hence defined as the request completion rate, and is modeled
approximately as

P = B − γL

R
(1)

where B is the baseline performance (the performance when the system is not
affected by load). γ is a constant representing resource-intensitivity, i.e. increased
γ represents a service in which the service requests are more resource-intensive.
Further, we define associated value of service to be proportional to throughput,
so that

V = αP = α

10∑

i=1

Pi. (2)

Similarly, cost C is proportional to resource use R, so that

C = βR. (3)

The autonomous agents (resource controllers), which are responsible for mak-
ing decisions on resource use and adjustments, do not have access to knowledge
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of this theoretical model of the system’s performance. Each agent observes how
system value V changes with changes in Ri, ΔV/ΔRi, and based on the local
knowledge of associated cost C(Ri), the closure operator can make an estimate
of how net value N = V − C changes with Ri, by calculating ΔN/ΔRi. If this
value is positive, the controller will increase Ri, and if it is negative, decrease
Ri. This hill-climbing strategy will converge to a global optimum whenever the
objective function N is convex.

The agents have a perception of how system value depends on resource use.
The theoretically correct global value is defined as

V = α(B − γL

R1
− γL

R2
− . . . − γL

R10
) (4)

In our experiments, the agents assume that the value-resource relationship is
modelled as

V = a
L

R
+ b. (5)

4 Results

When each operator receives individual value feedback, no external information
about other operators is needed. When the operator has a semi-accurate model
of the system dynamics and current system load, all operators perform very close
to optimal, as seen in Fig. 1.

Providing less information (no load information) reduces the precision of the
results (Fig. 2a), but the performance (achieved net value) is quite close to the
theoretical optimum (Fig. 2b).
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Fig. 1. 10 operators, each controller has information about current load. γ = 1 for all
agents.
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Fig. 2. 10 operators, each controller lacks information about system load. γ = 1 for all
agents.

5 Conclusion and Further Work

Although there has been significant research efforts aimed at achieving fully de-
centralized management of larger complex systems, most proposed solutions so
far has been based on either pure centralization or partly centralization based on
delegation of responsibility. Our work has been an attempt to achieve pure de-
centralized management. The goal of our approach is trying to come up with an
intermediate approach between delegated management and agent based manage-
ment, in which there is higher predictability and more accurate goal achievement.

This study indicates that to achieve self-optimising behaviour among
autonomous agents working towards the same goal, without direct coordina-
tion, excessive information exchange or centralized knowledge, is the ability to
monitor their indvidual behaviour. This means that developing efficient feed-
back mechanisms is a crucial factor to reduce the need for global information
exchange.

One particular issue that we have not studied, is how the precision of our
proposed model is affected by more heavily varying system load. Also, to test
the robustness of the model, this needs to be implemented in a real scenario.
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Abstract. Network scans are very common and frequent events that
appear in almost every network. Generally, the scans are quite harmless.
Scanning can be useful for network operators, who need to know state of
their infrastructures. Contrary, scans can be used also for gathering sen-
sitive information by attackers. This paper describes a simple detection
method that was used to detect vertical scans. Our aim is to show results
of long-term measurement on backbone network and to show that it is
possible to detect scans efficiently even with a simple method. The paper
presents several interesting statistics that characterize network behavior
and scanning frequency in a large high-speed national academic network.

1 Introduction

Network scanning is a common and frequent activity that can be observed in
almost every network infrastructure. It is a normal benign mechanism used by
network operators or automatic tools for monitoring and management. A net-
work scan is based on probing targets to recognize the active ones. That is a scan
referred as horizontal. Scans can also probe ports of one target. Such scans are
called vertical. A block scan is a combination of horizontal and vertical scans.

Scans are easily performed even by attackers. Attackers can use scanning to
search for publicly available services and vulnerable devices in the internet. Even
though network scanning is basically harmless, current researches show, that it
can be dangerous in some ways. Bartos et al. in [2] show correlation between
network scans and attacks (e.g. bruteforce guessing of passwords or DoS attacks)
that follow scans. Similarly in [11], Raftopoulos et al. discuss their observation
about high probability of malware infection of devices that had been scanned
previously. Therefore, it is important not to underestimate a danger of scans.

Unfortunately, there is no universal detection method, that would be suit-
able for all sizes of networks. According to [13], large transit networks or
National Research and Education Network (NREN) infrastructures require a
special detection approach. The main issues related to such networks are: high
speed, wider diversity of IP addresses, lack of knowledge about end-hosts’ con-
figuration, asymmetric routing, coexistence with other monitoring and detection
tasks without interference. This paper presents observations from the perimeter
c© IFIP International Federation for Information Processing 2016
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of CESNET2. It is Czech NREN, a backbone and a transit network. Based on
observations, we created a straightforward detection method.

2 Related Work

Bhuyan et al. presents a taxonomy of network scanning and a survey of some
existing detection approaches in [3]. Using the taxonomy, we can classify the
detection method presented in our paper as a threshold-based method.

One of the well-known methods is a Threshold Random Walk (TRW) pro-
posed for scan detection by Jung et al. in [7]. The detection method was imple-
mented as a part of Bro [10]. Sridharan et al. in [13] points out disadvantage of
TRW that needs knowledge about the configuration of end-hosts. In backbone
networks there are several issues that complicate scan detection. However, it is
still useful to perform detection even on backbone level. The paper investigates
effectiveness of existing methods and proposes a new method Time-based Ac-
cess Pattern Sequential hypothesis testing (TAPS). Lee et al. is one of the most
closely related works to this paper. Their paper presents a report about observed
port scans. The authors analyzed two weeks of traffic at University of Califor-
nia, San Diego (UCSD) using Snort [12]. The paper was written in 2003 and the
authors discovered 9,927 vertical scans. Whereas, we have been monitoring net-
work traffic from CESNET2 more recently (2015) for longer time (two months)
and average number of discovered vertical scans in two weeks was 203,000.

As it was shown, there are various approaches of scan detection. However,
we used a simple flow-based method with thresholds and filtering flow records.

3 Detection Algorithm

The detection algorithm uses information from basic flow records (source and
destination IP addresses and ports, protocol, #packets, #bytes). The princi-
ple of algorithm was inspired by characteristics of scans generated by nmap [8].
Analysis showed that scans are composed of plenty flow records with small num-
ber of packets (≤ 4) transferred between the source IP (potential attacker) and
a destination IP (victim).

We have focused on a default scanning technique supported by nmap. It uses
Transmission Control Protocol (TCP) packets with set SYN flag. This simulates
establishment of a new TCP session and the target should reply with SYN+ACK
if the probed port is opened. The detection results of SYN scans are verifiable
manually even in unknown network traffic of backbone since TCP normal traffic
from a host always contain not only SYN flag and should not imply plenty RST
responses. Detection of other scan types is more complicated due to verification
of false positives and missing ground truth in the real backbone traffic.

The detection algorithm is based on analysis of the number of destination
ports per source IP and uses threshold for number of ports. It is important to
remember all unique destination ports for each pair of addresses separately. The
source IP is a potential source of scan, meanwhile, the destination IP is a victim.
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The algorithm was implemented as a module of the NEMEA system [1,5]
and is described in more detail in [4].

4 Evaluation and Measurements

Our measurement started on 31. 10. 2015 and stopped on 31. 12. 2015. In total,
we observed over 388 billion flow records from all monitoring probes. That is on
average 76,283 flows per second with over 144,506 flows per second in peak.

In order to find a reasonable threshold for the number of destination ports,
we measured average number of destination ports used by a source IP. Moreover,
we were interested in maximal number of destination ports per source. These
observations were based only on TCP protocol without any consideration of TCP
flags. Values were computed in hour intervals. The results are shown in Fig. 1. It
is clear that intensive port scans probe a lot of destination ports. Therefore, the
maximal number of ports is over fifty thousand. Most of source addresses use
only a few destination ports and therefore total average number of destination
ports per source IP lies around ten. From this point of view, with respect to
memory consumption, the threshold was experimentally set to 50. Distribution
function in Fig. 2 shows, that over 99 % addresses use less then 50 destination
ports. Therefore, source IP address which has used 50 or more destination ports
is considered as a potential attacker.

On average, network scans take about 1.2 % of observed flows. Alerts are
aggregated in 10 min time windows. Using the aggregation, the number of alerts
decreases by 94 %. Average length of the aggregated alerts is about 2 min 45 s
and over 2,600 destination ports are being probed. On average, there are over
580 aggregated alerts per hour.

During the analysis of scans targeted to a single target, we found distributed
scans as well. Scanning hosts were active for about 10 min and each scanner
probed about 2,000 ports. Altogether, scanners probed disjoint sets of ports.

Fig. 1. Average and maximal number
of destination ports per source IP.

Fig. 2. Distribution function of num-
ber of destination ports per source IP.
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According to the results, most of scans occur at 8:00 and 13:00 UTC. The
rest of scans are spread over all hours. We expect that the distribution is caused
by peaks of traffic that we normally see in these hours.

The deployed detector has discovered non-uniform intensity of some scans
that was changing in time. For example, 47,156 addresses of Czech university of
economics were scanned during 19 mins by one block scan. The highest intensity
(over 10,000 alerts per minute) was in the middle of the scan. Over 50 ports were
probed for each target.

Memory consumption of the module was analyzed by valgrind [9]. The mea-
surement was performed for almost two days and the module consumed 576 MiB
during the peak. The amount of required memory is decreased due to auto-
regulation based on removing inactive addresses. It is set by module’s threshold.

The used detection algorithm, from its nature, suffers from some limitation.
The algorithm skips repeating SYN flows with the same destination port. Such
traffic is assumed to be benign traffic. However, this fact can be easily exploited
by scanners to avoid the detection. Distributed scans are generally difficult to
detect. Large botnets can scan the whole internet using just a few packets gen-
erated by each bot [6]. A distributed scan can be detected by our algorithm if
and only if at least some of the scanners fulfill conditions to be detected (e.g.
number of destination ports threshold).

5 Conclusion

Vertical scans are frequent events that occur in almost every computer network.
In this paper, we have proven this fact by observation of the vertical scans in the
backbone network. The measurement showed that it is possible to detect scans
with a simple straightforward detection algorithm using commodity hardware.

The proposed algorithm is limited to detection of TCP scans, however, it can
be deployed in large network infrastructures and analyze huge volume of data.
On average, there are about 580 aggregated alerts per hour that are detected
by the implemented detection module. Some randomly selected alerts from the
two-month measurement were verified manually. This paper presented statistical
characteristics and results of scans detected at the perimeter of CESNET2.

Modern network attacks are mostly performed by botnets. Therefore, the
importance of detection of distributed attacks (scans in our case) increases.
According to our observations, intensive distributed scans became usual. How-
ever, the larger botnets are, the harder the detection is because each bot can
probe just a few ports and so it is difficult to recognize bot’s traffic from benign
clients.
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