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In educational practice, test results are used for several purposes. However, validity
research is especially focused on the validity of summative assessment. This article
aimed to provide a general framework for validating formative assessment. The au-
thors applied the argument-based approach to validation to the context of formative
assessment. This resulted in a proposed interpretation and use argument consisting
of a score interpretation and a score use. The former involves inferences linking spe-
cific task performance to an interpretation of a student’s general performance. The
latter involves inferences regarding decisions about actions and educational con-
sequences. The validity argument should focus on critical claims regarding score
interpretation and score use, since both are critical to the effectiveness of forma-
tive assessment. The proposed framework is illustrated by an operational exam-
ple including a presentation of evidence that can be collected on the basis of the
framework.

There has been increasing attention around formative assessment in education
(e.g., Herman, 2013; Torrance & Pryor, 2001; Wiliam, 2011a). Formative assessment
is intended to support student learning by providing evidence about this learning.
This evidence needs to be used by teachers, students, or their peers for decisions and
actions such as determining the next steps in learning and instruction or providing
feedback to (peer)students (e.g., Falk, 2012; Schneider & Andrade, 2013).

Since poor quality formative assessment may lead to less effective and less effi-
cient teaching and learning, good quality in formative assessment is necessary. Va-
lidity is one of the most important criteria for the evaluation of assessments (AERA,
APA, & NCME, 2014) and is often defined as the extent to which an assessment
result is appropriate for its intended interpretation and use (e.g., Kane, 2013). The
process of purposefully collecting and evaluating evidence regarding the appropri-
ateness of assessment results is called validation.

To validate the proposed interpretation and use of formative assessment, an ex-
plicit validation framework can be quite useful. A framework enhances the standard-
ization of the validation process and supports validation practice (Wools, Eggen, &
Sanders, 2010). However, a framework aimed at facilitating the validation of forma-
tive assessment remains wanting.

This article aims to provide such a framework. As there are many types of forma-
tive assessment, we focus on embedded formative assessment, the most formal type.
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In the next section, we will explain the concept of (embedded) formative assessment
and the characteristics that distinguish it from summative assessment. Subsequently,
the concepts of validity and validation will be discussed, and the argument-based
approach to validation will be introduced as a general validation framework. We will
then present the proposed validation framework for formative assessment. To clar-
ify the proposed framework, we will describe a formative assessment example, to
which we will apply the framework. Finally, we will address some implications and
recommendations.

Definition and Characteristics of Formative Assessment

Formative assessment is conceptualized in different ways and is used inter-
changeably with several other concepts in the literature such as assessment for
learning, diagnostic assessment, and data-based decision making (Antoniou &
James, 2014; Van der Kleij, Vermeulen, Schildkamp, & Eggen, 2015). The lack of a
clear definition makes it difficult to implement formative assessment and evaluate its
effectiveness (Bennett, 2011). Therefore, numerous review studies have been con-
ducted to get a better grasp of the concept (e.g., Bennett, 2011; Dunn & Mulvenon,
2009; Gulikers & Baartman, 2017; Heitink, Van der Kleij, Veldkamp, Schildkamp,
& Kippers, 2016; Sluijsmans, Joosten-ten Brinke, & Van der Vleuten, 2013;
Wiliam, 2011b).

In particular, some authors perceive formative assessment as an instrument that
provides feedback (e.g., Dunn & Mulvenon, 2009; Kahl, 2005), while others empha-
size the process of using this feedback (e.g., Clark, 2012; Popham, 2008). Bennett
(2011) has perceived each position as an oversimplification. Even the most carefully
designed instrument is unlikely to be effective if the process surrounding its use is
flawed. Similarly, the process is unlikely to work if the instrumentation does not fit its
intended purpose. This article follows Bennett’s reasoning that formative assessment
should be conceptualized as a thoughtful integration of both.

Formative assessment varies on a continuum from “on-the-fly” to “planned-for-
interaction” to “curriculum-embedded” assessment (e.g., Forbes, Sabel, & Biggers,
2015; Furtak, 2006; Shavelson, 2003). On-the-fly assessment is the most informal.
It does not involve a planned activity and occur as part of instructional activities.
Planned-for-interaction assessment occurs, for example, when a teacher deliberately
interrupts a lesson to ascertain students’ understanding and alters instruction as nec-
essary. Curriculum-embedded assessment is the most formal type. It consists of pre-
defined tasks built into the school’s educational program, that provide insights into
students’ current learning, and that is used to adapt teaching and learning to students’
problem areas.

For the purpose of this article, we focus on this latter category of formative as-
sessment, because it most closely relates to summative assessment for which several
validation frameworks have already been developed. We define embedded formative
assessment (hereafter referred to as formative assessment) as both an instrument and
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a process, whereby evidence is purposefully gathered, judged, and used by teachers,
students, or their peers for decisions about actions to support student learning. This
definition excludes informal formative assessment in which evidence is elicited in an
improvised and unscheduled manner (Ruiz-Primo & Furtak, 2007).

This conceptualization of formative assessment differs from that of summative
assessment in several ways. Formative assessment is characterized by its purpose
in supporting student learning, while summative assessment is intended to provide a
final decision about students’ learning, for example, for selection, certification, or ac-
countability purposes (Shavelson, 2003; Trumbull & Lash, 2013). This difference has
implications for the design and practice of formative assessment (Wiliam, 2011b). In
order to make these implications clear, we will discuss the distinctive characteristics
of formative assessment.

First, formative assessment is aligned directly with the teaching and learning pro-
cess, because the evidence obtained is used for actions like adjusting instruction,
changing learning strategies, or providing feedback (Harlen & James, 1997; Schnei-
der & Andrade, 2013; Trumbull & Lash, 2013; Wiliam, 2011b). The uses may vary
from teachers adjusting their instruction to students and peers changing their learn-
ing strategies. Nevertheless, as actions are necessary to support student learning, they
make the actual process a distinctive feature of formative assessment (Bennett, 2011;
Black & Wiliam, 2009).

Second, alignment with the teaching and learning process implies an assessment
instrument that provides fine-grained information rather than a global reflection of
students’ capability (Goertz, Olah, & Riggan, 2009; Timperley, 2009). This means
that a simple correct or incorrect score will usually not be sufficient. Student re-
sponses need to be scored in such a way that fine-grained information about the
depth of student learning is elicited. The availability of instructionally tractable in-
formation built into the curriculum is fundamental for deciding where students are
in their learning, where they need to go, and how best to get there (Broadfoot et al.,
2002; Herman, 2013; Timperley, 2009; Wiliam, 2011b). Without this kind of infor-
mation, it would be very difficult to use the assessment information for actions that
support learning.

To conclude, formative assessment differs from summative assessment in terms
of their explicit purpose in supporting learning. This purpose results in the need for
alignment with the teaching and learning process, emphasizing its use by teachers
and students and the need for fine-grained information from the assessment instru-
ment. In the next section, the concepts of validity and validation will be discussed,
and the argument-based approach to validation will be introduced as a general frame-
work. This framework has been widely adopted in the validation of several sum-
mative assessments such as certification testing (Kane, 2004) and admission testing
(Chapelle, Enright, & Jamieson, 2010). Furthermore, Nichols, Meyers, and Burling
(2009) attempted to use the approach for formative assessment. They especially fo-
cused on the proposed use of assessment information, without making demands on
the instrument or methodology from which the information was collected. However,
we argue that there is a need for a well-designed instrument that fits the proposed
use.
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Since the early 1950s, Cronbach and Meehl’s (1955) model of construct validity
has been widely accepted and has been developed into a general framework for vali-
dation. The most general version of this model is based on three basic principles for
validation: (1) the need for an explicit specification of the proposed interpretation;
(2) the need for conceptual and empirical evaluation of the proposed interpretation;
and (3) the need to consider alternate interpretations (Kane, 2013). These principles
continue to be reflected in theories on validity and approaches to validation. For ex-
ample, in Messick’s (1989, p. 13) definition of validity: “an integrated evaluative
judgment of the degree to which empirical evidence and theoretical rationales sup-
port the adequacy and appropriateness of inferences and actions based on test scores
or other modes of assessment” [italics in original].

While construct validity as a unifying framework has been useful on a theoreti-
cal level, it has not been an effective unifying framework for validation in practice
(Cronbach, 1989). For example, Messick’s conceptualization of validity was trans-
lated into a validation practice with the aim of presenting as much validity evidence
as possible. This resulted in an overly lengthy process that was difficult to implement.
To make the validation process more pragmatic while still being faithful to basic sci-
entific principles of construct validity, Kane (1992, 2004, 2006, 2013) proposed an
argument-based approach to validation.

The argument-based approach consists of two stages: a developmental stage and
an appraisal stage. In the developmental stage, an interpretation and use argument
(IUA) is developed by specifying the proposed interpretation and use of assessment
results. In the appraisal stage, the IUA is evaluated by critically examining its clarity,
coherence, and plausibility.

The IUA consists of inferences regarding a score interpretation and a score use
(Kane, 2013, 2016). A score interpretation involves claims about test takers or other
units of analysis (e.g., teachers, schools). Claims about a score use involve decisions
and possible consequences about these units of analysis. During the development of
the IUA, the proposed interpretation and use are made explicit by incorporating their
inherent inferences and assumptions.

Figure 1 shows an example of an IUA for a placement testing system (Kane,
2006). The first inference, named the scoring inference, is the evaluation of the
observed performance leading to an observed score. Subsequently, the observed
score is generalized to a universe score on a broader test domain. Within the next
inference, the universe score is extrapolated toward a claim regarding the construct
of interest in the practice domain. The last inference results in a decision on a
student’s skill level in relation to the construct of interest and placement in a specific
course. These four inferences are likely to occur in most, if not all, IUAs for
summative assessment (Kane, 2013).

Upon completion of the IUA, a critical evaluation of the inferences and assump-
tions is made in the appraisal stage, in which a validity argument can validate the
proposed interpretation and use. The validity argument examines the coherence and
completeness of the IUA and the plausibility of its inferences with respect to the pur-
pose of the test (Crooks, 2004; Crooks, Kane, & Cohen, 1996; Dorans, 2012; Kane,
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Interpretation Use

Scoring

Performance Score Test domain Practice 
domain Decision

Generalization Extrapolation Decision

Figure 1. Example of an IUA.

2013). Although the proposed interpretation and use are evaluated together, a given
validity argument is not necessarily adequate for both (Cizek, 2016; Sireci, 2016).
A valid score interpretation is a prerequisite for a valid score use, but it does not
automatically justify it. Similarly, the rejection of a score use does not necessarily
invalidate a prior underlying score interpretation.

To sum up, the central idea of the argument-based approach is to build and eval-
uate an argument that helps test developers demonstrate that assessment scores are
sufficiently useful for their intended purpose. To the extent that the assessment re-
sults are intended to be used for certain decisions that affect students or institutions,
Kane (2013, 2016) emphasized the incorporation of inferences that are inherent in
the proposed use, the evaluation of this proposed use, as well as the proposed inter-
pretation. This also implies the inclusion of the consequences of these decisions in
the validation process (Kane, 2016; Lane, 2014). If the proposed interpretation and
use are supported by evidence and alternative explanations are rejected, it is appro-
priate to interpret and use assessment results in the proposed way (Kane, 2006). In
the next section, the argument-based approach is extended to a validation framework
for formative assessment.

The Proposed Validation Framework for Formative Assessment

The procedure of the argument-based approach would be similar for the validation
of formative assessment as for the validation of summative assessment. Validation ef-
forts would continue to be structured into a developmental stage to build the IUA, as
well as an appraisal stage to critically evaluate the IUA on the basis of a validity argu-
ment (Kane, 2004, 2006, 2013). We will begin the current section by describing the
proposed inferences in the IUA, after which we will address the validity argument.

IUA for Formative Assessment

The IUA for formative assessment consists of inferences regarding a score inter-
pretation as well as inferences regarding a score use. Score-interpretation inferences
cover claims about students’ performance from the instrument, while score-use in-
ferences involve decisions on this performance and possible consequences in the
learning process.

With regard to the score-interpretation inferences, we propose a structure that
is identical to the existing validation framework for summative assessment. This
starts with (1) a scoring inference, whereby students’ performance is converted into
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Scoring

Performance Score Test domain Practice 
domain Decision Diagnosis Action Student 

learning

Generalization Extrapolation Decision Judgment ConsequenceAction

Instrument Process  

Figure 2. Proposed IUA for formative assessment.

interpretable information about their thinking. In addition, only a limited sample of
all possible items is administered to students. This then leads to (2) a generalization
inference, in which we draw upon the scoring of a limited sample to make inferences
about the generalization of this score to all possible items in a so-called test domain.
Furthermore, there is (3) an extrapolation inference, in which the interpretation of all
possible items is extrapolated to a more general claim about students’ performance
in a so-called practice domain. The practice domain is defined as the domain about
which we would like to make a decision.

With regard to the score-use inferences, we propose a different structure from the
validation framework for summative assessment. The existing (4) decision inference
links students’ performance regarding the construct in the practice domain to a de-
cision about their performance. In addition, we propose three additional inferences,
since the actual use of the decision by teachers and students is an essential part of
formative assessment (Bennett, 2011; Kane, 2016). We propose (5) a judgment in-
ference because inaccurate understanding of the decision could lead to inappropriate
actions (Gearhart et al., 2006; Maciver, Anderson, Costa, & Evers, 2014; C. M. Moss,
Brookhart, & Long, 2013). The judgment inference links the decision to a diagnosis
by the teacher or student. Moreover, as teachers and students are assumed to use this
diagnosis for the selection of appropriate actions (Bennett, 2011; Black & Wiliam,
2009), we propose (6) an action inference, which links the diagnosis to an action.
Finally, the implementation of these actions is expected to support student learning.
We, therefore, propose (7) a consequence inference, which links the action to stu-
dent learning. The proposed IUA for formative assessment is presented in Figure 2.
We will describe the assumptions within the inferences of the proposed IUA in the
remaining part of this section.

Assumptions within inferences.

Scoring inference (performance-score). It is proposed that students’ perfor-
mance on formative assessment tasks ought to be converted into interpretable in-
formation such as a score, rubric, qualitative description, or a score profile with sub-
scores. For this inference, we assume that a set of scoring rules or algorithms pro-
vides insights into student learning strategies and mistakes. For example, multiple-
choice item distractors are used to score common errors in a student’s understanding
(Goertz et al., 2009). In the case of manual scoring, we assume that raters are able to
observe students’ performance and describe their thinking.
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Generalization inference (score-test domain). To allow generalization, the tasks
needs to be a representative sample of the test domain in terms of content, diffi-
culty, and the kind of answers that provide insights into students’ learning strategies
and mistakes. Therefore, we assume that the sample of tasks reflects the depth of stu-
dent learning. Furthermore, we assume that the sample of tasks is sufficiently large to
control sampling error (Kane, 2013). A sufficiently large sample is needed to support
generalization because the more confident teachers and students are about students’
level, the more effectively they can adjust instruction. To illustrate, an error could
be a careless mistake, a persistent misconception, or a lack of understanding caused
by inadequate knowledge (Bennett, 2011). Depending on the cause, the action will
range from minimal feedback to reteaching and significant investment in eliminating
misconceptions. With a representative and sufficiently large sample of items, teach-
ers and students can select appropriate action.

Extrapolation inference (test domain–practice domain). For extrapolation, we
assume that the tasks in the test domain reflect the particular learning objective,
learning goal, or attainment goal in the practice domain. This means that the tasks
include all aspects of the learning objective that are relevant for making a distinction
between different student performances. None of the important aspects of the learn-
ing objective are overlooked (construct underrepresentation) and neither are other
aspects confounded (construct-irrelevant variance). Furthermore, it is assumed that
the tasks result in the students performing the expected thinking processes we are
interested in.

Decision inference (practice domain–decision). The decision inference is drawn
from a decision rule that specifies how the decision will be made. It is assumed that
the cut-off score is in line with students’ mastery of a learning objective. In addi-
tion, it is assumed that misclassifications with regard to misconceptions and learning
strategies are minimized.

Judgment inference (decision–diagnosis). For the judgment inference, we as-
sume that teachers and students are able to correctly understand the decision derived
from the assessment instrument. This means that the presentation of the decision fits
teachers’ and students’ level of assessment literacy (e.g., Popham, 2011). Further-
more, we assume that teachers and students are able to link the decision to students’
individual circumstances such as the amount of effort invested, progress over time,
and the particular context (Bennett, 2011). This suggests that formative assessment
is student-referenced (Harlen & James, 1997), with the possibility of tailoring the
actions to individual students’ needs and motivating them. For example, a teacher
or student can conclude that a nonmastery decision was based on a careless mis-
take, a persistent misconception, or a lack of understanding that has nothing to do
with persistent misconception. It is also possible that the student actually mastered
the learning objective but he or she was not focused or motivated, did not read the
assignment correctly, or that the program might have crashed.

Action inference (diagnosis–action). To select appropriate actions, we assume
that the assessment information is tied to the curriculum and fits teachers’ and stu-
dents’ knowledge base including subject-matter knowledge and pedagogical content
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knowledge (Falk, 2012; Forbes et al., 2015; Furtak & Heredia, 2014; Goertz et al.,
2009; Heritage, Kim, Vendlinski, & Herman, 2009; Herman, Osmundson, Ayala,
Schneider, & Timss, 2006; Sabel, Forbes, & Zangori, 2015). This would allow a
teacher or student to select a new learning objective if they diagnose that the learn-
ing objective has been mastered. If they diagnose that the learning objective has not
been mastered, then the student could decide on further practice, or the teacher could
choose to provide minimal feedback, reteach the learning objective, or seek to elim-
inate the misconception.

Consequence inference (action–student learning). To allow the consequences,
we assume that the approach to formative assessment results in student learning.
However, the impact on learning also depends on the educational context (Bennett,
2011). Even if teachers and/or students act appropriately, the educational context
could minimize the effect on students’ learning (Bennett, 2011; Goertz et al., 2009).
Therefore, this claim also assumes that the context is sufficiently supportive, includ-
ing tools for data access, school leaders stimulating the use of formative assessment,
teachers sharing the learning objectives, and students actively involved and motivated
(Herman, 2013; C. M. Moss et al., 2013; Stobart, 2012; Torrance & Pryor, 2001).

Validity Argument for Formative Assessment

The validity argument for formative assessment would focus on both the score
interpretation and the score use, because a failure in either part can reduce its effec-
tiveness (Bennett, 2011). If the score interpretation is wrong, the basis of the actions
is weakened. Similarly, if the score interpretation is correct and is presented in an un-
derstandable and meaningful way, but the action is inappropriate, learning is also less
likely to occur. Within the IUA, the underlying inferences that seem to be question-
able or critical should receive the most attention because they address the weakest
links in the IUA (Kane, 2006; Wools, Eggen, & Béguin, 2016).

To the extent that the inferences are supported with evidence and alternative expla-
nations are rejected, the validity argument is concluded by stating whether it is valid
to interpret and use the assessment results. It is important to note that the analyti-
cal or empirical evidence will focus on making the claims plausible for a significant
number of individuals rather than for individual cases (Kane, 2016).

Operational Example of the Validation Framework for Formative Assessment

To clarify the proposed validation framework for formative assessment, Bennett
(2011) argues that we need one or more operational examples that show what forma-
tive assessment built on the basis of this theory looks like. This section contains such
an example, to which we will apply the framework. We used the embedded formative
assessment platform Groeimeter (GM), which was developed by the Cito Institute for
Educational Measurement in the Netherlands. We will start with a description of the
components of GM, followed by a description of how it is used. Then, we will ap-
ply the proposed validation framework to GM and will provide some examples as a
means of validating it.
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Description of GM

GM is aimed at supporting primary school teachers and guiding students in
learning arithmetic. It consists of embedded formative assessment tasks, a teacher
dashboard, and a student dashboard. The formative assessment tasks are related to
the learning objectives of the Dutch arithmetic curriculum. Each predefined task is
supposed to measure one learning objective. There are two types of assessment tasks,
depending on what best fits the learning objective to be measured. The first type is a
digital test in which students answer seven predefined items online. The number of
items was chosen to make the tests practical. Digital tests are used for learning objec-
tives that can be operationalized into automatically scored items, for example, “The
student is able to calculate additions and subtractions up to 20.” The items could
be short answer, multiple choice, multiple response, hotspot, or matching items. For
example, students fill in the right answer to the short-answer item: “How many balls
do John and Mike have together?” or they need to select the coins that amount to
15. For the digital test, mastery is assigned to six correct items (Béguin & Straat,
2019). The second type is an assignment, for instance, having a group discussion or
making a drawing. It is used when the learning objective is not suitable for automatic
scoring because it requires more cognitively complex thinking. An example of such
a learning objective is, “The student can think and reason critically about length
and perimeter in meaningful problem situations.” In the assignment, students were
asked to come up with three different rectangles with a 16-meter perimeter and to
explain their choices. In another assignment, they had to calculate the perimeter
of a new fence for the parcels of land belonging to the farmer, James. For this
assignment, mastery or nonmastery needed to be manually assigned after scoring the
assignment.

GM contains a teacher dashboard that shows students’ performance on completed
assessments as a green or orange block, indicating mastery or nonmastery, respec-
tively, of the measured learning objective. The program allows the teacher to manu-
ally change this status. Furthermore, the dashboard displays the students’ icons, with
information about their individual progress and item responses. Finally, it shows all
the learning objectives of the Dutch arithmetic curriculum including an explanation
and item example of the accompanying assessment. It is possible to assign a learning
objective to an individual student or to the whole group of students.

GM also contains a student dashboard that shows the learning objectives assigned
to the student. In this dashboard, the student can complete the assessment, and his
or her performance is again shown as a green or orange block. It is possible to view
the individual item responses on the digital test and compare them with the correct
answers.

Use of GM

Teachers and students are supposed to view the students’ mastery and individual
item responses on the completed digital test and compare them with the correct
answers. They can also analyze the students’ answers on the assignment. In this
way, teachers and students can judge the results themselves. Teachers can try to
explain the results by linking them to the students’ individual circumstances. When
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Table 1
Inference, Assumptions, and Possible Sources of Evidence That Can Be Collected in the Vali-
dation of GM

Inferences Assumptions Sources of evidence

Scoring: from student
performance to score
profile

- Teachers are able to
consistently mark
performance on the
assignments

- Interrater reliability analysis
of teachers’ descriptions
regarding the same student
undertaking an assignment

- The scoring rules provide
insights into student
learning strategies and
mistakes

- Analyzing whether the
distractors correspond to
common learning strategies
and mistakes

Generalization: from
score to test domain

- Both types of tasks reflect
the depth of student learning

- Evaluation of test content
matrices with regard to
content and difficulty

- Both types of tasks are
sufficiently large to control
sampling error

- Analysis of whether (a)
different (number of) items
provide similar inferences
about students’ thinking

- Calculating a reliability
coefficient

Extrapolation: from test
domain to practice
domain

- The tasks result in students
performing the expected
thinking processes

- Think-aloud protocols with
students, which investigate
whether they perform at the
level of the expected
thinking processes while
completing the items

- The tasks include all critical
aspects of the learning
objective

- Study the relationship with
other measures of the
learning objective, for
example, observations,
standardized tests, etc.

Decision: from practice
domain to decision

- The decision is in line with
students’ actual mastery of
the learning objective.

- Comparing students’
performance on a specific
learning objective to other
learning objectives of the
same level of difficulty.

- Comparing the decision on
an external criterion such as
oral exams or think-aloud
studies.

- Log-file analysis
investigating how many
times the decision has been
overruled by the teacher

(Continued)10



Table 1
Continued

Inferences Assumptions Sources of evidence

Judgment: from decision
to diagnosis

- The assessment information
supports teachers and
students in correctly
interpreting the decision in
the teacher and student
dashboards

- Think-aloud protocols that
analyze how teachers and
students interpret the
decision

- Set up an experiment where
teachers are asked to
interpret assessment
information in different
scenarios

Action: from diagnosis to
action

- The measured learning
objective is recognizably
connected to teaching and
learning

- Interviews that investigate
whether teachers were able
to correctly explain the
meaning of the learning
objectives

- Analysis of the connection
between the learning
objectives in GM and the
teaching methods used

- Background documents of
test developers that specify
the relation between
teaching and learning

- The assessment information
from GM supports teachers
and students in selecting
actions that enhance the
teaching and learning
process

- Classroom observation
and/or log -file analysis that
show what actions teachers
and students perform

- Interviews or questionnaires
about how teachers and
students experience the
usability of GM

Consequence: from action
to student learning.

- The performed actions have
a positive impact on student
learning

- Longitudinal study
comparing schools that
utilize GM and those that do
not

- There are no obvious
obstacles within the
educational context

- Evaluating the
characteristics of schools in
which GM works well
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teachers determine that the automatically assigned status (mastery/nonmastery) does
not reflect reality, they can overrule the status.

Assessment results are supposed to be used to guide follow-up action. For exam-
ple, teachers are expected to provide additional instruction if they conclude that a
learning objective has not been mastered due to a particular misconception. Students
could undertake additional assignments to exercise a learning objective. It is assumed
that the implementation of these actions supports student learning.

Designing a Validation Study for GM

The GM example illustrates the two distinctive characteristics of embedded for-
mative assessment. First, it consists of an instrument that provides fine-grained infor-
mation about students’ performance vis-à-vis the learning objectives defined in the
Dutch curriculum. Second, this information is supposed to be used for actions in the
teaching and learning process.

This conceptualization requires an IUA that consists of inferences regarding both
a score interpretation and a score use. Table 1 shows the inferences and its underlying
assumptions. Furthermore, it provides examples of analytical and empirical evidence
that can be collected to evaluate validity.

Since validation is a major activity, it is important to provide most attention to
the most questionable or critical inferences. In our opinion, the most questionable
and critical assumption of the score interpretation would be the need for fine-grained
information. It should be made plausible that the assessment results provide enough
insight into the depth of student thinking processes. In terms of the assumptions
regarding score use, it should be made plausible that teachers and students are able
to use the score interpretation to inform instructional actions that support learning.

Conclusion and Discussion

In this article, we proposed an extension of the argument-based approach (Kane,
2006, 2013) to the validation of embedded formative assessment. Embedded for-
mative assessment was defined as both an instrument and a process, whereby ev-
idence from a purposefully designed instrument is gathered, judged, and used for
decisions about actions to support student learning. This conceptualization requires
an IUA consisting of inferences regarding both a score interpretation and a score
use. The score interpretation connects the specific task performance from the assess-
ment instrument with an interpretation about the student’s general performance. The
score use connects that interpretation to decisions about actions in the teaching and
learning process that are intended to support student learning. The validity argument
should focus on critical claims regarding score interpretation as well as score use,
since both are critical to the effectiveness of formative assessment.

In comparing this proposed framework in Figure 2 to the existing validation frame-
work exemplified in Figure 1, the proposed structure of the inferences regarding the
score interpretation is identical. However, the content of the score interpretation re-
garding formative assessment differs because the alignment with the teaching and
learning process requires a different level of information granularity. This would
result in different kind of tasks with different formulations regarding the scoring,
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generalization, and extrapolation inferences. For example, the scoring inference of-
ten implies a way of scoring that provide insight into student learning strategies and
mistakes, meaning that an aggregated score would usually not be sufficient. Further-
more, the generalization and extrapolation links may be less far-stretching than for
summative assessment due to a narrowly defined practice domain (Crooks, 2004;
Crooks et al., 1996; Dorans, 2012; Stobart, 2012). Therefore, generalization and ex-
trapolation are less problematic and pose problems that are different from those of
summative assessments, which often address broad constructs such as language lit-
eracy. For broad constructs, generalization and extrapolation could be so important
that there is a need to add inferences (see, e.g., Kane, 2004; Wools et al., 2010).
In addition to the score-interpretation inferences, we included three additional use
inferences to make the use more visible (Bennett, 2011; Kane, 2016): a judgment
inference, an action inference, and a consequence inference.

Adjustments in the IUA also changed the validity argument that evaluates the IUA;
for different uses (e.g., formative vs. summative), different issues tend to become
more salient. These differences demonstrate that an assessment instrument cannot
be used interchangeably for both summative and formative purposes. The formative
use of summative assessment and vice versa can only be applied after extensive and
careful research.

Noteworthy, the GM system was used as an operational example to illustrate how
the proposed framework suits the definition of curriculum-embedded formative as-
sessment. It would be interesting to perform validation studies that provide analytical
and empirical evidence with regard to the underlying assumptions.

In addition, the framework could be applied to other examples of curriculum-
embedded assessment. This assumption might be investigated in a follow-up study,
as an IUA needs to be developed and evaluated for each assessment in a particular
context of practice (Kane, 2004). This could result in the specification of a somewhat
different network of inferences and assumptions in another case-specific IUA, with
the evaluation in the accompanying validity argument.

Furthermore, we developed a framework that suits the definition of curriculum-
embedded assessment, which are the most formal category of formative assessment.
However, a significant number of formative assessment is informal, such as a diag-
nostic conversation indicating a student’s strengths and weaknesses. In a follow-up
study, it would be interesting to investigate whether this framework could be applied
to more informal formative assessment. To do this, we would need to further specify
the differences between formal and informal formative assessment and identify the
consequences for validation.

The general framework could be a meaningful contribution to guide the design and
evaluation of formative assessment and to enhance our reasoning on validity. For ex-
ample, it emphasizes the importance of actual use by teachers and students, placing
substantial demands on teachers’ content and pedagogical knowledge (Herman, Os-
mundson, Dai, Ringstaff, & Timss, 2015). To support the judgments and actions of
the user, understandable score reports could be an important tool requiring careful
design. This tool could meaningfully communicate the assessment scores and reduce
the demands on users’ knowledge and skills (Hattie & Brown, 2008; Matuk, Linn, &
Eylon, 2015; Ryan, 2006; Zapata-Rivera & Katz, 2014).
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Finally, this article opens up the discussion about the scope of validity theory,
which is currently under intense debate (Newton & Shaw, 2016). The perspectives
surrounding this debate range from those who insist that validity should remain a
technical evaluation of measurement procedures (Borsboom, Mellenbergh, & van
Heerden, 2004) to those who insist that it should become a broad concept to eval-
uate use of assessment results in the larger system (P. A. Moss, 1998). Although it
seems possible to limit the scope of “validity” to a technical evaluation of summative
assessment, this is impossible for formative assessment. The actual use and educa-
tional context of formative assessment are essential aspects of the effectiveness of
these assessments. Shepard (2016) thus gets to the point in her remark that “Just as
test design is framed by a particular context of use, so too must validation research
focus on the adequacy of tests for specific purposes” (p. 273). Therefore, we felt the
need to incorporate use inferences in the IUA for formative assessment, thus mak-
ing the proposed use of tests an integral part of validation. The currently developed
validation frameworks for summative assessment, however, do not include such use
inferences. These differences could result in confusion around the concept of validity,
which is not desirable. Therefore, the necessary incorporation of use inferences for
formative assessment leaves the question of whether the concept of validity should
be expanded to an overall evaluation of the score interpretation as well as of the score
use. Referring to all of this as validation would make it possible to strive for a uni-
form conceptual framework within validity theory for both summative and formative
assessment.
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