Contributions to the wave-mean momentum balance in the surf zone
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1. Introduction

Mean (wave-averaged) surfzone hydrodynamics are strongly affected by the presence of waves. Waves generate currents through mean transport of mass and momentum.

The mean and depth-integrated horizontal momentum transport caused by the waves only is known as radiation stress (see e.g. [16,28]). For a uniform coast the cross-shore variation in the cross-shore component of the radiation stress tensor is responsible for the setdown and setup of the mean water level. The cross-shore gradient of the longshore radiation stress component is the driving force for longshore currents.

The cross-shore radiation stress gradient is not uniformly distributed over the water depth under breaking waves; it is higher near the surface. The opposing pressure due to the water level gradient has a (nearly) uniform vertical distribution. This results in a seaward wave-averaged current near the seabed (undertow) and onshore flow higher in the water column in the inner surfzone (see e.g. [19]).

The mean vertical fluxes of horizontal momentum have a turbulence contribution, the turbulent Reynolds stress, and a direct contribution due to the wave orbital motion, also known as wave Reynolds stress.

The wave Reynolds stress can yield a non-zero mean value when the horizontal and vertical orbital motions are not exactly 90° out of phase due to bed friction, bed slope or wave breaking effects (see e.g. [6,39,12]). This wave-averaged shear stress leads to a small near-bed mean current (wave boundary streaming) that is generally onshore-directed [15].

This process acts opposite to the net current generated in a turbulent boundary layer by a velocity-skewed or acceleration-skewed oscillation (wave shape streaming). This near-bed current is generated by a non-zero wave-averaged turbulent stress, due to the different characteristics of the time-dependent turbulence during the on- and offshore phase of the wave [35,21].

Due to the above-described effects, the mean horizontal current within the surfzone has a strong variation in the vertical direction. Better understanding of this mean current profile is of crucial importance for a better understanding and prediction of the advective transport of constituents, such as suspended sediment, and consequently the coastal morphological evolution.

Most modeling systems for ocean and coastal hydrodynamics and morphodynamics (e.g. Delft3D and ROMS) do not resolve the wave
motion, and wave-current coupling is a challenging topic. Many theoretical approaches and implementations have been proposed for this (see for a review [2]).

In this paper we will investigate the stresses and forces that control mean surfzone hydrodynamics based on detailed wave flume measurements above a fixed sloping bed including two breaker bars [3]. This paper distinguishes itself from other experimental studies (e.g. [24,33,34,30,17,8,38]) by the focus on the controlling forces, the level of detail of the measurements and the inclusion of breaker bars in the bed profile. An important aim of this paper is to provide insight in the contributions to the momentum balance that should be accounted for in 3D coastal modeling systems.

The paper is organized as follows. Section 2 presents the mean momentum balance. The experimental set-up, measurements and data-processing are described in Section 3. Section 4 discusses the experimental results. The discussion and conclusions are presented in Section 5.

2. Mean momentum balance

2.1. Depth-dependent

We can decompose the velocities and pressure in a turbulent, orbital and wave-mean part, for example

\[ u = \bar{u} + u' \]

for the horizontal velocity where \( \bar{u} \) means averaging over the turbulent timescale and \((\ldots)\) over the wave timescale. We can then derive the wave-averaged 2DV momentum equation in the horizontal x-direction (see e.g. [19]):

\[
\frac{\partial}{\partial x} [\rho (u^2)] + \frac{\partial}{\partial z} [\rho (w^2)] = -\rho g \left( \frac{\partial \zeta}{\partial x} \right) - \rho \left( \frac{\partial \zeta}{\partial x} \right) + \frac{\partial}{\partial x} (\bar{u} \bar{w})
\]

\[ + \rho \sigma_{\tau_x} (\bar{u} \bar{w}) \]

(2)

in which \( \rho \) is the water density, \( u \) the velocity in \( x \)-direction, \( w \) the velocity in \( z \)-direction, \( p \) is pressure and \( g \) the acceleration due to gravity. This equation ignores temporal variation, viscous stresses and other body forces than gravity.

[28] derived the following expression for the wave-averaged pressure:

\[ p = \rho g (\zeta - z) - \rho \bar{w}^2 - \rho \bar{u}^2 \]

(3)

by vertical integration of the 2DV momentum equation in \( z \)-direction. \((\zeta)\) is the wave-averaged water surface elevation. This expression ignores the contribution due to \( \rho \bar{w}^2 \) and the wave-mean of the horizontal derivative of the vertical integral of shear stresses, as these are generally small. If we combine Eqs. (2) and (3) we get:

\[
\frac{\partial}{\partial x} [\rho (u^2)] + \frac{\partial}{\partial z} [\rho (w^2)] = -\rho g \frac{\partial \zeta}{\partial x} + \frac{\partial}{\partial x} \sigma_{\tau_x} + \frac{\partial}{\partial x} \tau_{\tau_x}
\]

(4)

with

\[ \sigma_{\tau_x} = -\rho \bar{w}^2 + \bar{w} \bar{u} + (\bar{w} \bar{u}) \]

(5)

the mean normal stress and

\[ \tau_{\tau_x} = -\rho \bar{u} \bar{w} + \bar{w} \bar{u} \]

(6)

the mean shear stress.

2.2. Depth-integrated

In case of mild surface and bedslope, the time-averaged, depth-integrated momentum equation reads (see e.g. [28]):

\[
\rho \frac{\partial}{\partial x} \left( \int_{-d}^{z} \rho \zeta \, dz \right) = -\rho g \frac{\partial \zeta}{\partial x} - \frac{\partial}{\partial x} \sigma_{\tau_x} + \rho \bar{w}^2 - \rho \bar{u}^2 - \rho \bar{u} \bar{w} \frac{\partial \zeta}{\partial x} \]

(7)

in which \( z = -d \) is the bed level, \( h = (\zeta) + d \) the mean water depth, \((\bar{R}^2)\) the mean stress at the surface in \( x \)-direction and \((\zeta_0)\) the mean bed shear stress in \( x \)-direction. \( S_{\tau_x} \) is the radiation stress, i.e. the excess flux of momentum due to the presence of waves (including turbulent contributions):

\[
S_{\tau_x} = \int_{-d}^{z} (\rho \bar{u}^2 + \rho \bar{w}^2 + \rho \bar{u} \bar{w}) \, dz - \frac{1}{2} \rho g \bar{h}^2
\]

\[ = \int_{-d}^{z} (\rho \bar{u}^2 + \rho \bar{w}^2 - \rho \bar{u} \bar{w}) \, dz \]

\[ + \frac{2}{2} \rho g (\eta^2) \]

(8)

using the time-dependent variant of Eq. (3) and with \( \eta = (\zeta - (\zeta)) \) the water level variation due to wave motion.

[16] derived the following expression for the radiation stress (without turbulence) using linear wave theory for \( \bar{u}, \bar{w} \) and \( \eta \) and ignoring higher order terms \((O(kh)^3,\text{with } k \text{ the wave number})\):

\[
S_{\tau_x,\text{LHS}} = \left(2n - 1 \right) E
\]

(9)

in which \( n = c / \ell \) with \( c \) the wave group celerity and \( \ell \) the wave celerity, and with \( E = 1/8 \rho g H^2 \) the wave energy with \( H \) the wave height.

We can see the similarity between Eqs. (8) and (5). The difference appears in the second term on the RHS of Eq. (8) which is the hydrostatic pressure contribution due to the presence of waves:

\[ \left( \int_{-d}^{z} \rho g (\zeta - z) \, dz \right) = \frac{1}{2} \rho g (\zeta - z)^2 \]

\[ = \frac{1}{2} \rho g (\eta^2) = \frac{1}{2} E \]

(10)

using linear wave theory. There is thus a substantial pressure contribution to the radiation stress which takes place above the wave trough level (see also [11,17,13]). This contribution is not present in Eq. (5) as the expression for the wave-average pressure, Eq. (3), does not include it.

Energy dissipated during the breaking process is generally assumed to be first converted into organised vortices (the surface roller) before being dissipated into small-scale, disorganised turbulent motions [5]. The roller transports mass and momentum, and exerts a shear stress to the water below, affecting wave setup and undertow [26,27,11]. The expression of [16] does not account for the roller contribution.

3. Wave flume experiments

3.1. Experimental set-up

The experiments were carried out in the 40 m long, 0.8 m wide and 1.05 m deep wave flume of Delft University of Technology [3]. The fixed bed profile was based on a natural beach and included two breaker bars with a trough in between (see Fig. 1). The bed was built up with a fill of sand and a mortar toplayer, which was smoothed to reduce bed roughness. The Nikuradse bed roughness was estimated to have a value of about 0.5 mm. The still water level was at 0.75 m above the flume bottom.

In this paper we study data from two irregular wave (JONSWAP spectrum) conditions: 1B and 1C. Table 1 shows the experimental conditions, including the surf similarity parameter (also known as the Friburance number) \( \xi \) defined as:

\[
\xi = \frac{\tan \beta}{\sqrt{L}}
\]

(11)

where \( \tan \beta \) is the beach slope and \( L \) the wave length. We have calculated \( \xi \) using the offshore slope of the first breaker bar (0.054), the offshore (spectral) significant wave height \((H_{10,\text{sw}})\) and the wave length following linear wave theory using the offshore spectral peak.
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In the experiments spilling waves were observed for Test 1B and weakly plunging waves for Test 1C, which is in line with the criterion of [1] based on the surf similarity parameter.

Fig. 1a shows the significant wave heights based on the measured spectrum. It shows the strong decrease of wave height just onshore from the top of the breaker bar related to wave breaking. Wave shoaling can only be observed for Test 1C, which included lower and longer waves.

3.2. Measurements and data-processing

One experimental run consisted of multiple repeated wave series. A single series contained about 100 waves, corresponding to 157 s for Test 1B and 245 s for Test 1C. The repetition allows for determination of the turbulent velocities using the ensemble averaging technique.

The water surface elevations were measured at 20 Hz with wave gauges with an inner distance of 1 m in the shoreface and 0.2 m in the surfzone. The \( u \) and \( w \) flow velocities were measured with laser-Doppler velocimeters (LDVs) with a measuring frequency of 100 Hz and measurement volume of about 0.1 mm\(^3\), capturing small-scale turbulence. The horizontal resolution of the LDV measurements was about 0.2 m in the surfzone, and the vertical resolution varied between 1 mm in the wave boundary layer to 1 cm in the remainder of the water column.

The turbulent component was computed by subtracting the ensemble-averaged velocity from the total velocity:

\[
\tilde{u}_i = u_i - \bar{u} = u_i - \frac{1}{M} \sum_{j=1}^{M} u_j
\]

where \( i \) the time counter, \( j \) the wave series counter and \( N \) the number of wave series. The mean and orbital component then follow from:

\[
\bar{u}_i = \bar{u}_i - \tilde{u}_i = \bar{u}_i - \frac{1}{M} \sum_{j=1}^{M} u_i
\]

with \( M \) the number of measurement values within one wave series. The mean turbulent stresses presented below are the average of the mean values per wave series. The number of wave series was 11 which is relatively low to distinguish orbital from turbulent velocities. For example, [32] suggest values of 20 and 40, respectively. [25] studied the root-mean-square deviations in the ensemble-averaged flow quantities under irregular breaking waves calculated with successively increasing number of realizations. With 10 realizations, the root-mean-square deviations were 5% for the horizontal velocity, and 15% for the vertical velocity and turbulence intensity. This paper discusses wave-averaged quantities (averaged over the wave-series), which will decrease deviations. This gives an indication of the accuracy of the stresses presented in this paper.

The velocity measurements above the (average) wave trough level were discarded, as these data were too much affected by air bubbles related to wave breaking.

4. Experimental results

4.1. Undertow

Fig. 2 shows the undertow at 4 positions around the first breaker bar (located at \( x=20.9 \) m) as a function of the dimensionless vertical coordinate:

\[
\zeta = \frac{z_{meas}}{h} - 1
\]

with \( z_{meas} \) the vertical measurement level above the local bed, such that \( \zeta = 0 \) corresponds to the mean water level and \( \zeta = -1 \) to the local bed level. The location of the vertical profiles with respect to the bed level are indicated in Fig. 3.

This figure shows that the undertow is stronger for Test 1B compared to 1C, related to the higher wave height. A “belly-shape” undertow profile can especially be observed at \( x=21.37 \) m and \( x=22.37 \) m for Test 1B, which is generated by the onshore roller force exerted at the surface. The positive wave-mean velocities close to the bed at \( x=21.37 \) m for Test 1B indicate onshore-directed Longuet-
Fig. 2. Vertical profiles of undertow at four cross-shore positions around the first breaker bar (crest located at $x=20.9$ m).

Fig. 3. Mean normal stress for (a) Test 1B and (b) Test 1C. The solid black line indicates the mean wave trough level; the black dots indicate the locations of the vertical profiles presented in other figures. $z=0$ corresponds to the flume bottom.
Higgins boundary layer streaming. For a further discussion of the undertow and turbulent kinetic energy reference in made to [3].

4.2. Mean normal stress

Fig. 3 shows the mean normal stress computed using Eq. (5), interpolated in the horizontal (with a 1 cm resolution) and vertical direction (with a 1 mm resolution). Fig. 4 shows vertical profiles of the normal stress.

The figures show the gradual increase in normal stress towards the first breaker bar, followed by a rapid decrease. The same cross-shore variation occurs around the second breaker bar. The normal stress appears to be fairly uniformly distributed over the water depth, except for Test 1B close to the crest of the most offshore-located breaker bar.

The normal stresses are higher for the more energetic 1B case. Shoreward from the first breaker bar ($x > 21$ m) the difference in wave height between the two cases is not so strong, as it is mainly controlled by the local water depth (see Fig. 1). This is reflected in similar normal stress values.

Fig. 5 shows that the horizontal orbital velocity term, $-\rho \langle \vec{w}^2 \rangle$, is the dominant contributor to the radiation stress for Test 1B. The same goes for Test 1C (not shown here). Even close to the breaker bar, the turbulence contribution to the radiation stress, $-\rho \langle \vec{u}^2 \rangle$, is minor. This is in agreement with observations by [24] for a plane sloping beach (i.e. without breaker bar) with spilling and plunging breakers of the same order of magnitude as presented here. It also means that the pressure contributions, expressed through $\rho \langle \vec{w}^2 \rangle$ and $\rho \langle \vec{w}'^2 \rangle$, are relatively small.

The fact that the normal stresses reach a maximum close to the bed and then decrease towards the bed (visible at $x=19.67$ and 20.71 m) is a bottom boundary layer effect. As the horizontal orbital velocity term is the dominant contributor to the normal stress, these stresses reflect the typical vertical profile of the horizontal orbital velocity with a near-bed overshoot (see e.g. [36]).

Fig. 4 also includes the mean normal stress computed using the expression derived by [16] (LH64) based on linear wave theory, Eq. (9). We have converted the radiation stress [N/m] to normal stress [N/m$^2$] by dividing by the water depth, i.e. assuming a uniform vertical distribution, and we have changed the sign in line with the stress definitions in Eqs. (4) and (7). This analytical expression does not include the turbulent contributions to the radiation stress, but this is not too important since Fig. 5 shows that the horizontal orbital velocity contribution is dominant. Furthermore, the LH64 model does not account for the roller contribution. However, this mainly takes place above the wave trough level for which we have no measurements (see [18]).

The LH64 model captures the cross-shore variation and the difference between Test 1B and 1C in a qualitative sense. According to Eq. (10) there is a considerable pressure contribution to the radiation stress above the wave trough level, which was not measured. We have extracted this contribution from the LH64 prediction,
Fig. 5. Vertical profiles of mean normal stress for Test 1B (bar crest located at \( x = 20.9 \) m). Open circles: total, filled triangles: contribution due to the horizontal orbital velocity.

Fig. 6. Mean shear stress for (a) Test 1B and (b) Test 1C. The solid black line indicates the mean wave trough level; the black dots indicate the locations of the vertical profiles presented in other figures. \( z = 0 \) corresponds to the flume bottom.
before converting the radiation stress to normal stress. Fig. 5 shows that the normal stresses below the wave trough level can be reasonably well reproduced with this adjusted LH1964 formula.

As has been shown by [24] and [10], the radiation stress is reduced by non-linear effects. According to the relation proposed by [10], the ratio of the non-linear radiation stress to non-linear wave energy density at the four presented locations is approx. 10-15% lower than the linear expression, Eq. (9). This could help explain the general overprediction of the radiations stress below the wave trough with the LH64 model.

4.3. Mean shear stress

Fig. 6 shows the mean normal stress computed using Eq. (6), interpolated in the horizontal (with a 1 cm resolution) and vertical direction (with a 1 mm resolution). Figs. 7 and 8 show the vertical profiles of the different contributions to the mean total shear stress. These figures include a comparison with the analytical model of [39] for the wave Reynolds stress:

\[
-\rho\langle \tilde{u}\tilde{w}\rangle = \frac{GE}{h} \left[ \frac{\partial h}{\partial x} - \frac{1}{(1 + G) \tanh q} \frac{q (z + h)}{h} \right] \left[ \frac{f_w V_h}{2c} \right] \cos \theta - \frac{cQ}{c_q \sinh 2q} \frac{B^2 k H (z + h)}{2\pi h} 
\]  

(15)

where \( G = \frac{2q}{\sinh 2q} \)  

(16)

\( q = kh \)  

(17)

\( Q = k (z + h) \)  

(18)

\( f_w \) the wave friction factor (computed with the equation of [29] with \( k_s=0.5 \) cm corresponding to the smooth concrete flume bottom), \( |f_w| \) the horizontal orbital velocity amplitude at the bed, and \( B \) is an empirical breaker coefficient of \( O(1) \) (we took \( B=0.5 \)). This solution is valid for the interior flow region, i.e. far above the wave bottom boundary layer.

The expression is based on potential wave theory for a sloping bed, incorporating wave bottom dissipation and wave breaking effects. It is a generalization of the previous solutions of [11,9] and [22]. The RHS terms of Eq. (15) represent bed slope, bottom friction and wave breaking effects, respectively.

The figures show that the model of [39] agrees reasonably well with the measured wave Reynolds stresses. The computed stresses are dominated by the bed slope effect. Therefore, the sign of the wave Reynolds stress changes from negative before the breaker bar (upward sloping bed, \( \frac{\partial h}{\partial x} < 0 \)) to positive after the breaker bar (downward sloping bed, \( \frac{\partial h}{\partial x} > 0 \)). This is also observed in the measurements. For these cases, friction effects are negligibly small, as the bed was very smooth. The wave Reynolds stresses are also not very much affected by wave breaking. This effect would have been stronger if a coefficient \( B=1 \) instead of \( B=0.5 \) would have been taken, but the generally tendencies remain the same. Similarly, [8] found a reasonable good match between wave Reynolds stresses measured above a sloping bed (with-
out breaker bar) and the model of [39] using $B=0.7$.

The turbulent Reynolds stress, $-\rho \langle u^' w^' \rangle$, is generally positive and smaller than the wave Reynolds stress, supporting what was found by [7,8]. The wave Reynolds stress is thus clearly not negligible compared to the turbulent Reynolds stress. However, for the mean flow it is the vertical gradient of the shear stress (force) that matters. This will be further discussed in the next section.

The vertical gradient in turbulent Reynolds stress generally suggests a downward transport of turbulence from the water surface. This is supported by the laboratory experiments by [7,8] and field observations by [23]. These measurements show that the turbulent Reynolds stress is largest higher up in the water column, associated to wave breaking. At $x=21.37$ m for Test 1B (Fig. 7c) we can also observe boundary layer effects with the largest turbulent Reynolds stress close to the bed.

4.4. Forces

The horizontal gradient of the mean horizontal momentum flux ($\rho \langle u^2 \rangle$) and the vertical gradient of the mean vertical momentum flux ($\rho \langle u w \rangle$) should balance the setup/setdown, the horizontal gradient of the normal stress ($\sigma_{xx}$) and the vertical gradient in the shear stress ($\tau_{xz}$), as expressed in Eq. (4).

The forces derived from the data show much variation due to the use of spatial derivatives in combination with measuring uncertainties (possibly related to the limited spatial resolution). This especially applies to the vertical derivative of the shear stresses. To avoid this to a certain degree, a second-order polynomial is fit to the shear stresses, and the gradient is determined from the slope of the fitted line. To determine the horizontal derivatives, the values are first interpolated in horizontal and vertical direction (see Figs. 3 and 6).

Fig. 9 shows the relative vertically-averaged force contributions around the breaker bar, e.g.
\[ f_H = \langle \frac{\partial \tau_{xy}}{\partial x} \rangle + \langle -\rho \frac{\partial (\bar{u} \bar{v})}{\partial x} \rangle + \langle -\rho \frac{\partial (\bar{u} \bar{v})}{\partial z} \rangle \]  

(19)

for the horizontal gradient of the mean horizontal momentum flux (‘wave force’).

The figure shows that the vertical shear stress gradient \( \partial \tau_{xz} / \partial z \), called the ‘shear force’ around the breaker bar is larger than the wave force. The consequence hereof is that this shear force should be included in 3D mean flow modeling. Furthermore, the vertical wave Reynolds stress gradient \(-\rho \partial(\bar{u} \bar{v})/\partial z\) is an important contributor to the shear force. So when including the shear stress in 3D nearshore circulation modeling, the wave Reynolds stress should be accounted for. This concerns the distribution over the full water column (see Figs. 7 and 8), and not only in the near-bed wave boundary layer as is currently done in, for example, the Delta3D modeling system [37]. This is in line with the conclusions of [4] and [20].

5. Discussion and conclusions

This paper investigated stresses and forces that control mean surfzone hydrodynamics based on detailed measurements of velocities below the wave trough level in wave flume experiments. It involved two irregular wave conditions; a spilling and a weakly plunging breaker. The sloping bed profile was fixed and included two breaker bars.

The main conclusions are:

1. The normal stress below the wave trough level is fairly uniformly distributed over the water column. The horizontal orbital velocity contribution, \(-\rho \bar{u}^2\), is dominant. Comparison with the classical analytical expression of [16] suggests that a significant part of the normal stress is concentrated between the wave trough and crest level.

2. The wave Reynolds stress, \(-\rho \bar{u} \bar{v}\), is an important contribution to the total shear stress. Its sign changes from negative before the breaker to positive thereafter. At the same time the vertical gradient changes from positive to negative. The wave Reynolds stresses are reasonably well predicted using the analytical model of [39].

3. Apart from the horizontal normal stress gradients, the vertical shear stress gradients are important in the force balance for the breaker zone.

These forces, together with the eddy viscosity, control the vertical distribution of the mean flow in the surf zone. 3D mean flow modeling systems like Delta3D (see [14]) and ROMS (see [13]) require parameterizations for the wave forces as these are not explicitly accounted for. Based on the data-analysis presented in this paper we suggest that reliable undertow predictions can only be achieved by 1) including a vertical distribution of the normal stress with larger values between the wave crest and trough level, and 2) accounting for the wave Reynolds stress distribution over the full water column, e.g. using the model of [39].
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