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A B S T R A C T

The accuracy which can be reached with feedback control in industrial metal forming processes is limited by product-to-product variations in the process. These variations may be controlled with a feedforward control system. To do so, a measurement system and a process estimator are needed to measure and correct for these variations. In this work, the use of force measurements for feedforward control of a steel sheet bending process is investigated. A multi-stage demonstrator process is developed with cutting, deep drawing and bending stages and a large number of force sensors. Several relations between process forces and the product geometry are studied in an extensive analysis of measurement data from the production process. It is proposed to build a moving window process estimator using the LASSO regression method. The parameters of the regression model are updated during production based on historical data of the production line. Several simulation runs are performed to estimate the effect of feedforward control on the process accuracy. These simulation runs are based on measurements from the real production line and minor assumptions. The proposed approach leads to an estimated decrease of 24% in the root mean square error of the final angle with respect to a simulation run with feedback control only.

© 2017 The Society of Manufacturing Engineers. Published by Elsevier Ltd. All rights reserved.

1. Introduction: control of metal forming processes

Metal forming processes suffer from variations of material properties and process conditions. These disturbances affect the final properties of the product. For products with narrow tolerances, closed-loop control may be used to ensure product quality. A driving factor for recent developments in control of forming processes is the use of information technology, enabling for real-time processing of increasingly detailed sensor data and process models [1].

An extensive review on control of metal forming processes is given in the work of Polyblank et al. [2]. They observed that control systems in forming processes are usually designed to control the movement of the tooling, but lack the ability to control the final state of the product, such as its geometry or stress distribution. On the other hand, they foresee an expansion in the applications of closed-loop control in metal forming, based on the accessibility of the main components needed for process control: sensors, actuators and process models. Given the ongoing development of computing power, increasingly detailed process models and control systems may be developed in pursuit of a higher accuracy of forming processes.

An important factor for the design of manufacturing control systems is the rate of change of the process disturbances. Disturbances which change slowly over time may be controlled with feedback systems, adapting the process settings based on measurements from finished products. However, product-to-product variations cannot be eliminated with such systems and must be controlled with feedforward control based on measurements from the semi-finished products. In the current work, the eligibility of the use of force measurements in a feedforward estimator of a sheet bending process is investigated. The question is whether the variations in the process are reflected by the force measurements. Several researchers have investigated the use of force measurements in control of forming processes (Section 2). Different methods have been developed to adjust for changes in production conditions (e.g. changes in nominal sheet thickness or in used material). However, little work has been published on control of product-to-product variations in metal forming processes. This is reflected by the small number of products used for training of control models and for validation of the control methods: for most studies the dataset size does not exceed 100 products (Table 1).

To study product-to-product variations in metal forming, large data sets with measurements from every product in the production line are needed. To the best of our knowledge, no studies
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Table 1
Studies on control of forming processes which relate force measurements to final product properties and include experimental results.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Process</th>
<th>Model</th>
<th>Variation in process conditions</th>
<th>Number of products</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardt et al. [4]</td>
<td>Roll straightening</td>
<td>Linear analytical</td>
<td>Two materials</td>
<td>n/a</td>
</tr>
<tr>
<td>Müller-Duysing [5]</td>
<td>Air bending</td>
<td>Linear regression</td>
<td>Three materials, multiple thicknesses and cycle times</td>
<td>8</td>
</tr>
<tr>
<td>Yang et al. [6]</td>
<td>Air bending</td>
<td>Fuzzy model with experimental data</td>
<td>Seven lots of one material</td>
<td>Unclear</td>
</tr>
<tr>
<td>Forcellese et al. [7]</td>
<td>Air bending</td>
<td>Neural network with experimental data</td>
<td>Three thicknesses with two lots each</td>
<td>30/60</td>
</tr>
<tr>
<td>Nastran and Kuzman [8]</td>
<td>Wire straightening and bending</td>
<td>Numerical model linearized around operating point</td>
<td>Six materials, varying thicknesses in between 0.70 and 0.85 mm and five lubrication conditions</td>
<td>12</td>
</tr>
<tr>
<td>Viswanathan et al. [9]</td>
<td>Channel forming</td>
<td>Neural network with experimental data</td>
<td>No</td>
<td>n/a</td>
</tr>
<tr>
<td>Heller et al. [10]</td>
<td>Air bending</td>
<td>Linear model with semi-analytical simulation data</td>
<td>Three materials, three thicknesses and four target angles</td>
<td>72</td>
</tr>
<tr>
<td>Longo and Maccarini [11]</td>
<td>Air bending</td>
<td>Linear interpolation with simulation data</td>
<td>No</td>
<td>n/a</td>
</tr>
<tr>
<td>Groche et al. [12]</td>
<td>Air bending</td>
<td>Linear regression</td>
<td>Three materials, three thicknesses and three target angles</td>
<td>Unclear</td>
</tr>
</tbody>
</table>

Fig. 1. Demonstrator product.

with an extensive analysis of a large number of measurements have been presented in the literature on metal forming processes. In the MEAgFiT project [3], a metal forming demonstrator process has been developed to investigate the feasibility of control of product-to-product variations in metal forming. The demonstrator process includes deep drawing, forging and bending steps. In this work, the use of force measurements for control of the bending stage is investigated. Section 2 is a literature study on the use of force measurements for control of metal forming processes. In Section 3 the demonstrator process is presented. In Section 4 several correlations between measurement data are shown to deepen the insight into the demonstrator process. In Section 5 a proposal is made for a model based on experimental data to be used in the control of the bending process. A series of simulation runs are performed using the proposed method in combination with measurement data obtained from the demonstrator process in order to assess the potential effect of a feedforward control system based on force measurements. Finally, conclusions and discussion are found in Section 6.

2. Literature: force measurements for feedforward control

The following overview is limited to studies with experimental data on the relations between force measurements and product properties, whereas purely numerical studies are neglected. A summary of the discussed papers is given in Table 1.

Hardt et al. [4] implemented force and curvature measurements in a roll straightening process. They estimated the curvature after unloading based on a user-defined value of the elastic bending stiffness and force and curvature measurements. In a set of eight experiments, they achieved a reduction of 53–95% for the maximum lateral deflection of the product.

Müller-Duysing [5] developed a control system for air bending based on measurement of the intermediate angle and the force during bending. The intermediate angle at three different positions of the punch and the bending force at two different positions of the punch were used as input of a linear regression model. After optimizing the regression coefficients based on measured data, the Root-Mean-Square Error (RMSE) of the prediction error of the model was 0.17 over a set of 44 products with three different materials. The RMSE of the prediction error of the best model without force measurement was 0.24.

Yang et al. [6] created an experimental database of an air bending process with force and angle measurements and other information such as sheet thickness, ambient temperature and material name. For the control of a new workpiece, data from the database was selected based on a fuzzy logic system. Using this selection, they compared the experimental force curves with the measured force curve and determined the maximum force needed to achieve the desired angle. An accuracy of 0.1° was reached when the database was filled with information similar to that of the processed workpiece. An accuracy of 0.25° was reached when a database with a large variety of experimental data was used in combination with the modified fuzzy models. The uncontrolled accuracy is not mentioned in the paper.

A study on air bending with three different sheet thicknesses was performed by Forcellese et al. [7]. They fitted the force curve to a regression model with five parameters and related the parameters to the final angle of the strip using neural network models. They studied the effect of the training set size of the neural network models on the bending accuracy and found standard deviations in the range of 0.11–0.23° for the angle with the different training set sizes and thicknesses. The uncontrolled accuracy is not reported.

Nastran and Kuzman [8] examined a wire bending process which is preceded by a straightening process. They observed a strong correlation between the force on the rollers during straightening and the final geometry after bending. They developed a model to relate the variation of the force to variation of the yield stress and proposed to control the position of the rollers to affect the amount of plastic work during straightening and keep the yield stress of the incoming wire for the bending process at a constant level.

Control of a steel channel forming process by adjusting the binder force trajectory was investigated by Viswanathan et al. [9]. The coefficients of a third order polynomial fit of the force curve
found good agreement in the average predicted springback angle over a set of five experiments.

Groche et al. [12] used the maximum blanking force from a previous process stage and the sheet thickness to predict the angle after springback in air bending, based on a linear regression model built with historical data from the process. The feedforward control loop was combined with a feedback controller and the approach showed improved performance with respect to the use of feedback control only.

The significance of force measurements for control of metal forming processes is evidently shown throughout the above-mentioned studies. However, force measurements have been mainly used to adapt the manufacturing process to changes in process conditions. In this work, the use of force measurements for predicting product-to-product variations is studied.

3. Demonstrator process

A demonstrator process has been designed to investigate the feasibility of product-to-product control in metal forming. The demonstrator product is shown in Fig. 1. Three types of forming processes have been used in the process: deep drawing, forging and bending. The product is produced in an industrial environment at a production rate of one product per second. It is formed from a 280 or 300 μm thick and 38 mm wide stainless steel strip and it remains attached to the strip during all process steps. The main dimensions of the product are shown in Fig. 2.

The tooling consists of four modules: cutting, deep drawing, forging and bending (Fig. 3), mounted on an industrial stamping press. Every module has several positions in which the forming steps are performed. The order and numbering of the process steps is shown in Fig. 4. During each stroke of the press all products move one position. Therefore, the total production time of one product is around twenty seconds. The strip remains aligned in the tooling by the use of pilot holes and pins.

The first module has three cutting stages. The second module has a single deep drawing stage, with four blank holder sections which are controlled independently with a hydraulic system. This enables control of the roundness of the flange, which is influenced by the anisotropy of the material. The hydraulic system is automatically re-pressurized to the maximum pressure $p_{\text{max}}$ when its pressure drops below the minimum pressure $p_{\text{min}}$. The third module has two cutting stages and one forging stage to form six 200 μm wide parallel ribs in the bottom of the cup. The height of the ribs depends on the applied forging force [13].

In the last module, three flaps are cut out in the bottom of the cup. Thereafter, the flaps are bent to 50° in a closed die (Fig. 5a), and finally they are bent back to a desired angle in an open bending stage (Fig. 5b). During the first bending stage, the bending forces of all flaps are measured. The force-displacement curve from this bending stage is strongly nonlinear due to the geometry of the tooling. The bending force measurements and the interpretations thereof are discussed in Section 4.3. In the second bending stage, the amount of back bending can be adapted from product to product. As shown in Fig. 5b, a horizontal translation which is imposed by a servo motor converts into vertical movement of the back bending punch through a slanted groove with a ratio of 1 to 10. The actuator does not move during contact between the punch and the product.

In the last stage of the bending module, a picture of the side of flap 2 is taken to determine the angle (Fig. 6). The standard deviation of the angle measurement error is determined to be less than 0.01°.

A large amount of data is stored during manufacturing. Process forces, blank holder pressure, flap angle and incoming sheet thickness are measured and stored during production. An overview of the sensors is given in Table 2. Relevant information is obtained
from the sensors during the fraction of the stroke where there is contact between the tooling and the product, whereas no signal is measured during the rest of the stroke. The number of relevant sampling points for each process stage depends on the sensor sampling rate, the exact geometry of the tooling, the stamping rate (1 stroke per second) and the total stroke length of the press (38 mm). The number of sampling points during contact between tooling and product is roughly 100 for the cutting stage, 700 for the deep drawing stage, 350 for the forging stage and 450 for the bending stage. In each test, all raw data are stored and post-processed with offline procedures such as filtering and aligning of force measurements. More details on the post-processing can be found in Havinga [14]. An overview of post-processed sensor signals can be found in Fig. 7.

Four tests with different settings were performed. An overview of the tests is given in Table 3. At least 3000 products have been produced in every test. Two different nominal sheet thicknesses have been used. The values $p_{\text{min}}$ and $p_{\text{max}}$ denote the lower and upper bound for the pressure of the hydraulic system for the deep drawing blank holders. For every sheet thickness, one test with and one test without back bending was performed. Some changes have been made to the tooling for test number 4. The purpose of these changes was to minimize the disturbances to the process caused by the tooling. The stability of the hydraulic system of the deep drawing stage is poor, as will be discussed in Section 4.4. The stability was improved by reducing the bandwidth of the pressure of the hydraulic system. Furthermore, the forging punch was removed to decrease the loads on the tooling.

### Table 2

Overview of sensors in the demonstrator process.

<table>
<thead>
<tr>
<th>Process stage (nr)</th>
<th>Description</th>
<th>Sensor</th>
<th>Range</th>
<th>Sampling rate</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutting (1)</td>
<td>Thickness</td>
<td>Vollmer</td>
<td>0–1 mm</td>
<td>5 kHz</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Pilot hole cutting force</td>
<td>Kistler SlimLine 9132B29</td>
<td>0–7kN</td>
<td>5 kHz</td>
<td>1</td>
</tr>
<tr>
<td>Deep drawing (7)</td>
<td>Punch force</td>
<td>Kistler SlimLine 9132B29</td>
<td>0–14kN</td>
<td>5 kHz</td>
<td>1</td>
</tr>
<tr>
<td>Deep drawing (7)</td>
<td>Blank holder pressure</td>
<td>Kistler SlimLine 9134B29</td>
<td>0–26kN</td>
<td>5 kHz</td>
<td>1</td>
</tr>
<tr>
<td>Forging (12)</td>
<td>Punch force</td>
<td>Kistler SlimLine 9130B39</td>
<td>0–3kN</td>
<td>5 kHz</td>
<td>3</td>
</tr>
<tr>
<td>Bending (16)</td>
<td>Punch force</td>
<td>Kistler SlimLine 9130B39</td>
<td>20–80</td>
<td>5 kHz</td>
<td>1</td>
</tr>
<tr>
<td>Bending (19)</td>
<td>Flap angle</td>
<td>AVT Stingray CCD</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Fig. 4

Production steps of demonstrator product.

### Fig. 5

The two forming steps from the bending module. (a) Over bending stage (stage 16). (b) Back bending stage (stage 18).

### Fig. 6

Picture of flap from inline camera (step 19).

### 4. Test results

Several long test runs have been performed with the demonstrator process. All force measurements during deformation of the product are stored for all products. Hence, thousands of data points are stored per product.

The objective of this work is to decrease product-to-product variation in the demonstrator process using feedforward control based on force measurements. To do so, the relations between force measurements and the final angle of the flap have to be identified. In Section 5, this is done with regression analysis. However, it is hard to gain insight about the measurements based on these regression models only. The measurements and their relations with the final angle of the flap are the key factor for feedforward control of the demonstrator process. Therefore, several observations about the measurements are discussed in this section.

This section starts with the definition of a scaled correlation measure in Section 4.1. This measure is used for analysis of the data. Thereafter, the following aspects of the data are discussed: the amount of variation of the angle (Section 4.2), the bending forces (Section 4.3), variation in the deep drawing stage (Section 4.4), the effect of thickness variation (Section 4.5) and the correlation between the forces and the angle (Section 4.6).
Table 3: Overview of datasets.

<table>
<thead>
<tr>
<th>Dataset number</th>
<th>Nominal thickness</th>
<th>Back bending</th>
<th>Blankholder $p_{min}/p_{max}$</th>
<th>Dataset size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>280 μm</td>
<td>Yes</td>
<td>100/130 bar</td>
<td>3507 products</td>
</tr>
<tr>
<td>2</td>
<td>280 μm</td>
<td>No</td>
<td>100/130 bar</td>
<td>3268 products</td>
</tr>
<tr>
<td>3</td>
<td>300 μm</td>
<td>Yes</td>
<td>100/105 bar</td>
<td>3142 products</td>
</tr>
<tr>
<td>4</td>
<td>300 μm</td>
<td>No</td>
<td>100/105 bar</td>
<td>3530 products</td>
</tr>
</tbody>
</table>

![Image](image.png)

**Fig. 7.** Typical sensor signals for all process stages for a single product. The deepest point of the press at 500 ms is indicated with a dashed line. The plotted time range of each curve indicates the range of data which has been used in the process estimator from Section 5. (a) Cutting. (b) Deepdrawing. (c) Blankholder pressure (four blankholders). (d) Forging. (e) Bending (three punches).

4.1. Scaled correlation

One of the tools for identifying correlations between two signals is the cross-correlation plot. In the case of control of metal forming processes, the long-term correlation is of no interest, because long-term variations can be controlled with feedback control. Therefore, a scaled correlation measure is used to determine the short-term correlation [15]. The scaled correlation coefficient is based on the Pearson correlation coefficient. The Pearson correlation between two signals X and Y is:

$$\rho(X, Y) = \frac{cov(X, Y)}{\sigma_X \sigma_Y}$$

(1)

The covariance between X and Y is $cov(X, Y)$, and the standard deviations of X and Y are $\sigma_X$ and $\sigma_Y$ respectively. For the demonstrator process, X and Y may be measurements such as the thickness or the maximum bending force for each product.

The scaled correlation factor is determined as follows: a bin width $n_b$ is chosen, and the complete dataset is divided into K non-overlapping bins with a width of $n_b$ products. The Pearson correlation coefficient is determined in every bin, and the scaled correlation coefficient $\rho_s$ is defined as the average of these values:

$$\rho_s = \frac{1}{K} \sum_{i=1}^{K} \rho_i$$

(2)

where $K$ is the integer part of the number of products in the dataset divided by the bin width $n_b$. In this work, a bin width $n_b$ of 10 products is used.

The scaled correlation factors are used in cross-correlation plots. Cross-correlation is defined as:

$$\rho_s(\tau) = \rho_s(X(t), Y(t + \tau))$$

(3)

The factor $\tau$ is a shift in the numbering of the products. If – as an example – the dataset size is 1003 products, X is the thickness and Y is the maximum bending force, $\rho_s(3)$ is the scaled correlation between the thickness of products 1 to 1000 and the maximum bending force of products 4 to 1003. In the case of auto-correlation, X and Y are equal.

4.2. Angle variation

The measured angles from the different tests are shown in Fig. 8. In each plot, the scaling of the horizontal axis in between products number 1000 and 1050 is changed, to give an impression of the amount of product-to-product variation. Product-to-product variation represents a significant part of the total variation in all tests. The tests with back bending (Fig. 8a and c) show more variation than the tests without back bending (Fig. 8b and d). Sudden jumps in the angle are observed in the tests with back bending. However, this does not imply that the jumps are caused by disturbances from the back bending stage. In Section 4.6 it will be shown that some of these jumps can be predicted with the forces from the over bending stage.

4.3. Bending force

In Fig. 9, the bending forces of dataset 3 are shown for all three flaps. The differences between the average force curves per flap are related to the exact tooling geometry and alignment at each bend. The shape of the bending force curve has been studied with a finite element model. During the first part of the stroke, free bending occurs. At around 485 ms, the slope of the force curve increases because the contact area between the punch and the flap starts moving. A second increase of the slope is observed after 490 ms, when the tip of the flap touches the die. The force reaches its max-
4.4. Deepdrawing variation

The hydraulic system for the blank holders of the deep drawing stage has a strong effect on the stability of the whole process. The stability of the hydraulic system is poor due to several issues, such as the positioning of the valves and sensors, the length of the tubes and the limited size of the oil reservoir. Therefore, the complete system is re-pressurized every few seconds, causing a periodic variation in the blank holder pressure. The system is repressurized to $p_{\text{max}}$ when the pressure drops below $p_{\text{min}}$. Most test runs were performed with a pressure range of 102–130 bar, causing the system to re-pressurize after every eight products. The pressure of one blank holder of dataset 2 is shown in Fig. 10a. Less variation was observed in test number 4 due to the narrower range of 100–105 bar, which caused the system to re-pressurizes after every two products (Fig. 10b).

In Fig. 11, the autocorrelation of the blankholder pressure of dataset 2 is shown. The period of 8 products for pressurizing the system can be clearly observed. In the same figure, it can be seen that other process steps are also affected by the variation of the
hydraulic system: the autocorrelation of the maximum forging force and of the maximum bending force have the same periodicity of 8 products. One cause for the interaction between the process steps is the compliance of the stamping press. Variation of the force at one position in the press affects the deformation of the tooling and consequently affects the other stages of production. This can be verified with the cross-correlation plots between the maximum deep drawing, forging and bending forces.

In Fig. 11, the autocorrelation of the blank holder pressure of dataset 2 is shown. The period of eight products for pressurizing the system can be clearly observed. In the same figure, it can be seen that other process steps are also affected by the variation of the hydraulic system: the autocorrelation of the maximum forging force and of the maximum bending force have the same periodicity of eight products. A cause for the interaction between the process steps is the compliance of the stamping press. Variation of the force at one position in the press affects the deformation of the tooling and consequently affects the other stages of production. This can be verified with the cross-correlation plots between the maximum deep drawing, forging and bending forces [17].

4.5. Thickness variation

In the demonstrator process, the thickness of the incoming sheet is measured for every product. Hence, the effect of sheet thickness on the process forces can be investigated. First, the cross-correlation between the thickness and the maximum cutting force is shown in Fig. 12a for all datasets. As expected, the correlation between thickness and maximum cutting force is positive: a thicker sheet requires a higher cutting force. The cross-correlation between bending force and thickness gives a similar result (Fig. 12b). Hence, part of the variation of the process forces can be attributed to variation of the thickness of the sheet. However, the correlation value of less than 0.4 shows that the effect of the thickness on the cutting and bending is limited with respect to the total variation in the process.

4.6. Correlation between forces and angle

The objective of this work is to investigate the use of force measurements for control of the bending stage. To detect the relations between small variations in the process forces and the angle of the flap, the correlations should be identified using large datasets. Two examples of weak but clear correlations between forces and the angle can be found in Fig. 13. These correlations have a value of −0.32 and 0.18. The size of the datasets enables identification of these correlations with statistical significance: the p-values are \(2 \times 10^{-45}\) and \(6 \times 10^{-27}\) respectively.

5. Process estimator

Several relations in the measurement data have been discussed in Section 4. Although the correlations between measurement data and the final angle are weak, they can be used in a feedforward estimator. In this section, the effect of feedforward control with force measurements is estimated based on process control simulations which have been performed using experimental data obtained from the demonstrator process. A general linearized model of a metal forming process is given in Section 5.1. Following this model, the equations for fitting a regression model based on historical data are given in Section 5.2, and the regression method used for fitting is discussed in Section 5.3. The assumptions and procedure for simulating process control based on experimentally obtained process data are given in Section 5.4 and the results are presented in Section 5.5.

5.1. Process control

A system diagram for control of metal forming processes is given in Fig. 14. The process may be regarded as a discrete system, where every product is one sample. The process is divided into two parts, where \(P^{(1)}\) is the part of the process which provides measurements for feedforward control and \(P^{(2)}\) is the part of the process which is affected by the control system. Both parts consist of one or more process stages. The properties of the product after the first part of the process are denoted by \(y_1 \in \mathbb{R}^{p_1}\). The control parameters \(u \in \mathbb{R}^n\) act on the second part of the process. The final properties of the product are denoted with \(y_2 \in \mathbb{R}^{p_2}\) and the error in product properties with \(e \in \mathbb{R}^{p_2}\). The first part of the process delivers a set of measurements \(m \in \mathbb{R}^m\) to be used in a feedforward loop. The disturbances \(d_1 \in \mathbb{R}^{d_1}\) and \(d_2 \in \mathbb{R}^{d_2}\) act on both parts of the process \(P^{(1)}\) and \(P^{(2)}\) respectively.

The sources of variation can be seen as disturbances to the system. Some important sources of variation in metal forming are variation of material properties, sheet thickness, lubrication properties and tool wear. These sources are recognized by many researchers in the field of robust optimization and control of forming processes. An overview of different studies on these sources of variation is given in the work of Hazra et al. [18]. However, there are many other sources of variation which receive less attention in studies on the accuracy of metal forming processes. Col [19] gives an overview of factors affecting forming processes in an industrial environment based on his professional experience. He names a large number of influencing factors such as variation of blankholder forces, guidance of the rams, the effect of temperature on lubrication, localization of lubricant, tooling positioning and press stiffness. In many cases, it is unfeasible to perform the extensive measurements needed to quantify these sources of variation and their effect on the forming process.

Variations in the forming process evolve over time, although different sources of variation may have different dynamics: tool wear increases slowly during lifetime of the tooling, whereas the temperature of the tooling increases rapidly during running-in. For control of forming processes, it is essential to have direct or indirect measurements of the disturbances to the system. In other words, important sources of variation should be observable.
Due to elastic springback, the final state of the product is only
reached after release of the product. Consequently, the final state
can only be directly measured when the product is finished and no
control actions can be applied anymore. In the control diagram this
is indicated with the delay block $z^{-N}$, where $N$ is the measurement
delay in number of products. The measurement delay is at least one
product, but it may be several products, depending on the speed and
position of the measurement system.

When compensating for long-term variations in a mass produc-
tion process, it may be sufficient to measure the final state of a
product and compensate the error for the upcoming products with
a feedback loop. The feedback loop is shown in black in the control
diagram. However, product-to-product variations cannot be elimi-
nated in such an approach. Other measurements should be used to
estimate the effect of product-to-product variations on the final
state of the product. These may be either direct measurements on
the intermediate state of the product, or indirect measurements
which carry information about the process and the product, such
as force measurements. These measurements can be used in a feed-
forward loop to control the process.

To determine the relation between the measurements $m$ and
the final properties of the product $y_2$, the mathematical equations
of the process are determined and linearized. Firstly, the process
is described with the unknown functions $f$, $g$, and $h$, which are
functions of the disturbances $d_1$ and $d_2$ and the control parameters
$u$:

$$ m = f(d_1) $$

$$ y_1 = g(d_1) $$

$$ y_2 = h(y_1, d_2, u) $$

These equations are linearized around their nominal values $d_1^\ast$, $d_2^\ast$ and $u^\ast$ using Taylor expansion:

$$ m \approx f(d_1^\ast) + (d_1 - d_1^\ast) \cdot \nabla f(d_1^\ast) $$

$$ y_1 \approx g(d_1^\ast) + (d_1 - d_1^\ast) \cdot \nabla g(d_1^\ast) $$

$$ y_2 \approx h(g(d_1^\ast), d_2^\ast, u^\ast) $$

$$ + ((d_1 - d_1^\ast) \cdot \nabla g(d_1^\ast)) \cdot \nabla h(g(d_1^\ast)) $$

$$ + (d_2 - d_2^\ast) \cdot \nabla h(d_2^\ast) $$

$$ + (u - u^\ast) \cdot \nabla h(u^\ast) $$

The derivatives in the equations above are renamed to:

$$ P_m^{(2)} = \nabla f(d_1^\ast) $$

$$ P_y^{(1)} = \nabla g(d_1^\ast) $$

$$ P_y^{(2)} = \nabla y_1 h(g(d_1^\ast)) $$

$$ P_u^{(2)} = \nabla d_2 h(d_2^\ast) $$

The changes of the measurements $m$ and the final product prop-
erties $y_2$ with respect to their nominal values can now be written as:

$$ \Delta m = P_m^{(1)} \Delta d_1 $$

$$ \Delta y_2 = P_y^{(2)} P_y^{(1)} P_m^{(1)} \Delta d_1 + P_u^{(2)} \Delta d_2 + P_u^{(2)} \Delta u $$

The target properties $y_2$ are influenced by three components:

$$ \begin{align*}
\Delta m & = P_m^{(1)} \Delta d_1 \\
\Delta y_2 & = P_y^{(2)} P_y^{(1)} P_m^{(1)} \Delta d_1 + P_u^{(2)} \Delta d_2 + P_u^{(2)} \Delta u
\end{align*} $$

Hence, the relation between the variation in the measurements
$\Delta m$ and the variation of the final properties of the product $\Delta y_2$
due to the disturbance $d_1$ is given by the matrix $P_y^{(2)} P_y^{(1)} P_m^{(1)}$. This matrix has to be estimated to be able to use feedforward control
based on the measurements $m$.

Different approaches may be used to determine the matrix
$P_y^{(2)} P_y^{(1)} P_m^{(1)}$. This may be done either offline (e.g. using a numerical
or analytical model) or online based on historical data of the process. The latter option is indicated in the control diagram (Fig. 14) by the dashed lines, indicating which data is required to
estimate the relation between the measurements and the final
properties of the product.

5.2. Model fitting

In this work, it is proposed to use historical data from the
manufacturing process to determine the relations between process
measurements and final properties of the products. At each moment
during production, it is expected that the most recent produced
products have the highest resemblance with the currently produced
products. Hence, it is preferable to use the most recent data for the process estimator. To do so, a moving window process estimator is proposed, which is continuously updated based on the
$\eta_p$ most recently produced products. Two different cases are
considered: the case that the matrix $P_y^{(2)}$ for the effect of the control
parameters on the final product properties is known, and the case
that it is unknown. In the latter case, estimation of $P_y^{(2)}$ is included.
in the procedure. For the former case, start with combining Eqs. (16) and (15) to:
\[
\Delta y_2 - p_u^{(2)} \Delta u = p_{y_1}^{(2)} p_{y_1}^{(1)-1} \Delta m + p_{d_2}^{(2)} \Delta d_2
\]  
(18)

In this equation, \(y_2\) are the final properties of the product, \(u\) the control parameters, \(m\) the force measurements and \(d_2\) the unobservable disturbances. The mean values in the dataset with \(n_p\) products are subtracted from the data to determine the variations. The above equation holds for a single product. Expanding the equation to all \(n_p\) products gives:
\[
\Delta y_2 - p_u^{(2)} \Delta U = p_{y_1}^{(2)} p_{y_1}^{(1)-1} \Delta M + p_{d_2}^{(2)} \Delta D_2
\]  
(19)

The dataset of historical data contains \(\Delta Y_2\), \(\Delta U\) and \(\Delta M\). It is assumed that \(p_{d_2}^{(2)} \Delta D_2\) acts as Gaussian white noise on the system. The system of equations can be rewritten to a regression problem in the form \(Z = \beta_1 \Delta M + \epsilon_1\), with:
\[
Z = \Delta Y_2 - p_u^{(2)} \Delta U
\]  
(20)
\[
\beta_1 = p_{y_1}^{(2)} p_{y_1}^{(1)-1}
\]  
(21)
\[
\epsilon_1 = p_{d_2}^{(2)} \Delta D_2
\]  
(22)

Regression methods can be used to determine the coefficient matrix \(\beta_1\), establishing the process estimator. Thereafter, the process estimator can be used in the control system to interpret new measurements \(m\). Note that it is not needed to know the size of the disturbance vector \(d_1\) to establish the relation between \(Z\) and \(M\).

In the case that the transfer matrix from control parameter to target properties \(P_u^{(2)}\) is unknown, Eq. (19) is written as:
\[
\Delta Y_2 = \begin{bmatrix} p_{y_1}^{(2)} p_{y_1}^{(1)-1} & p_u^{(2)} \end{bmatrix} \begin{bmatrix} \Delta M \\ \Delta U \end{bmatrix} + p_{d_2}^{(2)} \Delta D_2
\]  
(23)

This equation can be rewritten to the form \(\Delta Y_2 = \beta_2 X + \epsilon_2\) and \(\beta_2\) can be determined, with:
\[
\beta_2 = \begin{bmatrix} p_{y_1}^{(2)} p_{y_1}^{(1)-1} & p_u^{(2)} \end{bmatrix}
\]  
(24)
\[
X = \begin{bmatrix} \Delta M \\ \Delta U \end{bmatrix}
\]  
(25)
\[
\epsilon_2 = p_{d_2}^{(2)} \Delta D_2
\]  
(26)

These equations are based on the following assumptions. Violations of these assumptions may affect the quality of the process estimator.

1. The system is linear in the range of variation of \(d_1\) and \(u\).
2. The inverse mapping \(P_m^{(1)}\) exists. Different disturbances \(d_1\) result in different measurements \(m\).
3. The known transfer matrix \(P_u^{(2)}\) value is correct.
4. There is enough data available for estimation of the coefficient matrix \(\beta_1\) or \(\beta_2\). The required amount of data also depends on the measurement noise and the magnitude of the unobservable disturbances \(d_2\) with respect to the observable disturbances \(d_1\).
5. Disturbances \(d_1\) and \(d_2\) are uncorrelated. Violation of this assumption implies that the variations of \(d_2\) can be partly observed in the measurements \(m\), leading to an improvement of the feedforward control system.
6. Disturbance \(d_2\) acts as Gaussian white noise on the system. This may be incorrect because the variation of disturbance \(d_2\) may be correlated in time or determined by a different probability distribution.

These assumptions do not restrict the fitting procedure of the linear regression model with the dataset of \(Y_2\), \(U\) and \(M\). It is proposed to use the LASSO regression method for fitting the linear model. The LASSO method is discussed in the following section.

5.3. LASSO regression

The derivation in this section follows the case that \(P_u^{(2)}\) is known (Eqs. (19)–(22)), whereas the case that \(P_u^{(2)}\) is unknown (Eqs. (23)–(26)) can be derived equivalently. In the dataset which is used to fit the model, \(n_p\) is the number of products, \(n_m\) the number of measurements per product, \(n_o\) the number of output properties per product and \(n_k\) the number of control parameters. The \(n_{ojk}\) rows of the output matrix \(Z\) from Eq. (20) can be fitted separately. Hence, the system to be solved has the form \(Z = \beta_1 \Delta M\), where \(Z\) has size (1 \(\times\) \(n_p\)), \(\beta_1\) has size (1 \(\times\) \(n_m\)) and \(\Delta M\) has size (\(n_m\) \(\times\) \(n_p\)).

Every row of the input matrix \(\Delta M\) stands for one of the measurements minus the mean value of that measurement over the fitting dataset. For the demonstrator process, these are measurements from one force sensor at different sampling points of the force curves. This is different than what has been done in the studies discussed in Section 1. The usual approach is to extract one or few characteristics from the force curves. However, we propose to use the data from the full force curve to maximize the information gathered during production. Matrix \(\Delta M\) is expected to be multicollinear because different measurements are expected to correlate.

When the number of measurements per product is much smaller than the number of products in the dataset (\(n_m < n_p\)), the coefficients \(\beta_1\) may be solved with the Ordinary Least Squares (OLS) method. However, when using data from force measurements in a process estimator, \(n_m\) may easily exceed \(n_p\). In that case, no unique solution can be found with OLS. Hence, other regression methods should be used to find a solution without overfitting the data. Several methods have been developed for fitting data with more independent variables than data points, such as stepwise regression methods, where a subset of the data is selected to fit the model. Other methods, such as ridge regression, LASSO regression [20] and least angle regression [21], restrict the magnitude of the coefficient matrix \(\beta_1\) to prevent overfitting.

In this work, the LASSO regression method is used for fitting the process estimator. The first step of the fitting procedure is normalization of the data. The output vector \(z\) and every column of the input matrix \(\Delta M\) is normalized in such a way that its mean becomes zero and its standard deviation becomes one. Thereafter, the coefficient vector \(\beta_1\) is found based on the following minimization:
\[
\min_{\beta_1 \in \mathbb{R}^{n_m}} \left( \frac{1}{2 n_p} \sum_{i=1}^{n_p} (z_i - \beta_1 m_i)^2 + \lambda \sum_{j=1}^{n_m} |\beta_{1j}| \right)
\]  
(27)

The parameter \(\lambda\) restricts the magnitude of the coefficients \(\beta_1\). If \(\lambda\) is zero, Eq. (27) reduces to OLS. Eq. (27) is a convex problem and can be solved with standard optimization techniques. An efficient solver for the LASSO method has been developed by Efron et al. [21]. After fitting the regression model, it can be used to predict the variation in the output properties \(\Delta y_2\) of a new product given its measurement \(m\). For the demonstrator process, the force measurement is used to predict the variation in the final angle of the flap.

5.4. Simulation of control with force measurements

In order to estimate the effectiveness of a control system for the bending stage of the demonstrator process, it is essential to use experimental data which is obtained from the demonstrator.
process itself. Therefore, a simulation is performed which uses all relevant experimental data from a test (i.e. variations in process forces as well as angle measurements) to estimate how different controllers would have performed if they would have been used for that specific test. The only assumptions which have been made in the simulations are related to the actuation system. It is assumed that the actuation system is perfectly linear and perfectly known. Obviously, the exact performance of the real actuation system (adjustment of the back bending punch position in stage 18, see Fig. 5b) should be investigated in order to define the exact controller performance. An overview of the simulation procedure is given in Fig. 15. The simulations have been performed using MATLAB.

It must be noted that the traditional approach for validation, where the data is split in a fitting and a validation fraction, cannot be applied with the proposed approach. The moving window process estimator implies that the relation between measurements and final properties of the product is estimated based on the data from the np most recently produced products. Hence, the change in final product properties of a single product is predicted with a model which never includes data from that product itself. Therefore, the essential condition that data should not be used for fitting and prediction simultaneously is not violated within these simulation runs.

The first steps of the simulation are related to post-processing of the measured data from the demonstrator process. Data from the test runs with back bending are used for the simulation (datasets 1 and 3 from Table 3). The sensor data is aligned and filtered [14] and thereafter resampled. Each sensor signal is resampled within the range shown in Fig. 7 to a grid of 100 equidistant points. Linear interpolation is used if a new sampling point falls in between two original sampling points.

Thereafter, the effect of the disturbances on the angle is extracted from the data. The control parameter u (the back bending end distance) was kept constant during the test runs. Hence, the variation of the angle in the datasets was only caused by the disturbances d1 and d2. The effect of the disturbances on the final angle during the tests was:

$$P_{a}^{(1)} P_{a}^{(2)} \Delta D_{1} + P_{a}^{(2)} \Delta D_{2} = (\alpha - \bar{\alpha})^{T}$$

where \( \alpha \) is a vector with all measured angles and \( \bar{\alpha} \) is the average angle in the dataset.

The disturbances from Eq. (28) are transferred to simulation runs of the control system. Furthermore, it is assumed that the effect of the control parameter on the angle \( P_{a}^{(2)} \) is constant (i.e. independent of \( u, d_{1} \) and \( d_{2} \)) and perfectly known. Another assumption is that the control system if fast enough to adjust the control parameter \( u \) to any position within one stroke of the press. These are the only assumptions needed to determine the effect of a control system on the accuracy of the process. The exact value of \( P_{a}^{(2)} \) is not relevant for the simulations, because the effect of \( P_{a}^{(2)} \) can be compensated with scaling of the controller parameters. In other words, simulations with different values for \( P_{a}^{(2)} \) can give exactly equal results if the controller parameters are scaled accordingly. Therefore, a value of 1 is taken for \( P_{a}^{(2)} \). The process equations for the simulation runs can be found by rewriting Eq. (5) using Eq. (28) to:

$$\hat{\alpha}_{i} = \alpha \left( u_{i}, d_{i}^{1}, d_{i}^{2} \right) + P_{a}^{(2)} \Delta u_{i} + P_{a}^{(2)} P_{a}^{(1)} (d_{i}^{1} + P_{a}^{(2)} - \hat{\alpha})$$

where \( \hat{\alpha}_{i} \) is the predicted angle with control, and \( \alpha_{i} \) is the measured angle from the real test. The control parameter \( \Delta u_{i} \) is determined with the control system and has a feedback component \( \Delta u_{i}^{FB} \), as well as a feedforward component \( \Delta u_{i}^{FF} \). For the feedback loop, a PI controller is used with the following formulation:

$$\Delta u_{i}^{FB} = K_{p} e_{i-N} + K_{i} \sum_{j=1}^{i-N} e_{j}$$

The measurement delay \( N \) is three products. The gain factors for the proportional and integral action are \( K_{p} \) and \( K_{i} \) respectively. The error of the \( i \)-th product is denoted by \( e_{i} \), with \( \alpha \) as target angle.

For the feedforward loop, the process estimator is fit based on the dataset of most recent \( n_{p} \) products following the approach discussed in Section 5.2. The force measurements are gathered in the measurement matrix \( M \). For product \( i \), the measurement vector \( m_{i} \) contains its force measurements from all process stages. The process estimator is continuously updated after every five products and the feedforward component \( \Delta u_{i}^{FF} \) is determined for each product using the LASSO regression model and the force measurements \( m_{i} \) from that specific product. If \( n_{p} \) is chosen too low, the dataset size is not sufficient to detect the correlations between the measurements and the final angle. On the other hand, only data which is relevant for the current state of the process should be included in the model. Some of the disturbances in \( d_{i}^{1} \) and \( d_{i}^{2} \) may change slowly over time. Hence, it is expected that recent data has more resemblance with the current state of the process. Therefore, it is expected that the quality of the model will decrease if \( n_{p} \) is chosen too large.

To perform a simulation run, four parameters have to be chosen: the dataset size \( n_{p} \), the LASSO parameter \( \lambda \) (Eq. (27)) and the gain factors \( K_{p} \) and \( K_{i} \). Different dataset sizes \( n_{p} \) have been used, varying from 100 to 1000. The \( \lambda \) parameter has been varied in between 0.005 and 0.5. For every combination of \( n_{p} \) and \( \lambda \), the gain factors
$K_p$ and $K_i$ have been optimized based on the RMSE of the result. Obviously, this is an unfeasible approach for implementation in a production line, because the RMSE can only be determined afterwards. Therefore, further study is needed to develop a procedure for selection of the gain factors and the model parameters $n_p$ and $\lambda$. It is expected that these parameters can be selected and updated online with a learning algorithm.

5.5. Results

The procedure from the previous section is applied to the two datasets with constant back bending. The RMSE for the run without control, the simulation run with feedback control and the best simulation run with feedforward control based on force measurements is given in Table 4 and visualized in Fig. 16. The first 1002 products are not used in the RMSE calculation because the feedforward loop is activated at product 1003 in the case with the largest dataset size $n_p$. For the runs with control, the gain factors of the PI controller have been optimized. A significant reduction of the RMSE is achieved with feedback control: 34% and 26% for datasets 1 and 3 respectively. That is expected, because the long-term variation in these datasets is strong, as can be seen in Figs. 8a and c.

The effect of feedforward control based on force measurements is very different for the two datasets. For dataset 1 with a sheet thickness of 280 $\mu$m, the reduction of RMSE with respect to the run with feedback control is only 2%. The improvement for the run with a sheet thickness of 300 $\mu$m (dataset 3) is 24%. That indicates that the force measurements carry information which can be used to control the process. However, insufficient correlation between the force measurements and the flap angle could be found for dataset 1 (280 $\mu$m) to be able to reach a significant improvement with feedforward control. A possible cause is that the tooling is designed for a sheet thickness of 300 $\mu$m, and using a nominal sheet thickness of 280 $\mu$m leads to additional instability of the process and a weaker correlation between process forces and final geometry.

To illustrate the effect of the process estimator on the process accuracy, a zoom of the results of dataset 3 is shown in Fig. 17. Around product 2810, a severe drop in the angle is observed in the dataset without control. The feedback controller reacts to the disturbance with a delay. Around product 2840, the angle returns to the original value, causing an overshoot in the response of the feedback controller. In contrast, the feedforward controller is able to interpret the changes in the process forces and predicts part of the variations in the final angle. When the drop in the angle occurs around product 2810, the improvement due to the feedforward estimator is weak. However, due to the moving window for fitting the process estimator, this data is added to the model, increasing the predictive ability of the model. When the angle of the uncontrolled run returns to the original value around product 2840, the feedforward estimator is able to predict this based on the force measurements, preventing the overshoot which occurs if only feedback control is used. Several products later, around product 2885, the angle suddenly drops for two subsequent products.

The feedforward estimator predicts the drop in the angle based on the force measurement and compensates for it.

In Fig. 18, the RMSE of the simulation runs with different model parameters $n_p$ and $\lambda$ and optimized PI controller are shown. Only the part of the parameter space which gives an improvement with respect to the run with only feedback control is shown. The best parameter set is marked with a white diamond. For dataset 1 (Fig. 18a), only a small region of the parameter space gives an improvement with respect to feedback control. A small improvement with respect to only feedback control is achieved with a process estimator which is fitted with a large dataset ($n_p = 1000$) and with a strong constraint on the regression parameters ($\lambda = 0.3$).

In contrast to the results from dataset 1, it can be seen that a large part of the parameter space results in an improvement in accuracy for dataset 3 (Fig. 18b). Hence, the sensitivity of the feedforward system to the model parameters $n_p$ and $\lambda$ is not strong. That is important, because these parameters have to be chosen before running the control system on a real production process. The best results are found with $n_p = 600$ and $\lambda = 0.01$. It is noticeable that the best results are not found with the maximum value for the dataset size ($n_p = 1000$). It is expected that recent data has more resemblance with the current state of the process, leading to a decrease in accuracy of the process estimator if too old products are included in the model fitting. However, the accuracy decrease with increasing dataset size is small and no clear conclusions can be drawn based on the current results.

The scrap rate results for dataset 3 are shown in Fig. 19. The percentage of products that do not meet the specifications is shown as a function of the angle specification. A tight angle specification results in high process scrap rate. As observed in Figs. 8c and 17, the maximum errors may be well over 2° for short periods during production. However, the most significant improvements of the control systems are reached for angle specifications under 0.5°. The improvement due to feedback control with respect to no control is mainly visible in the decrease of the scrap rate at large values of the angle specification. On the other hand, the scrap rate for the
feedforward control run is significantly lower than the scrap rate for the feedback control run for all values of the angle specification. The relevance of the use of a feedforward control system depends on the actual process specification. For example, if the process specification is 0.3°, the scrap rates without control, with feedback control and with combined feedforward and feedback control are estimated to be 9.7%, 8.4% and 3.8% respectively. In that case, the use of feedforward control reduces the scrap rate with more than half with respect to the use of feedback control only.

6. Conclusion

In this work, large experimental datasets from an industrial demonstrator process have been used to investigate the feasibility of control of a sheet bending process based on force measurements. The demonstrator process has cutting, deep drawing, forging and bending stages. In Section 4, it was shown that weak correlations can be found between the force measurements and the final angle of one of the flaps of the demonstrator product. Based on these observations, a procedure is proposed for implementing feedforward control with an estimator which uses force measurements to predict the effect of the process disturbances on the final angle of the flap. The LASSO regression method is used to fit process models on experimental data with more model parameters than data points. A moving window is used for fitting the regression model based on the set of \( n_p \) most recently produced products. The proposed controller has a feedback loop with PI control. The effect of the proposed approach is estimated based on simulation runs. The angle and force measurements of the experimental datasets are used as input for the simulation runs. Based on few assumptions, this data is used to mimic a production process with a control system. For the dataset with a nominal sheet thickness of 300 \( \mu \text{m} \), a reduction of the RMSE of 24% is estimated due to the feedforward loop. Hence, it is shown that force measurements carry valuable information which can be used to increase the accuracy of metal forming processes and control the effect of short term variations in the process.

The use of force measurements in control is one of the paths towards more accurate metal forming processes. Feedforward control is needed to eliminate product-to-product variation. Better understanding of the variations in metal forming and their effect on the product and the process forces is needed to take better advantage of the information which is hidden in the force measurements. We foresee that further steps may be taken through the development of self-learning control systems for metal forming, leading to robust control while taking maximum advantage of the data which becomes available during production.
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