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Abstract

Algebraic transformation and optimization techniques have been the method of choice in relational query execution, but applying them in OODBMS is difficult due to the complexity of object-oriented query languages. This paper demonstrates that the problem can be simplified by mapping an OO data model to the binary relational model implemented by Monet, a state-of-the-art database kernel. We present a generic mapping scheme to flatten data models and study the case of a straightforward object-oriented model. We show how flattening enabled us to implement a query algebra, using only a very limited set of simple operations. The required primitives and query execution strategies are discussed, and their performance is evaluated on the 1GB TPC-D benchmark, showing that our divide-and-conquer approach yields excellent results.

1 Introduction

During the last decade, relational database technology has grown towards industrial maturity, and the attention of the research community has shifted towards efficient support for objects in database systems [CaD96]. New application domains, like GIS, multimedia, etc., use the rich modeling facilities offered by object database systems to model application specific data.

A relational DBMS typically first translates SQL queries into relational algebra, which is subsequently optimized into an efficient physical algebra program. Algebraic optimization has proven a powerful tool in this process.

Currently, the research community tries to reuse this idea for the implementation of calculus-based object query languages [CID92]. A lot of research is done in the complex area of translating such a language into an algebra [FeM95,GKG97,ShF94,SBB96], and the area of their optimization. A number of algebras on the object data model have been proposed, e.g. AQUA [LMS93] and KOLA [ChZ96]. The implementation of such algebras is difficult due to the combination of the very large number of operations and the complex storage model. To our knowledge, no efficient implementations of such algebras have been reported.

The contribution of this paper is twofold: first, we present the implementation of an object algebra on top of the Monet database kernel, and second, we evaluate the performance of this implementation.

Section 3.3 discusses a formalism to describe mappings to the binary model of Monet. This process is illustrated with MOA, the Magnum Object Algebra. MOA is designed as an intermediate algebraic language between a calculus-style object query language and the database execution language. MOA is a standard query algebra on a standard object datamodel, derived from well-known concepts elaborated in other algebras [ChZ96,LMS93,SBB96].

... to provide performance

This paper presents a system that can execute complex OO queries with high performance. This system translates MOA queries into Monet programs. Monet is used as a backend for execution. Demonstrating this performance posed a problem, since no complex and voluminous OO query benchmarks exist. The OO7 benchmark measures navigational performance in OO systems, but the query part of the benchmark is trivial. The BUCKY object-relational benchmark [CDN97] is not really complex in terms of joins and aggregations. The few complex OO benchmarks that we know of [ERE95] just specify queries, no database population.

Therefore we chose to use the TPC-D benchmark [TPC95]. The TPC-D queries consist of complex combinations of selections, joins, grouping, and aggregations against a relational decision support database. TPC-D can be run using different scaling factors with a database sizes from 1GB to 100GB. Numerous DBMS and OLAP system vendors have published results.

We slightly adapted TPC-D to fit an object-oriented context. Its database schema can be reformulated as a nested MOA schema (see Figure 1). The groupby SQL statement, maps to the OO concept of nesting and aggregation.

As we focus on query execution, we used only the query part of TPC-D, and did not – yet – look into updates. As the TPC-D queries were hand-translated from SQL into MOA, and vertical fragmentation is

1Two Dutch universities and the CWI cooperate in Magnum research project, which studies object database technology in the context of geographical applications.
a cornerstone of Monet, we do not comply with the benchmark implementation rules and do not intend to present our results as anything like an "official benchmark implementation". The schema, queries and I/O database just serve to illustrate the performance of our system. We compare our performance figures with the IBM/DB2 implementation to provide the reader with context.

Scope and outline of this paper

Object-oriented databases typically bring together i) structural object-orientation which allows defining structured object classes, ii) behavioral object-orientation which models the behavior of objects in a set of operations, iii) inheritance which relates object types in a subtypes/supertype graph, iv) a high-level object query language like OQL, and v) a persistent programming environment which models the behavior of objects in structured object classes, a set of operations, and iii) inheritance which relates object types in a subtypes/supertype graph, iv) a high-level object query language like OQL, and v) a persistent programming environment. Object-relational systems with row-types will be able to use more and more of these features starting from a relational standpoint, and add to this list the vi) base type extensibility.

The end-goals of the Magnum project envision a system with all these features. The work described in this paper is limited to points i), iv) and vi). We will integrate the work concerning ii), iii) and v) described in [BKK96] in a later stage of the project.

The organization of the remainder of the paper is as follows. Section 2 describes the features of the Monet database kernel. Section 3 discusses the MOA object data model, and its the mapping on the binary Monet data model. Considerable attention is paid to the formal foundation of this mapping. Section 4 describes the MOA algebra, Monet’s execution algebra and the translation of the one into the other. Section 5 outlines implementation techniques for the execution algebra in Monet, and Section 9 analyzes our TPC-D experiments and results. Finally, Section 7 summarizes and concludes the paper.

2 Monet

Monet is an extensible parallel database kernel that has been developed at the UvA and CWI since 1993. Monet has already achieved considerable successes in Data Mining [HKM95], for supporting GIS data [BQK96] and OO traversals [BKK96].

The design of Monet is based on trends in hardware technology: main memories of hundreds of megabytes are now affordable, and custom CPUs can perform over 200 MIPS. Since magnetic storage gets bigger but not faster, this means that IO is increasingly becoming a bottle neck in processing. Also, in the near future, standard PC hardware will come with multiple processors, so shared memory parallelism will become ever present. On the software side, we see the evolution of operating system functionality towards micro-kernels, i.e. those that make part of the Operating System functionality accessible to customized applications. Prominent research prototypes are Mach, Chorus and Amoeba, but also commercial systems like Silicon Graphics’ Irix and Sun’s Solaris increasingly provide hooks for better memory and process management.

The incorporation of new datatypes like GIS data or multimedia types image, audio and video, has led to a steep increase in data volumes in databases. This causes tuples to grow wide, while a decreasing percentage of IO is really useful in queries that mainly access the small standard data types. Instead of designing a system around IO-oriented processing where hardware trends actually work against this, we concentrate on finding a data storage method that decreases the role of IO.

Bearing this in mind, the following ideas are applied in the design of Monet:

Main memory query execution All Monet’s primitive database operations work on the assumption that the database hot-set fits in main-memory. It has no page-based buffer manager: Monet’s algebraic operations always have direct access to the table data in main memory.

If the database gets larger, however, Monet allows making a gradual transition to IO dominated database processing. This is achieved by the transparent use of memory mapped files. Monet avoids introducing code to ‘improve’ or ‘replace’ the operating system facilities for memory/buffer management. Instead, it lets you give advice to the lower level OS-primitives on the buffer management strategy and lets the MMU do the job in hardware. Since these features themselves are controlled via the Monet Interface Language, "buffer management" itself becomes a part of query optimization, which has the additional advantage that decisions can be based on as complete knowledge as possible.

Decomposed storage model Monet implements a binary relational data model, in which all data is stored in Binary Association Tables (BATs, see Figure 2). So, structured data is decomposed over narrow tables [CoK85]. This fragmentation helps reduce chunk sizes to fit memory and saves a lot of IO. Monet exclusive accesses only those attributes that are actually used in a query.

Extensibility The Monet system is run-time extensible in various ways: algebra commands and operators can be added. Base types can be added via an ADT extension mechanism similar to Postgres [SRH90]. To augment the collection of standard types, temporal data extensions and a complete set of common GIS types have been written [BQK96]. Finally, search accelerators can be added to Monet. New base types cannot always be indexed efficiently with standard index structures, therefore the Monet extension mechanism allows adding new index structures, like the R-tree.

Parallelism Monet supports shared-memory parallelism via parallel iteration and parallel block execution and shared-nothing parallelism via a TCP/IP protocol. The primitives are relatively coarse-grained to preserve efficiency.

Dynamic Optimization A query engine that performs some dynamic optimization can hence simplify the work of a query optimizer, and is more robust to changes in the environment. Once the query optimizer has decided what primitives are necessary to execute a query, Monet decides at run-time which alternative implementation is most efficient at that moment.

3 Data Models

Object oriented type systems can be characterized by the concepts of base types and structuring primitives.

A class definition defines the structure of objects, that is mapped onto physical storage by the DBMS. Object oriented models typically have a rich hierarchy of structuring primitives, which besides the class primitive may contain concepts like tuple, set, list, and
structures.

model for the TPC-D schema and illustrates the use of extents which are sets for each type of object that contain all their instances. Figure 1 shows the MOA, which will be formalized in Section 3.3. A

JECT using the structure primitives automatically provides MOA with base type extensions. The base types can be combined orthogonally.

Monet can be extended with new atomic types, this is often supported inside the database query engine by specialized search accelerators. There is growing consensus among OO database researchers that the collection of base types and associated search accelerators should be extensible [CaD96]. This gives a database designer the choice between implementing an entity either as atomic type, or as a persistent search accelerators ± for instance hash tables contain integer byte-indices into that heap). Finally, head and tail can have an extra heap (the BUNs then ± both

± may be stored in separate heaps, for both head and tail. This ensures dense, array-like storage of fixed-size data. For atoms of variable size such as string or polygon – both head and tail can have an extra heap (the BUNs then contain integer byte-indices into that heap). Finally, persistent search accelerators – for instance hash tables – may be stored in separate heaps, for both head and tail.

3.3 Flattening the object data model

Every implementation of an object-oriented data model has to map structuring primitives to some physical representation. Some implementations use a one-to-one mapping between the logical and the physical model. A well-formalized mapping provides data independence, enabling the DBMS to choose a physical representation different from the logical one, so that it may have extra optimization possibilities during query execution.

In the case of MOA, we use full vertical decomposition [CoK85] to store structured data in BATs. The combination of BATs storing values and a structure array.

The internal structure of base types on the other hand cannot be accessed. It is only accessible via operations. These base types allow efficient implementation in a general-purpose programming language, and are often supported inside the database query engine by specialized search accelerators.

There is growing consensus among OO database researchers that the collection of base types and associated search accelerators should be extensible [CaD96]. This gives a database designer the choice between implementing an entity either as atomic type, or as a database structure. Examples of data entities that are typically modeled as base types are lines and polygons in spatial systems, and image and sound data for multimedia applications.

3.1 MOA logical data model

The MOA data model is similar to well-known structural object data models like [CID92,SAB94]. At its basis, MOA accepts all atomic types of Monet (that is {bool, short, integer, float, double, long, string}) as base types. Since Monet can be extended with new atomic types, this automatically provides MOA with base type extensibility. The base types can be combined orthogonally using the structure primitives SET, TUPLE and OBJECT, which will be formalized in Section 3.3. A MOA database is formed by the collection of class- extents, which are sets for each type of object that contain all their instances. Figure 1 shows the MOA model for the TPC-D schema and illustrates the use of structures.

3.2 Monet physical binary model

Monet stores all data in Binary Association Tables (BATs). Figure 2 shows the design of the BAT structure. The left column of a BAT is referred to as head, the right column as tail. Due to the design of its datastructure, any BAT can always be viewed from two perspectives: its normal form bat (X, Y), and the mirror bat (Y, X), which has the head and tail columns swapped.

![Figure 1: MOA data model for the TPC-D database](image)

![Figure 2: The Binary Association Table (BA T) and its memory layout](image)
A BAT\[\beta_1, \beta_2\] is semantically equivalent to a subset of \(\mathcal{V}_{\beta_1, \beta_2}\):

A head-unique BAT\[\beta_1, \beta_2\] has unique values in the head column, so it is a subset of

\[
\{(x_i, y_i) \in \mathcal{V}_{\beta_1, \beta_2} | i \neq j \Rightarrow x_i \neq x_j\}
\]

An identified value set \(S\) is a set of pairs in which each value \(v_i\) is associated with an identifier \(id_i\) that is unique within the value set: \(S_r\) is called an IVS over \(\tau\) iff

\[
S \in \mathcal{P}(\mathcal{V}_{\{id, \tau\}}) \wedge \\
\forall (i, v) \in S : (i, v) \neq (j, w) \Rightarrow i \neq j
\]

Identifiers can be, and actually are, reused in different value sets. In this way the concept of synchronous value sets is defined:

Two identified value sets \(S_1\) and \(S_2\) are synchronous if

\[
\langle id_x, x \rangle \in S_1 \iff \langle id_y, y \rangle \in S_2
\]

So, each identifier-value pair in \(S_1\) has an identifier-value pair in \(S_2\) for which the identifiers correspond and vice versa.

We can now define the semantics of the structure functions recursively as follows.

A head-unique BAT \([oid, \beta]\) represents an identified value set \(S_3\).

A head-unique BAT \([oid, oid]\) in which the tail-values refer to database objects of class \(X\), represents an identified value set \(\{(id_i, X_i) | X_i \in X \land oid_i = oid(X_i)\}\).

If \(S_1, \ldots, S_n\) are mutually synchronous identified value sets, the structure function\(TUPLE(S_1, \ldots, S_n)\) defines a new value set:

\[
\{(id_i, \{v_{i1}, \ldots, v_{in}\}) | (id_i, v_{ij}) \in S_j\}
\]

The OBJECT structure function is identical to the TUPLE structure function. The ids associated with the tuples generated are the object identifiers.

If \(A\) is a BAT \([oid, oid]\) and \(S\) is an identified value set then the structure function SET\((A, S)\) defines the value set

\[
\{(oid_i, \{v_{ij}\}) | (oid_i, id_i) \in A \land (id_i, v_{ij}) \in S\}
\]

\(A\) serves as an index into value set \(S\).

If \(A\) is a BAT \([oid, \beta]\), then the structure function SET\((A)\) defines the value set:

\[
\{(oid_i, \{v_{ij}\}) | (oid_i, v_{ij}) \in A\}
\]

This an optimization of the previous way of storing sets, for the case that the set element value is simple (i.e. a base type or an object reference).

Because the structure functions all have identified value sets as operands and result in identified value sets, they can be composed to generate complex structured data. There is a one-to-one relationship between structures in the data model and structure functions in
the physical-to-logical mapping. This implies that any data type expressible in MOA can be represented by a set of BATs and a composition of structure functions.

In the remainder of this paper the symbol \( S \) is used to denote some composition of structure functions.

4 Query Execution

In the Magnum project, we aim at supporting a declarative object query language like SQL [AbK92] and ODMG-OQL [Cat94]. The preparatory stage, the translation of a declarative object query language into an object algebra, has been studied extensively [SAB94, SBB96] and an implementation of the ideas developed is on its way.

This section describes the MOA query algebra, which is designed to be an intermediate language. In the context of this paper however, it is our source language and the Monet Interpreter Language (MIL) is our target language.

4.1 MOA Query Algebra

The MOA query algebra is a standard object algebra. It contains the operations select, project, join, semijoin, union, intersection, difference, subset, in, nest, unnest, and aggregates that operate on sets; it allows access to attributes of tuples and objects; it supports operations on the atomic types and allows for method invocations on objects. Example descriptions of similar algebras may be found in [CID92, LMS93, SBB96].

\[
\text{project} <\text{year} : \text{year}, \text{sum(project[\text{revenue}](%2))} : \text{loss}> \]\(\text{nestdate}\)

\[
\text{project} <\text{year(order.orderdate)} : \text{date}, \text{sum(extendedprice,-(1.0, discount))} : \text{revenue}> \]\(\text{order} >\) (\text{the }\text{query}).

The MOA version of TPC-D query 13 displayed above provides a flavor of the algebra. This query analyzes the quality of work of a certain clerk. It combines two selections on \text{Item} – sold by a certain clerk, and having a return flag indicating that it was sent back with defects – computes a revenue lost per returned item, and then sums the losses over each year. The grouping of losses per year is done using nesting. The result of the query is projected into a set of \( <\text{year}, \text{loss}> \) tuples.

4.2 Monet Execution Algebra

The Monet Interface Language (MIL) consists of the BAT-algebra, which contains basic set operations, and a collection of control structures. BAT-algebra operations materialize their result and never change their operands.

The above primitives are sufficient to execute the majority of MOA constructs on Monet. Each BAT algebra primitive has a fixed semantics regarding what it expects in the columns of its parameters. If necessary you just use the mirror command to flip head and tail of a BAT; an operation free of cost. The semijoin operation is important, since it is heavily used for re-assembling vertically partitioned fragments (in Section 5.2 we will elaborate an efficient implementation of this operation). Note that the equi-join projects out the join columns, in order to keep the operation closed in the binary model. The unique produces its result by removing the duplicates from its operand.

<table>
<thead>
<tr>
<th>MIL command</th>
<th>informal semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB.mirror</td>
<td>{b \in \text{AB}, b \in \text{AB} }</td>
</tr>
<tr>
<td>AB.semijoin(CB)</td>
<td>{a \in \text{AB}, a \in \text{CD} \land a = c }</td>
</tr>
<tr>
<td>AB.join(CD)</td>
<td>{a \in \text{AB} \land b \in \text{CD} \land a = c }</td>
</tr>
<tr>
<td>AB.select(TL,Th)</td>
<td>{a \in \text{AB} \land b &gt; \text{TL} \land b &lt; \text{Th} }</td>
</tr>
<tr>
<td>AB.select(T)</td>
<td>{a \in \text{AB} \land b = \text{Th} }</td>
</tr>
<tr>
<td>AB.unique</td>
<td>{a \in \text{AB} }</td>
</tr>
<tr>
<td>AB.group</td>
<td>{a \in \text{AB}, b = \text{uniqueid}(d) }</td>
</tr>
<tr>
<td>AB.groupprog(CD)</td>
<td>{a \in \text{AB} \land b \in \text{CD} \land a = e }</td>
</tr>
<tr>
<td>AB.groupnest</td>
<td>{a \in \text{AB}, b = \text{uniqueid}(d) }</td>
</tr>
<tr>
<td>AB.mirror</td>
<td>{b \in \text{AB} }</td>
</tr>
<tr>
<td>AB.thetajoin</td>
<td>{a \in \text{AB} \land b = \text{AB} }</td>
</tr>
<tr>
<td>AB.aggcombine</td>
<td>{a \in \text{AB} \land b = \text{AB} }</td>
</tr>
<tr>
<td>AB.aggagg</td>
<td>{a \in \text{AB} \land b = \text{AB} }</td>
</tr>
<tr>
<td>AB.aggaggagg</td>
<td>{a \in \text{AB} \land b = \text{AB} }</td>
</tr>
</tbody>
</table>

Figure 4: BAT primitives for executing MOA queries

Operations on values (like arithmetic), and aggregate operations on BATs (like sum, avg, etc) are also part of MIL, but are omitted for brevity, just like the theta-join and some set-operations (difference, intersection, etc).

**grouping** The group operation introduces new \text{oids} for uniquely occurring values in a BAT column. In this definition, the unique\(\ldots\) function returns a new \text{oid} for each unique (combination of) parameter(s). This operation is used to implement SQL group by and MOA nest. For groupings on one attribute the unary version is used. For groupings on multiple attributes, this is followed up by binary group invocations till all attributes are processed. This is illustrated in Figure 5 by the grouping that occurs on the objects of interest according to \text{year} (the group operation assigns new \text{oids}, that are used as key for all three result BATs of the query).

**method invocation** The multiplex constructor \( [X] \) allows bulk application of any algebraic operation on all tail values of a BAT. Multiple BAT parameters can be given, in which case the algebraic operation is applied on all combinations of tail values over the natural join on head values. This operation is used to vectorize computations of expressions, and invocation of methods. As an example, in Figure 5 the expression (1\text{-}price)\*discount is vectorized in successive \([\ast]\) and \([-]\) operations.

**aggregation** The set-aggregate constructor is used for bulk aggregation. It is defined for each aggregate function \text{Y} that maps a set to some value. The set-aggregate version {\text{Y}}() groups over the head of the BAT and calculates for each formed set of tail values an aggregate result. With this construct, we can execute nested aggregates in one go, rather than having to do iterative calls to some function on nested collections.

4.3 MOA to MIL transformation

The idea behind the algebra implementation is to translate a query on the representation of the structured operands into a representation of the structured query result. Figure 6 illustrates this process: the query is a MOA expression on a structure expression on BATs, and its translation is a MIL program on the operand BATs that generates result BATs, which in turn are operands of another structure expression that represents the result.

Formally, this implementation is described as follows: Assume that we execute MOA-operation \text{moa} on the structured data value \( X \). \( X \) is stored in BATs \( X_1, \ldots, X_n \), and there is a structure function \( S_X \), such
that \( \mathcal{S}_X(X_1, \ldots, X_n) = X \). The implementation of operation \texttt{moa} consists of a MIL-program \texttt{mil}, that results in BATs \( Y_1, \ldots, Y_m \), and a structure function \( \mathcal{S}_Y \), taking \( Y_1, \ldots, Y_m \) as operands, so that

\[
\mathcal{S}_Y(\texttt{mil}(X_1, \ldots, X_n)) = \texttt{moa}(X)
\]

Because the operations in MIL and in MOA, and the structure functions have a formal semantics, it is possible to prove the correctness of implementation of MOA on MIL. A detailed discussion of this issue is beyond the scope of this paper. Informally, a correct implementation can be described as an implementation for which both gray paths in Figure 6 yield the same result.

For each operation in MOA, a transformation rule for the translation of the operation into a MIL program and structure function is generated. The MOA implementation consists of a straightforward term rewriter. Figure 5 shows the MIL translation of TPC-D query 13. We illustrate the simplicity of the transformation rules with a few examples:

4.3.1 Selection

The syntax for a selection in MOA is:

\[
\texttt{select}[f()](X),
\]

in which \( X \) is an expression, that evaluates to the set \( \{ x \} \), and \( f() \) is a boolean operation on the elements in \( X \). The semantics of this selection expression is \( \{ x \mid f(x) \} \). The transformation rule for selections is:

\[
\texttt{select}(f())\{A, X\} \rightarrow \texttt{SET} (\texttt{semijoin}(A, \texttt{T}(f()) X), X).
\]

Because the selection operation operates on sets, the translation of the operands of a syntactically correct MOA selection expression is always of the form \( \texttt{SET} (A, X) \), with \( A \) as set index and \( X \) as identified value set. In this rule, \( \texttt{T}(f()) \) is the translation of the selection predicate \( f() \) on the operands value-set \( X \). The selection predicate has to be a boolean function on the value set; it is translated via its own transformation rule into a BA T containing the ids of the qualifying values in value set \( X \). A new setindex is generated via a semijoin.

4.3.2 Operations on set-valued attributes

Structures in MOA may be nested, and therefore, set-valued attributes may occur. The Supplier class in the TPC-D benchmark is an example. Assume that we want to retrieve, for each supplier, the set of parts that supplies. The transformation rule for selection set-valued attributes may occur. The Supplier class in the TPC-D benchmark is an example. Assume that we want to retrieve, for each supplier, the set of parts that are out of stock, so that \texttt{available} is equal to \texttt{0}. In MOA this query is expressed as follows:

\[
\texttt{project}(<\texttt{name}, \\
\texttt{select}[\texttt{available} = 0](\texttt{supplies})> \texttt{[Supplier]}).
\]

This query contains a selection on set-valued attribute \texttt{supplies}. The transformation rule for selection set-valued attributes is identical to the rule a selection on a single set. If operand \( X \) in Section 4.3.1 is interpreted as an identified set of set values, the transformation of this expression results in the correct identified set of reduced set values.

Here we see one of the beneficial effects of storing nested sets in a flattened model: instead of executing repeated selections for each nested set, we can do all work together in one selection on the flattened representation. Similar efficient translations are made for other nested set-operations like union, difference, and intersection.

5 Monet Implementation

This section describes some aspects of the Monet implementation that are heavily used in the TPC-D implementation.

5.1 Property Management

The Monet kernel generally contains multiple implementations for each algebraic operation. For instance, for the \texttt{semijoin} there is a \texttt{hashsemijoin} implementation, but also \texttt{mergesemijoin}, that assumes the join columns of both BATs to be ordered. The most particular variant is the \texttt{syncsemijoin}, that using the knowledge that the join columns are exactly equal just returns a copy of its left operand BAT.

The philosophy of Monet is that the algebraic commands do an additional \texttt{dynamic optimization} step just before execution. Depending on the state of the system, and the state of the operands, a run-time choice between the available algorithms can be made. To this end, Monet keeps track of various properties of
permanent and intermediate BATs. We focus here on three BAT properties that are maintained by the kernel on each column. The following are examples of such properties:

ordered(BAT) is true, if the head column of stored in ascending order.

key(BAT) is true, if the head column of the BAT does not contain duplicate elements.

synced(BAT1,BAT2) is true, if the BUNs in both BATs correspond by position. The most common case for this is that the head columns of the two BATs are exactly identical.

Once set, these properties are actively guarded by the kernel. When updates occur, they are rechecked, and switched off if necessary. Each MIL command has a propagation rule for propagating the properties of its parameters onto its result. For example, a semijoin will propagate the key properties on both head and tail of its left operand onto the result, a rangeselect will propagate the ordered information on both head and tail to the result.

5.2 The Datavector Accelerator

OLAP queries as found in the TPC-D benchmark, typically consist of two phases:

- first, they select an interesting subset of objects; using some selection-attributes.
- then, in a second phase, computation of expressions and aggregations on other attributes of the selected objects takes place. Let us call these the value-attributes.

These trends can be observed also in TPC-D query 13 and are indicated in Figure 5.

When the database hotset outgrows main memory, algorithms using sorted tables like merge-join, merge-semijoin, and binary search selection tend to work best in Monet, because they have sequential access patterns and can better be supported by the OS virtual memory pager.

For doing the selection on the selection-attributes, one would prefer to have attribute BATs ordered on attribute value (tail column), in order to use binary search selection.

To do computation and aggregation on the value-attributes of the selected objects, one needs to do semijoins between the value-attribute BATs and the made selection. Observe that although multiple semijoins may be necessary, many of those will be very similar: they will semijoin the same selected oids from the attribute BATs.

This leads to conflicting clustering-requirements: selection-attributes require sorting on tail, whereas value-attributes require sorting on oid. Also, attributes have different roles – value or selection – in different queries.

The solution explored here is to store all attributes ordered on tail: this favors the access from values to oids (e.g. selections, and joins on attribute values). The path in the opposite direction, from oids to values is then tackled by using a fully vectorized representation of the n-ary table into one vector of oids and n vectors with attribute values, that are all stored in oid

[2] Unary BATs are of course a contradiction. We mean BATs that have the zero-space type void in one column.

[Figure 7: Datavector Creation through Project and Sort]
Associated with the left operand BAT are both the extent and the datavector (lines 3–4). For ease of reading both are displayed here as simple arrays. If it is the first time that B is used as right operand for a semijoin, then lookup has to be performed (line 7). All elements of B are looked up in the extent (line 10–11). The extent is always kept sorted, so this lookup can be implemented efficiently using \textit{probe-based} binary search. For each hit, the array index is saved in the \textsc{lookup} array (line 12). It is kept there for later use, so subsequent semijoins with B not re-do the lookup effort. The insertion phase walks through the \textsc{lookup} array, and fetches the matching head and tail values from respectively \textsc{extent} and vector (lines 17–19).

5.2.2 IO Cost Model

On the one hand, Monet benefits from the full vertical fragmentation (less IO, narrow tables), on the other, it has to face the extra semijoins to recombine fragments. This section analyses the resulting performance trade-off via a small performance model, in which the costs the Monet approach are compared to non-decomposed relational approach. As doing some semijoins poses no performance problem in main memory, we focus here on the IO bound situation. That is, we assume cold memory mapped BATs, such that every access to them will cause page faults.

We are interested for expected number \(E\) of B-byte disk pages to be retrieved (or: virtual memory page faults) for doing a selection with selectivity \(s\) followed by a projection to \(p\) attributes in an \(n\)-ary table. This \(n\)-ary table has \(X\) rows which are \(n \times w\) bytes wide, where \(w\) is taken uniform as the byte width of one value:

\[
E_{\text{rel}}(s) = \frac{X}{\text{io}} + \frac{X}{\text{io}} \cdot (1 - (1 - s)^C_{\text{rel}})
\]

is the expected number of disk blocks to fetch when using a relational strategy where the database table is stored without decomposition. The first component is the IO cost of discovering which tuples participate in the selection. This can most efficiently be done using an index; in this case we assume an inverted-list, implemented as an array of \([\text{value, tuple-pointer}]\). The number of inverted-list tuples per page \(C_{\text{inv}} = \frac{B}{w}\). The second component models – unclustered – retrieval itself. It is a multiplication of the number of pages with the probability that at least one row in a page is selected. The number of rows per page \(C_{\text{rel}} = \left\lfloor \frac{B}{w} \right\rfloor \) is the extent performed during the first datavector semijoin on attribute values, we then reordered all tables on tail column. Initially, all tables were sorted on \texttt{oid} (head column), so it was cheap to create datavectors on them: we just had to make a projection on tail column for each attribute BAT. Creating the extents and the datavectors took about half an hour.

In order to efficiently execute selections and joins on attribute values, we then reordered all tables on tail values. This took an additional hour. In total, the TPC-D database occupies 1.6GB of disk space (of which 300MB in data vectors, and 1.3 GB as base data).

All MOA versions of the TPC-D queries were fed through the translator – which takes no significant time – and executed in a sequence on the Monet backend. Figure 9 shows the absolute performance results in elapsed seconds. To provide more insight, we also include stats on the number of page faults, the selectivity in the main table (\texttt{Item} has 6 million tuples), the total size of all intermediate results, and the maximum memory consumption during query execution.

6.1 Hardware

The hardware platform used for experimentation was a Sun SuperSpade 3041 (performing at 98.1 SPECint) running Solaris 5.3. The machine had two internal 4GB Seagate ST15150W disks (9 ms access time, 6MB/s throughput), of which one was used as root file system and swap area, the other one for storing our TPC-D data. The only other known TPC-D numbers for the 1GB benchmark are the official IBM numbers, obtained on a PentiumPro 200 Mz PC

\[ \begin{align*}
E_{\text{inv}}(p) &= \frac{X}{\text{io}} + \frac{X}{\text{io}} \cdot (1 - (1 - s)^C_{\text{rel}}) \\
E_{\text{rel}}(s) &= \frac{X}{\text{io}} + \frac{X}{\text{io}} \cdot (1 - (1 - s)^C_{\text{rel}})
\end{align*} \]

Figure 8 displays the projected cost with parameters derived from the 1GB TPC-D \texttt{Item} table (\(X = 6000000, n = 16, w = 4, B = 4096\)). The fat line shows the model for the relational storage case. The thin lines show the Monet case for various values of \(p\). It shows that Monet’s datavector semijoin strategy is generally more efficient than the relational approach, apart from very low values of \(s\), e.g. the crossover point for \(n = 16, p = 3\) is at \(s \approx 0.004\).
(performing at 351 SPECint) running Windows NT 3.51. This configuration had an ultrawide SCSI controller, with four UltraStor XP disks (9 ms access time, 10MB/s throughput). Both platforms had a total of 128MB memory. Note that the IBM is about 3 times more powerful than our hardware.

### 6.2 Analysis

We see the best side of Monet in e.g. in queries 3, 4, 6, 7, 9, 10 and 14. The I/O cost model (Section 5.2.2) also shows Monet to be at a relative disadvantage on low selectivity values or when very small results are obtained. This effect can indeed be seen in the relatively lagging performance of queries 2, 11 and 13 (which has p = 3, and s = 0.001). Only on query 1, the database hot-set outgrows main-memory size. This query has a selectivity 98% over the 6 million line items. Under such conditions, our algebraic buffer management starts to save intermediate results to disk to make room in main memory. A test run with explicit buffer management omitted, choked the system by excessive swapping. This shows the viability of our approach of including OS buffer management advise as an algebraic alternative in the query transformation. It should however be noted that Monet’s policy of materializing intermediate results here is a disadvantage. Lagging performance for queries 5, 8 and 12 is related to a high number of page faults when processing complex sequences of joins. We think that more optimization could improve these numbers.

### 6.2.1 Detailed Performance Trace

To discuss Monet’s performance in more detail. Figure 10 shows the execution results of a simplified version of the MOA translation of Q13 to MIL.

The query starts with selecting all orders from `Order_clerk[oid,string]` for a certain clerk. Efficient binary search can be used, and the results are all stored consecutively, so this operation causes very few page faults. The returned 1459 orders are then joined with the `Item_returnflags[oid,char]` to get to the line items. Actually the `orders[oid, oid]` is also ordered on tail, so the mergejoin implementation is used. In line 3 we semijoin them to get returnflags. This semijoin will go into the datavector-semijoin implementation, since the `Item_returnflags[oid,char]` is not sorted on `oid`, but has a datavector attached to it. The selection on the `returns[oid,char]` with 5929 elements is cheap. The following join (line 5) is again a merge-join, since we still have sorted `oid`. In lines 7-9 the grouping in classes according to year of the order is determined. Note the use of the multiplex `[year]()` operator to extract years from the sets of dates. The semijoin in 10 is again a datavector-semijoin. This is cheap, because the previous datavector-semijoin (line 3) has already blazed the trail into the extent. The costs are just the costs of fetching values from the vector; this repeats itself in line 11. The two multiplex operations that follow can be executed very efficiently, since the Monet kernel knows that the BATs `_prices[oid,float]` and `_discount[oid,float]` are synced. Both stem from a semijoin with a 100% match with the small relation `criterms[oid, oid]`, so they again are synced.

The result of the query are the three BATs IN-
DEX[void, oid], YEAR[oid,int] and LOSS[oid,flt]. MOA looks at them through through the structure function SET(\{INDEX, TUPLE\ \{YEAR, LOSS\}\})

As we have seen, the active use of properties by the Monet kernel enables it to successfully choose efficient implementations at run-time, the datavector-semijoin being a winner among them: in many TPC-D queries it reduces the cost of multiple semijoins by more than half. Due to this intelligent semijoin execution, Monet is able to avoid being punished for its use of full vertical fragmentation, and is able to reap the benefits – namely – doing IO on very thin tables.

7 Conclusions

The large scale experiment reported here demonstrates progress in two key areas of modern database management. First, the experiments demonstrate convincingly that a DBMS kernel based on binary associations and a strong bias to exploit main-memory algorithms can be scaled to accommodate a disk-based decision support benchmark. Second, the mapping of an object-algebra to the binary relational platform using transformation rules can be achieved and proved correct. Taken together our results mark progress in developing small, yet extensible database kernels, which are applicable to a wide variety of database application scenarios using an object-oriented interface (See also, [BKK96,BQK96,HKM95]).

Currently, we are integrating the work on object database language bindings and method invocation described in [BKK96] into the algebraic context. More structure primitives, like the list, bag, and array, will be included in MOA. Research goals for Monet include further scaling of the database kernel technology to over 100GB databases via the exploitation of parallelism. Our experience from PRISMA [WFA95] is being used in a project were the MOA implementation will be extended to generate heterogeneously parallel MIL programs.
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