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ABSTRACT 
This undergraduate student paper explores usage of mixed 
reality techniques as support tools for conceptual design. A 
proof-of-concept was developed to illustrate this principle. 
Using this as an example, a small group of designers was 
interviewed to determine their views on the use of this 
technology. These interviews are the main contribution of this 
paper. Several interesting applications were determined, 
suggesting possible usage in a wide range of domains. Paper-
based sketching, mixed reality and sketch augmentation 
techniques complement each other, and the combination results 
in a highly intuitive interface. 

Keywords 
Mixed reality, sketch based design, sketch augmentation, paper 
based interface, computer supported design, design tool 

1. INTRODUCTION 
For thousands of years, paper has served as one of our primary 
forms of communication. Paper is cheap, light, easily carried 
around and can be viewed from various orientations. In 
contrast, digital media usually requires displays which tend to 
be expensive, awkward to carry around and usually has the user 
positioned directly in front to view it clearly [1]. Despite the 
fact that usage of digital media allows for a wider range of 
expressions, we find that current technology rather than 
replacing paper has increased our use of it [2]. Books, 
calendars, newspapers and memo’s are still mainly read on 
paper, and chances are that you are reading these words on 
paper.  

Visually oriented designers tend to work in a very rich 
environment with a wide variety of tools and materials to hand. 
Computers are little used in the early, most creative stages of 
designing [3]. Sketching is still very characteristic of these early 
stages and paper and pencil is still the medium of choice in 
many design professions. The design process can be described 
as a visual task, where ideas must be visualized in order to 
evaluate relationships among them and drawn representations of 
these ideas are important in order to make spatial inferences [4]. 
The vagueness seems to play an important part in the creative 
process, allowing exploration and reinterpretation of ideas [4]. 
Currently available Computer Aided Design (CAD) systems  
 

usually require structured information, making it difficult to 
explore incomplete ideas. 

In the development of software that assists in the design 
process, it is important to understand the user to some degree. 
Since the introduction of the personal computer in the design 
studio, its influence in conceptual design has been uncertain [5]. 
Professional design offices, even with young designers still use 
traditional or analog media as sketches for ideation [6]. 

Designers who are discussing and brainstorming usually work 
in a studio surrounded with sketches. Many designers prefer to 
use paper media in order to communicate concepts and ideas in 
the early stages of a given project [7, 8, 9]. Currently, new 
sketches are mainly created directly on paper on the drafting 
table before developing a digital mock-up model on the 
computer.  

This digital model can be physically expressed through rapid 
prototyping techniques [10]. This entails the automatic 
construction of physical objects using solid freeform 
fabrication. The most common purpose of rapid prototyping 
remains the production of prototypes or scale models [11]. The 
models, both virtual and physical, lead to new ideas, new 
sketches and eventually this refining process leads to a final 
product. Even before an external representation, cognitive 
structures concerning mental images assist the designer to begin 
conception [12]. Blinn [13] postulates that the creative process 
has two phases: firstly, moving from chaos to order and 
secondly, from ideation to implementation. Most computer-
based design tools are primarily focused on the second phase, 
and there is limited support for digital tools where people can 
play with ideas in a freeform manner.  

For novice designers dealing with complex shapes, an intuitive 
representation is needed in order to understand the concept and 
overcome design issues [14], and the initial sketches have 
proven to be difficult to grasp fully. With new technology it 
may be possible to enhance this process. We propose that a 
novel combination of mixed reality techniques and digital 
sketch augmentation would be able to create an interpretation 
directly from an initial sketch on paper in an intuitive and 
relatively freeform manner, suitable for supporting conceptual 
design. We developed a working prototype that enhances and 
supports paper-based sketching in the early, conceptual stages 
of the design process. This prototype was then used as an 
illustration to explore how such a system may improve upon 
current practices and in what ways it could contribute to or 
otherwise enhance the design process.  

In this paper we first present a prototype that combines 
augmented reality with sketch inferring techniques. This 
program mimics the process of moving from paper sketch to 
scale model and its main purpose is to serve as a proof-of-
concept for mixed reality sketch augmentation. We then explore 
how such a system could aid in the design process by having 
discussions with several designers after the prototype was 
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demonstrated to them.  In these discussions we identify various 
applications and suitable domains for the combination of sketch 
augmentation and mixed reality techniques. Although the 
prototype’s workings will be described in detail, the main focus 
of this research lies with the designers’ opinion on how paper-
based augmented reality technology could be useful to them. 

Our findings were encouraging and we suggest that there may 
be applications in other domains such as art and entertainment. 

2. RELATED WORK 
There have been several research projects that have investigated 
various means of linking paper to digital media in an attempt to 
combine the advantages of both approaches [15, 16]. The 
Digital Desk [15, 17] is a real physical desk, which projects 
electronic images down onto the desk and upon paper 
documents and responds to interaction with pens or bare 
fingers. The digital desk is also able to read paper documents 
placed on the desk and create electronic copies.  

Researchers such as Ishii [18] have explored the use of tangible 
object interfaces for tabletop collaboration. Regenbrecht 
extends the idea of tangible user interfaces and demonstrates the 
benefits in a novel video conference system [19]. 

Using sketches as a basis for 3D models has also been 
researched, and is even commercially available. In [20] 3D 
models are inferred directly from a sketch, as a more intuitive 
modeling tool for non-expert users. Sketching interfaces for 
freeform models are explored in [21], which resulted in Teddy, 
a real-time java application that constructs plausible 3D 
polygonal surfaces from a 2D silhouette. Teddy was designed to 
work with a stylus and is controlled with gestures. 

The modeling tool Shapeshop [22] uses procedural implicit 
surface techniques to quickly assemble 3D models from 
sketches. As is the case with [20] and [21], the sketches are 
fully digital.  

Solutions proposed to integrate the sketch in the digital design 
process exist in various forms as well. The Sketchpad project 
[23] serves indirectly as the inspiration for most modern CAD 
software. Another approach is digitally imitating a real sketch 
[24] or using sketches as command triggers because of their 
intuitive characteristics [25]. 

3. AUGMENTED RACETRACK DESIGN 
When discussing a new technology a lot of imagination is 
needed in order to discuss its various aspects. By demonstrating 
a prototype the technology becomes less abstract, and more 
informed opinions can be expressed. For this reason we have 
developed a proof-of-concept that illustrates various concepts 
and possibilities of mixed reality sketch augmentation. 

The key points of interest that were chosen include intuitive 
usage, 3D interpretation, freeform sketching, real-time 
performance and animation. These concepts highlight various 
strong points in both paper-based sketching and virtual 
modeling.  

In contrast to the systems mentioned in section 2, our prototype 
seeks to support conceptual sketching through mixed reality 
with a purely physical interface. 

3.1 Hardware composition 
As one of the goals of the prototype was accessibility, some 
effort was made to avoid exotic hardware of any kind. We 
postulate that familiarity with the hardware involved reduces 
the perceived complexity of the operating procedures. 

The equipment required for augmented reality applications 
generally includes a camera, a display method and a computer. 
The development system consisted of a common webcam and a 
laptop computer. The webcams quality is important for the 
program, where lower resolutions decrease the fidelity of the 
final model and lower frame rates have proven to be detrimental 
to the user experience. The webcams frame rate is a bottleneck 
in the programs and may result in slower than real-time 
behavior that negatively impacts users’ experience. Another 
notable issue is the amount of noise in the image, as this 
directly influences the frame-to-frame stability and precision of 
the generated model. The final augmented video stream is 
shown on the laptop screen. 

3.2 Software Architecture 
Three public libraries were selected as a basis for the 
Augmented Reality eXperimental (ARX) program. Augmented 
Reality techniques were adapted from the ARToolkit [26], with 
additional image processing done with openCV [27]. Finally, 
the resulting scene was composited and displayed with the 
openscenegraph (OSG) library [28]. From a high level 
perspective there are two phases in the program: processing the 
video data, and generating the various models. 

Firstly, the program captures a video frame and attempts to 
locate a square with a thick black border, presumably on a piece 
of paper. If a square is found in the video image, it is distorted 
through some geometric transformation dependant on the 
physical position and orientation of the square relative to the 
camera. This transformation can be determined and used to 
normalize the image. We will elaborate on this in section 3.3. 
After normalizing the image, the pattern within the square is 
analyzed and a 3D model is generated. The 3D model is further 
refined in order to determine a path, which is used to guide an 
animated model. This process will be detailed in section 3.4. 

3.3 Paper tracking 
For determining the position and orientation of the target sketch 
to the camera we make use of the ARToolkit library, which is a 
relatively simple marker-based optical tracking system, and 
allows virtual imagery to be superimposed upon live video of 
the real world. The library is designed to work with webcams or 
video cameras and with uniquely identifiable fiduciary markers.  

Originally the process includes symbol recognition, but in our 
ARX program this aspect of the process from ARToolkit has 
been replaced by image analysis and model generation code. 
From the original process both the marker detection and the 
transformation calculation have been preserved.  

 

Figure 1 - Fiduciary marker with a racetrack sketch 

The camera captures a video image of the real world and sends 
it to the computer. This image is then converted to black and 
white and searched for any black square shapes. This a typical 
description of a fiduciary marker [Fig.1] commonly used in 
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marker-based augmented reality applications [29, 30]. If such a 
fiduciary square is found, the position and orientation of the 
square relative to the camera is calculated. The library then 
proceeds to normalize the contents of the square to a fixed 
resolution and orientation [Fig.2]. In the original application 
this is then used to match against a library of known symbols, 
but in our system it is the basis upon which a model is 
generated. 

 

Figure 2 - Normalized sketch 

3.4 Model generation 
The basic image format consists of color values per pixel. The 
tracking process normalizes the image resolution and 
orientation, which ensures that the image is stable when 
compared to the previous video frame. In our system multiple 
models are generated from this image, varying slightly in the 
level of processing needed.  

The first model which is generated is a heightfield [Fig.3], 
which interprets the color of each pixel as a height value for a 
regular grid. 

 

Figure 3 - Generated 3D heightfield 

The second model which is generated is the road, which is 
placed on top of the heightfield. This model is acquired by 
contour analysis of the image [Fig.4], which should result in 
two contours – the inner and outer edges of any lines drawn. 
These lists of points usually resemble each other in shape, but 
the number of points in both lists varies greatly. In order to 
create a visible road a simple method was devised to create a 
triangle strip. For this algorithm, it is assumed that exactly two 
contours are found in the contour analysis, and if more than two 
were found only the first two are used in the model generation. 
These lists are compared to one another and for each point from 
the outer contour the nearest point in the inner contour is found. 
These connections form a strip which can be drawn. 

 

Figure 4 - Contours found in the image 

This approach places several restrictions on the drawing, such 
as requiring the line to be thick enough to result in two 
contours. Another limitation is that the line must form a loop 
and may not cross. Although these are not severe limitations in 
the specific case of racetrack design, the freeform nature of 
sketching is impeded because of this. Ignoring the 
aforementioned limitations of the ARX program tends to result 
in slightly unexpected behavior.  

The third and last generated model concerns the path which the 
car should follow. This model is based on the road model, and 
approximates the central line found in the road [Fig.5]. The path 
is constructed from the road model, by taking the midpoints 
between each pair of vertices. 

 

Figure 5 - Path on top of model 

The car position and orientation is determined by finding the 
closest point on the path to the cars’ current position, 
determining the next point in the path and steering the car 
towards this next point. 

At the final stage in the image assembly all the generated 
models are combined and textured [Fig.6]. The position and 
orientation of the paper in relation to the camera, which was 
determined at an earlier stage, is now applied to the entire 
generated model, giving the illusion that the model sticks on top 
of the paper. 

 

Figure 6 - Completed model 
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4. DESIGNER FEEDBACK 
After the prototype was completed we performed a small-scale 
user research. We focus on using the combination of mixed 
reality techniques and sketch augmentation as a design support 
tool, and as such we have conducted several interviews with the 
prospective users of such a tool. We will first describe the 
subject group and the structure of the interview, followed by 
short descriptions and rationale of each question asked. 

4.1 User group 
The prospective users are mainly designers, and as such we 
have interviewed mainly industrial design undergraduates and 
researchers. A total of 9 interviews were conducted, all of 
which were conducted at the University of Twente, but the 
individual specializations and aptitudes of the interviewees 
were relatively varied. The interviews included both men and 
women, and ages ranged from around 20 to around 50 years 
old. All of the subjects were familiar with both CAD 
applications and rapid prototyping, and some had experience in 
digital sketching. 

4.2 Interview structure 
The interviews started with a short introduction on what the 
research is about and what the ARX program does. After this 
introduction, the prototype program is presented as a proof-of-
concept for mixed reality sketch augmentation and the 
interviewee is provided with an opportunity to try it out for him 
or herself. Afterwards, a list of five thematic questions is 
discussed. The questions are expected to provoke a discussion 
in which interesting opinions arise. In some cases the questions 
were supplemented with follow-up examples, clarifications or 
slight variations on the original question.  

The first theme focuses on the concept of using paper as an 
input device, the second attempts to find some benefit to using 
mixed reality techniques. Third is a comparison with rapid 
prototyping as a conception tool and fourth is an inquiry as to 
the perceived usefulness of a tool such as the ARX program in 
the design process. The fifth and last theme is an opportunity 
for the designer to voice opinions on altering or improving the 
program in any way. 

4.3 Paper as an input medium 
We have chosen paper as an input medium with the assumption 
that it is a very intuitive and convenient medium when 
attempting to communicate sketched ideas. However, when 
compared to input devices such as mice and keyboards it 
becomes clear that paper also has a lot of disadvantages for 
digital purposes, such as the precision and interpretation 
aspects. At this point, we ask the designer to form an opinion on 
using paper directly as an input device for the computer. 

Several designers had a personal preference for working with 
paper instead of digital input devices such as mice or even a 
tablet. The tactile and immediate visual feedback provided by 
paper plays an important role in the ideation experience. 

Another common response was that paper is a more accessible 
medium than a mouse or keyboard approach, needing far less 
experience for effective use. Input devices require a certain 
amount of knowledge to operate, and in this case these 
prerequisites have been reduced to a minimum. This would 
allow a wide range of people to make use of it. 

The matter of expressive freedom seems to play a minor role, as 
this can largely be compensated for with experience. It seems 
that when one starts to work with a new medium the 
possibilities seem endless, and only when the user becomes 

proficient the medium’s limitations start to restrict the design 
experience. When the purpose of the supporting program is to 
assist in the conception stage, the tools’ accuracy does not need 
to be very high. 

4.4 Mixed reality for design tools 
A second matter which is discussed is the perceived benefit of 
using mixed reality techniques in design tools. While multiple 
techniques may perform the integration of the virtual and the 
real world, we mainly discuss the technique used in the ARX 
prototype, namely marker-based superimposition of virtual 
models in a video feed. 

The largest advantage of using this technique is that the real 
world is being used as a context for the design. While the ARX 
program is too limited to make use of this, one could imagine 
augmented sketches being used as a preview method. For 
example, one designer suggested placing a sketch on a curved 
surface and then seeing the surface covered in the sketch. 

Another advantage is that the generated model feels more 
realistic, and closer to being physical than when viewing it on a 
screen. The responsiveness of the program forms a sharp 
contrast with the normal workflow for CAD applications, and 
was mentioned to be a welcome change from typical computer 
based design tools. 

4.5 Conventional design tools 
The third question asks the designer to compare the ARX 
program to another, more conventional design tool – namely 3D 
printing and other rapid prototyping techniques. When the 
intent of using a specific design tool is to clarify or explore 
concepts the two can be compared in some ways, although the 
techniques remain very different. 

Various differences of the ARX program were noted, such as 
the dynamic appearance of the prototypes when compared to 
the static models that are produced by 3D printing. Even though 
the virtual model can display more varied behavior, it cannot 
perform all of the roles from physical models. For example, 
physical models are also used to confirm behavior and shapes, 
which have been conceived as a sketch or virtual model but 
remain theoretical until they have been physically created. 

4.6 Usefulness 
It is then that we turn our attention to the usefulness of the 
proposed technique as a design tool. We ask if this kind of tool 
would be useful in the design process in general, whether its 
usefulness is limited to specific domains.  

It seems that it is too early to determine a specific use of this 
technology, but an interesting possibility is to engage a larger 
group of people in the early stages of the design process. 
Usually, a textual or verbal description is given on what kind of 
product is desired, after which designers go through the design 
process with a limited amount of communication and feedback 
with the original contractors. The accessibility of this type of 
technology allows the original contractors to play a larger, more 
effective role in the conception stage. 

Some immediate domains that may benefit from such a tool 
were identified: city planning, landscaping and interior 
decoration for example. Three dimensional modeling would 
require a lot more from the sketch augmentation, although the 
ARX example of shape extrusion seems useful for detail work 
on the outer layer of larger models. Adding detail ornaments on 
an otherwise complete CAD-model is currently a rather time-
consuming task, and because of this it is considered not 
practical to experiment with various patterns.  
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The animations in the prototype seemed useful, for example in 
visualizing traffic flow. For these types of applications the 
paper interface is considered inadequate, but a touch screen 
would provide a reasonable alternative. 

Several designers also suggested that a combination of the ARX 
program with 3D printing or milling would provide an alternate, 
faster though less accurate workflow and would allow a 
designer to see his or her ideas become reality in a more swift 
and intuitive manner. This would allow much more 
experimentation than is currently feasible in a limited period of 
time, which can potentially lead to higher quality products. 

Another area where this type of program may be useful is in 
teaching the design process. Currently the industrial design 
curriculum at the University of Twente contains both sketching 
on paper and CAD applications, and paper-based sketch 
augmentation may assist in smoothing the transition between 
the two. 

4.7 Suggestions 
The last question offers the designer a chance to opinionate 
improvements or alterations for the ARX program. In the course 
of the interview many ideas are generated, some of which only 
require minor adjustments to the program. 

Some suggestions we received were the inclusion of more 
elaborate pattern recognition, most notably symbol recognition. 
This would allow for more elaborate scene compositions, and 
would focus more on specific domains. A typical example of an 
interesting program that makes use of this is the design of 
electrical circuits. Another suggestion was to port the program 
to a smart phone, so that the experience becomes more 
ubiquitous. This could make it simpler for users to become 
engaged in the design process, for example by drawing on a 
napkin. One designer suggested focusing on incrementally 
updating sketches, using computer hardware to save and print 
out ‘backup’ sketches. The printing process could be integrated 
with conventional rapid prototyping, further simplifying the 
designers’ regular workflow. 

5. DISCUSSION 
We have seen many possible applications for the combination 
of mixed reality and sketch augmentation and we feel that these 
techniques complement each other and have a positive 
synergetic relation. That being said, we have only superficially 
explored this combination and during the interviews it became 
clear that many aspects from both the individual techniques and 
the combination warrant a more thorough investigation. 

All of the interviewees had a positive attitude with regard to the 
concept as a whole, but some also noted that this is probably a 
transitional type of technology – while paper usage has been 
and still is very widespread, some designers mentioned during 
the interviews that they believe that some form of digital media 
might take its place. 

5.1 Further development 
While demonstrating the prototype, many possible 
improvements were suggested. These suggestions could roughly 
be separated in improvements to the mixed reality techniques 
and improvements to the sketch augmentation. As we did not 
make use of the state of the art of either, these aspects of the 
program leave a lot to be desired. 

One of the main shortcomings of the ARX prototype is the 
limited drawing space within the fiduciary marker. There are 
various possible approaches to address this problem, such as 
separating the marker tracking from the model generation. This 

approach would use the space next to the marker as a basis for 
model generation instead of the space inside the marker. 
Another approach to this problem is to disregard the use of 
markers and attempt to detect sketches by point of interest 
tracking. 

The techniques and hardware that were used resulted in a 
somewhat unstable image, which was somewhat sensitive to 
lighting conditions. We expect that both better hardware and 
more advanced mixed reality techniques may greatly improve 
the programs user experience. 

A very different aspect of the prototype that can be improved 
upon is the sketch augmentation process, as the approach we 
used is neither generic nor efficient. An interesting extension 
would be to support the interpretation of colors, instead of only 
black and white. 

The interpretation process could conceivably be extended with 
various optical pattern recognition techniques, such as symbol 
recognition or edge detection. Most of the future systems 
proposed by the designers in fact require some of these 
techniques in order to function properly. 

5.2 Further research 
Other areas that may be of academic interest are possible 
applications other than as a design tool. This type of technique 
may be useful for example in the entertainment industry or for 
art conception or production. 

We also feel that the ubiquitous nature of mixed reality sketch 
augmentation has contributed to its positive reception. The 
combination of technologies may be compounded further with 
other ‘natural’ interface techniques such as speech recognition, 
in order to provide users with a more complete and intuitive 
interface that helps to resolve ambiguity in drawings. 

6. CONCLUSION 
We have presented a prototype that demonstrates the principle 
of paper-based mixed reality sketch augmentation. We 
conducted several interviews with industrial design students 
and teachers where we demonstrated the ARX program and 
explored various aspects of such a tool. We have found that 
several designers displayed a preference for conceptualizing on 
paper. 

Currently, mixed reality sketch augmentation would mostly be 
useful in the ideation stage of the design process, but many 
other possible applications have been identified. 

Several interesting suggestions for digitally augmenting the 
design process through paper-based sketches were also obtained 
during the interviews, such as adding ‘save-and-restore’ 
capabilities to sketching or using it as a direct interface for 
rapid prototyping or milling systems. 

In conclusion, paper-based sketching, mixed reality and sketch 
augmentation techniques complement each other, and the 
combination results in a highly intuitive interface that mediates 
between freehand drawing and computer aided modeling while 
preserving the context provided by the physical world and the 
tactile feedback provided by paper. 
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