Intrinsically Interpretable Image Recognition with Neural Prototype Trees
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Figure 1: A ProtoTree is a globally interpretable model faithfully explaining its entire reasoning (left, partially shown). Additionally, the decision making process for a single prediction can be followed (right): the presence of a red chest and black wing, and the absence of a black stripe near the eye, identifies a Scarlet Tanager. A pruned ProtoTree learns roughly 200 prototypes for CUB (dataset with 200 bird species), making only 8 local decisions on average for one test image.

Abstract

Prototype-based methods use interpretable representations to address the black-box nature of deep learning models, in contrast to post-hoc explanation methods that only approximate such models. We propose the Neural Prototype Tree (ProtoTree), an intrinsically interpretable deep learning method for fine-grained image recognition. ProtoTree combines prototype learning with decision trees, and thus results in a globally interpretable model by design. Additionally, ProtoTree can locally explain a single prediction by outlining a decision path through the tree. Each node in our binary tree contains a trainable prototypical part. The presence or absence of this learned prototype in an image determines the routing through a node. Decision making is therefore similar to human reasoning: Does the bird have a red throat? And an elongated beak? Then it’s a hummingbird! We tune the accuracy-interpretability trade-off using ensemble methods, pruning and binarizing. We apply pruning without sacrificing accuracy, resulting in a small tree with only 8 learned prototypes along a path to classify a bird from 200 species. An ensemble of 5 ProtoTrees achieves competitive accuracy on the CUB-200-2011 and Stanford Cars data sets.

1. Introduction

There is an ongoing scientific dispute between simple, interpretable models and complex black boxes, such as Deep Neural Networks (DNNs). DNNs have achieved superior performance, especially in computer vision, but their complex architectures and high-dimensional feature spaces has led to an increasing demand for transparency, interpretability and explainability [1]. In contrast, decision trees are easy to understand and interpret [5, 8], because they transparently arrange decision rules in a hierarchical structure. Their predictive performance is however far from competitive for computer vision tasks. We address this so-called ‘accuracy-interpretability trade-off’ [1, 16] by combining the expressiveness of deep learning with the interpretability of decision trees.

We present the Neural Prototype Tree, ProtoTree in short, an intrinsically interpretable method for fine-grained image recognition. A ProtoTree has the representational power of a neural network, and contains a built-in binary decision tree structure, as shown in Fig. 1 (left). Each internal node in the tree contains a trainable prototype. Our prototypes are prototypical parts learned with backpropagation, as introduced in the Prototypical Part Network (ProtoPNet) [4] where a prototype is a trainable tensor that can be visualized as a patch of a training sample. The extent to which this prototype is present in an input image determines the routing of the image through the corresponding node. Leaves of the ProtoTree learn class distributions. The paths from root to leaves represent the learned classification rules.

To this end, a ProtoTree consists of a Convolutional Neural Network (CNN) followed by a binary tree structure and can be trained end-to-end with a standard cross-entropy loss function. We only require class labels and do not need any other annotations. To make the tree differentiable and back-propagation compatible, we utilize a soft decision tree, meaning that a sample is routed through both children, each with a certain weight.
We present a novel routing procedure based on the similarity between the latent image embedding and a prototype.

A ProtoTree approximates the accuracy of non-interpretable classifiers, while being interpretable-by-design and offering truthful global and local explanations. This way it provides a novel take on interpretable machine learning. In contrast to post-hoc explanations, which approximate a trained model or its output \([8][14]\), a ProtoTree is inherently interpretable since it directly incorporates interpretability in the structure of the predictive model \([13]\). A ProtoTree therefore faithfully shows its entire classification behaviour, independent of its input, providing a global explanation (Fig. 1). As a consequence, our compact tree enables a human to convey, or even print out, the whole model. In contrast to local explanations, which explain a single prediction and can be unstable and contradicting \([3][11]\), global explanations enable simulatability \([16]\). Additionally, our ProtoTree can produce local explanations by showing the routing of a specific input image through the tree (Fig. 1 right). Hence, ProtoTree allows retraceable decisions in a human-comprehensible number of steps. In case of a miss-classification, the responsible node can be identified by tracking down the series of decisions, which eases error analysis.

**Scientific Contributions**

- An intrinsically interpretable neural prototype tree architecture for fine-grained image recognition.
- Outperforming ProtoPNet \([4]\) while having roughly only 10% of the number of prototypes, included in a built-in hierarchical structure.
- An ensemble of 5 interpretable ProtoTrees achieves competitive performance on CUB-200-2011 \([22]\) (CUB) and Stanford Cars \([13]\).

## 2. Neural Prototype Tree

A Neural Prototype Tree (ProtoTree) hierarchically routes an image through a binary tree for interpretable image recognition. We consider a classification problem with training set \(\mathcal{T}\) containing \(N\) labelled images \(\{(x^{(1)}, y^{(1)}), \ldots, (x^{(N)}, y^{(N)})\} \in \mathcal{X} \times \mathcal{Y}\). Given an input image \(x\), a ProtoTree predicts the class probability distribution over \(K\) classes, denoted as \(y\). We use \(y\) to denote the one-hot encoded ground-truth label \(y\). A ProtoTree can also be trained with soft labels from a trained model for knowledge distillation, similar to \([6]\).

A ProtoTree \(T\) is a combination of a convolutional neural network (CNN) \(f\) with a soft neural binary decision tree structure. As shown in Fig. 2 an input image is first forwarded through \(f\). The resulting convolutional output \(z = f(x; \omega)\) consists of \(D\) two-dimensional \((H \times W)\) feature maps, where \(\omega\) denotes the trainable parameters of \(f\). Secondly, the latent representation \(z \in \mathbb{R}^{H \times W \times D}\) acts as input for a binary tree. This tree consists of a set of internal nodes \(\mathcal{N}\), a set of leaf nodes \(\mathcal{L}\), and a set of edges \(\mathcal{E}\). Each internal node \(n \in \mathcal{N}\) has exactly two child nodes: \(n.left\) connected by edge \(e(n, n.left) \in \mathcal{E}\) and \(n.right\) connected by \(e(n, n.right) \in \mathcal{E}\). Each internal node \(n \in \mathcal{N}\) corresponds to a trainable prototype \(p_n \in \mathcal{P}\). We follow the prototype definition of ProtoPNet \([4]\) where each prototype is a trainable tensor of shape \(H_1 \times W_1 \times D\) (with \(H_1 \leq H, W_1 \leq W\), and in our implementation \(H_1 = W_1 = 1\)) such that the prototype’s depth corresponds to the depth of the convolutional output \(z\).

We use a form of generalized convolution without bias \([7]\), where each prototype \(p_n \in \mathcal{P}\) acts as a kernel by ‘sliding’ over \(z\) of shape \(H \times W \times D\) and computes the Euclidean distance between \(p_n\) and its current receptive field \(\tilde{z}\) (called a patch). We apply a minimum pooling operation to select the patch in \(z\) of shape \(H_1 \times W_1 \times D\) that is closest to prototype \(p_n\). The distance between the nearest latent patch \(\tilde{z}^*\) and prototype \(p_n\) determines to what extent the prototype is present anywhere in the input image, which influences the routing of \(z\) through corresponding node \(n\). In contrast to traditional decision trees, where an internal node routes sample \(z\) either right or left, our node \(n \in \mathcal{N}\) is soft and routes \(z\) to both children, each with a fuzzy weight within [0, 1], giving it a probabilistic interpretation \([6][10][12][21]\). We define the similarity between \(\tilde{z}^*\) and \(p_n\), and therefore the probability of routing sample \(z\) through the right edge as

\[
p_{c(n.n.right)}(z) = \exp(-||\tilde{z}^* - p_n||),
\]

such that \(p_{c(n.n.left)} = 1 - p_{c(n.n.right)}\). Thus, the similarity between prototype \(p_n\) and the nearest patch in the convolutional output, \(\tilde{z}^*\), determines to what extent \(z\) is routed to the right child of node \(n\). Because of the soft routing, \(z\) is traversed through all edges and ends up in each leaf node \(\ell \in \mathcal{L}\) with a certain probability. Path \(P_\ell\) denotes the sequence of edges from the root node to leaf \(\ell\). The probability of sample \(z\) arriving in leaf \(\ell\), denoted as \(\pi_\ell\), is the product of probabilities of the edges in path \(P_\ell\):

\[
\pi_\ell(z) = \prod_{e \in P_\ell} p_e(z).
\]

Each leaf node \(\ell \in \mathcal{L}\) carries a trainable parameter \(c_\ell\), denoting the distribution in that leaf over the \(K\) classes that needs to be learned. The softmax function \(\sigma(c_\ell)\) normalizes \(c_\ell\) to get the class probability distribution of leaf \(\ell\). To obtain the final predicted class probability distribution \(\hat{y}\) for input image \(x\), latent representation \(z = f(x; \omega)\) is traversed through all edges in \(T\) such that all leaves contribute to the final prediction \(\hat{y}\). An example prediction is shown on the right of Fig. 2. The contribution of leaf \(\ell\) is weighted by path probability \(\pi_\ell\), such that:

\[
\hat{y}(x) = \sum_{\ell \in \mathcal{L}} \sigma(c_\ell) \cdot \pi_\ell(f(x; \omega)).
\]

## 3. Training and Visualization

Training a ProtoTree requires to learn the parameters \(\omega\) of a pre-trained CNN \(f\) for informative feature maps, the nodes’ prototypes \(\mathcal{P}\) for routing and the leaves’ class distribution logits \(c\) for prediction. The number of prototypes to be learned, i.e. \(|\mathcal{P}|\), depends on the tree size. A binary tree structure is initialized by defining a maximum height \(h\), which creates \(2^h - 1\) prototypes. It is sensible to set \(h\) such that the number
of leaves is at least as large as the number of classes \( K \). During training, prototypes \( p_n \in \mathcal{P} \) are trainable tensors. Parameters \( \omega \) and \( \mathcal{P} \) are simultaneously learned with back-propagation by minimizing the cross-entropy loss between the predicted class probability distribution \( \hat{y} \) and ground-truth \( y \). A derivative-free learning algorithm, adapted from Kontschieder et al. [12], learns the leaves’ distributions \( c \).

After training, we analyse the learned class probability distributions in the leaves and prune leaves with nearly uniform distributions, i.e., little discriminative power. Specifically, we define a threshold \( \tau \) and prune all leaves where \( \max(\sigma(c)) \leq \tau \), with \( \tau \) being slightly greater than \( 1/K \) where \( K \) is the number of classes. If all leaves in a full subtree \( T' \subset T \) are pruned, \( T' \) (and its prototypes) can be pruned. After pruning ProtoTree, learned latent prototypes are mapped to pixel space to enable interpretability. Similar to ProtoPNet [4], we replace each prototype \( p_n \in \mathcal{P} \) with its nearest latent patch present in the training data, \( \tilde{z}_n \). Since \( \tilde{z}_n \) is used for routing at test time, the visualized ProtoTree is a faithful model explanation. Lastly, since hard decision trees easier to interpret than soft trees [2], we can convert a trained soft ProtoTree to a hard tree at test time, by selecting the path to the leaf with the highest path probability, or by greedily traversing the tree.

### 4. Experiments and Results

We compare our ProtoTrees with ProtoPNet [4] (which uses a bag of class-specific prototypes) and state-of-the-art uninterpretable models, by evaluating on CUB-200-2011 [22] with 200 bird species (CUB) and Stanford Cars [13] with 196 car types (CARS). We implemented ProtoTree in PyTorch, and resized all images to \( 224 \times 224 \) such that the resulting feature maps are \( 7 \times 7 \). A ResNet50 [9] backbone is extended with a \( 1 \times 1 \) convolutional layer to reduce the dimensionality of latent output \( z \) to \( D \), the prototype depth. Based on cross-validation from \( \{128, 256, 512\} \), we used \( D=256 \) for CUB and \( D=128 \) for CARS, such that a prototype is of size \( 1 \times 1 \times 256 \) for CUB.

### 4.1. Accuracy and Interpretability

Table 1 shows that our ProtoTree outperforms ProtoPNet for both datasets. We also evaluated the accuracy of ProtoTree ensembles by averaging the predictions of 3 or 5 individual ProtoTrees, all trained on the same dataset. An ensemble of ProtoTrees outperforms a ProtoPNet ensemble, and approximates the accuracy of uninterpretable or attention-based methods, while providing intrinsically interpretable global and faithful local explanations.

**Pruning.** Most leaves learn either one class label, or an almost uniform distribution, as shown in Fig. 3 (top left) for CUB.
with $h=8$. We set pruning threshold $\tau = 0.01$, such that we are left with leaves that can be interpreted (nearly) deterministically. Pruning drastically reduces the size of the tree (up to $> 90\%$), preserving roughly 1 prototype per class. In contrast, ProtoPNet \cite{fey2019interpretable} uses 10 prototypes per class (cf. Tab. \ref{tab:dataset}), resulting in 2000 prototypes in total for CUB. Thus, a ProtoTree is almost 90\% smaller and therefore easier to interpret. Even with an ensemble of ProtoTrees, the number of prototypes is still substantially smaller than ProtoPNet.

**Deterministic reasoning.** A ProtoTree can make deterministic predictions at test time to improve understandability. Selecting the leaf with the highest path probability leads to nearly the same accuracy, since the fidelity (i.e. fraction of test images for which the soft and hard strategy make the same classification \cite{feng2019interpretable}) is 0.999. The greedy strategy performs slightly worse, but still has a fidelity of 0.987. Results are similar for other datasets and tree heights, showing that a ProtoTree can be safely converted to a deterministic tree, such that a prediction can be explained by presenting one path in the tree. Our deterministic ProtoTree ($h=9$) reduces the number of decisions to follow to 9 prototypes at maximum. When using a more accurate ensemble of 5 deterministic ProtoTrees, a maximum of only 45 prototypes needs to be analysed, resulting in much smaller local explanations than ProtoPNet.

**Visualizations and Discussion.** Figure 3 shows a snippet of a ProtoTree trained on CUB. From analysing various ProtoTrees, we conclude that prototypes are in general perceptually relevant, and successfully cluster similar-looking classes. Similar to ProtoPNet \cite{fey2019interpretable}, some prototypes seem to focus on background. This is not necessarily an error in our visualization but shows that a ProtoTree can reveal learned biases. For example, Fig. 3 (top right) shows a green leaf to distinguish between a Gray Catbird and a Black Tern, because the latter is in the training data usually surrounded by sky or water. Further research could investigate to what extent undesired prototypes can be ‘fixed’ with a human-in-the-loop that replaces them with a manually selected patch, in order to create a model that is completely “right for the right reasons” \cite{miller2017}. Furthermore, we found that human’s perceptual similarity could differ from similarity assigned by the model, since it is not always clear why the model considered an image highly similar to a prototype. The visualized prototypes could therefore be further explained by indicating e.g. color or shape was most important, as presented by \cite{feng2019interpretable}, or by showing a cluster of patches. Especially prototypes close to the root of the tree are sometimes not as clear and semantically meaningful as prototypes closer to leaves. This is probably due to the binary tree structure that requires a patch from a training image to split the data into two subsets. A natural progression of this work would be to investigate non-binary trees, with multiple prototypes per node.

**5. Conclusion**

We presented the Neural Prototype Tree (ProtoTree) for intrinsically interpretable fine-grained image recognition. Whereas the Prototypical Part Network (ProtoPNet) \cite{fey2019interpretable} presents a user a large number of prototypes, our novel architecture with end-to-end training procedure improves interpretability by arranging the prototypes in a hierarchical tree structure. This breaks up the reasoning process in small steps which simplifies model comprehension and error analysis, and reduces the number of prototypes by a factor of 10. Most learned prototypes are semantically relevant, which results in a fully simulatable model. Additionally, we outperform ProtoPNet \cite{fey2019interpretable} on the CUB-200-2011 and Stanford Cars data sets. An ensemble of 5 ProtoTrees approximates the accuracy of non-interpretable state-of-the-art models, while still having fewer prototypes than ProtoPNet \cite{fey2019interpretable}. Thus, ProtoTree achieves competitive performance while maintaining intrinsic interpretability. As a result, our work questions the existence of an accuracy-interpretability trade-off and stimulates novel usage of powerful neural networks as backbone for interpretable, predictive models.
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