
1.  Introduction
Flooding is a natural hazard with dire economic consequences that can even threaten human lives in ex-
treme cases (Jonkman, 2005). The impact of flooding can become extremely severe particularly in densely 
populated urban areas. Consequently, the accurate estimation of urban flooding has become an integral 
component of flood risk management and assessment in times of climate change (Hettiarachchi et al., 2018; 
Jenkins et al., 2017; Liu et al., 2018) and rapid urbanization (Chen et al., 2015), while it is also needed to 
support adaptation strategies (Zhou et al., 2018).

Urban flooding is a complicated phenomenon due to intricate urban layouts, with flows in various branch-
es meeting in junctions (Riviere et al., 2011; Schindfessel et al., 2015) or being divided in bifurcations (El 
Kadi Abderrezzak et al., 2011; Momplot et al., 2017). Hence, urban flooding needs to be modeled at least 
as two-dimensional (2D) shallow flow (Arrault et al., 2016; Mignot et al., 2006) without any further sim-
plifications, such as those that can be done in, for example, river flooding in more rural areas (Kitsikoudis 
et al., 2020).

Abstract  Laboratory studies of urban flooding often use geometrically distorted scale models due 
to the multi-scale nature of these specific flows. The possible bias induced by geometric distortion has 
never been thoroughly investigated with dedicated laboratory experiments. In this study, we combine 
experimental and computational modeling to systematically assess the influence of the distortion ratio, 
that is, the ratio of horizontal to vertical scale factors, on upscaled flow depths and discharge partition 
between streets. Three flow configurations were considered: a street junction, a street bifurcation, and a 
small synthetic urban district. When the distortion ratio is varied up to a value of about 5, the upscaled 
flow depths at the model inlets decrease monotonously and the flow discharge in the branch that 
conveys the largest portion of the flow is greatly enhanced. For equal flow depths at the model outlets 
and depending on the configuration, the distortion effect induces a variation of the upstream flow depth 
approximately from ∼4% to ∼17% and a change in outlet discharge partition up to 24 percentage points. 
For a distortion ratio above 5, both upscaled upstream flow depths and outlet discharge partition tend to 
stabilize asymptotically. Our study indicates the direction and magnitude of the bias induced by geometric 
distortion for a broad range of flow cases, which is valuable for offsetting these effects in practical 
laboratory studies of urban flooding.

Plain Language Summary  Experimental data from laboratory scale models are a valuable 
complement to field data for validating computational models used for flood risk management. 
Geometrically distorted models (i.e., different horizontal and vertical scale factors) are widely used to 
downscale urban flooding in a network of streets. The possible biases induced by this geometric distortion 
have not been investigated extensively for this type of flows. This study combines experimental and 
computational modeling to systematically quantify the bias induced by geometric distortion in laboratory 
experiments simulating urban flooding.
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Despite recent advances in numerical models, the accurate modeling of urban flooding and the estimation 
of flood hazard are hampered by a lack of reliable and detailed field data for proper validation of the nu-
merical models (Costabile et al., 2020; Rubinato et al., 2017; Teng et al., 2017; Wang et al., 2018). Elevation 
data from remote sensing (Neal et al., 2009; Yu & Lane, 2006) can be very detailed but they show limitations 
as they can be obscured by surrounding buildings and other obstacles. Moreover, flood hazard mapping re-
quires not only the inundation extent and the flow depth but also the flow velocities (Costabile et al., 2020; 
Musolino et al., 2020; Xia et al., 2014), which are very hard and potentially dangerous to obtain in flood con-
ditions. As a result, only a few studies have reported flow velocity data from measurements in urban floods. 
Brown and Chanson (2013) deployed an acoustic Doppler velocimeter in a street during the 2011 flood in 
Brisbane, Australia and highlighted the complexities of the post-processing of the field obtained turbulent 
flow velocity time series. Perks et al. (2016) analyzed the potential of unmanned aerial vehicles to provide 
data of surface flow velocity by monitoring features on the water surface and demonstrated their successful 
utilization in a flash flood in Alyth Burn, Scotland. Leitao et al. (2018) performed real-scale experiments in 
a laboratory facility to examine the potential of large-scale particle image velocimetry with the aid of sur-
veillance camera footage and identified some critical points toward obtaining reliable data.

Recently there have been other alternatives that may offer data related to urban floods, such as footage from 
surveillance cameras in combination with machine learning (Moy de Vitry et al., 2019), data from citizen 
science (Assumpcao et al., 2018) and social media (Jongman, 2018), and reconstruction of past flood events 
with the aid of amateur photos and videos, news reports, and so on (Macchione et al., 2019). However, al-
though such data from recent technological advances (McCabe et al., 2017) can undoubtedly be useful for 
flood risk assessment and management, their utilization for validation of numerical modeling is most of the 
time problematic because such data sets are usually incomplete and with uncertain boundary conditions. In 
addition, validation based on field data has only the ability to cover a range of events already observed; but 
not more extreme events for which model validation is also needed.

Physical modeling and experimental downscaling through similarity provide another option to establish 
benchmark data sets for numerical model validation (Rubinato et al., 2020). Urban flooding involves free 
surface flow, and downscaling from prototype scale (i.e., real-world) to model scale can be achieved with 
Froude similarity, that is, by maintaining the ratio of inertia forces to gravity the same in the prototype and 
the physical model. Mignot et al.  (2019) summarized the existing experimental studies related to urban 
flooding and noted that the horizontal scale factor, that is, the ratio of a horizontal dimension in the pro-
totype to the respective dimension in the physical model, varied from 30 to 200 in the literature. However, 
since urban flooding events are typically shallow flows in comparatively wide streets, if the horizontal and 
vertical scale factors are equal, the similarity between flows in the prototype and in the physical model 
will lead to extremely small flow depths in the laboratory that are hard to measure, and low flow velocities 
which tend to induce scale effects (Heller, 2011).

A way to overcome the problem of extremely small flow depths in the laboratory, and to attain a flow regime 
close to that of the prototype, is the utilization of geometrically distorted physical models. Such physical 
models have different horizontal and vertical scale factors (Arndt et al., 2000; Kobus, 1984), with the former 
typically being larger than the latter in the context of shallow flow. Geometrically distorted models have 
been successfully applied in river hydraulics, with some representative examples being the physical model 
of the Mississippi River (Chanson, 1999) with horizontal and vertical scale factors equal to 2,000 and 100, 
respectively, and the physical model of Dargle River in Ireland (Novak et al., 2018) with horizontal and 
vertical scale factors equal to 100 and 50, respectively. There are some general guidelines for the prefera-
ble geometric distortion ratios in river modeling, such as Chanson (1999) suggesting it should not exceed 
10. Very few studies discussed the influence of the selected geometric distortion on results of laboratory 
models; but they focused on other types of applications than urban flooding, such as hydraulic structures 
(Heller, 2011; Proudovsky, 1984; Wakhlu, 1984) or coastal engineering (Sharp & Khader, 1984). The effect 
of geometric distortion on physical models of urban flooding has not been investigated systematically based 
on dedicated experiments.

Smith et al. (2016) constructed a physical model of a floodway in Merewether, Newcastle, Australia with 
horizontal and vertical scale factors equal to 30 and 9, respectively, and validated the model with historical 
flood data. Güney et al. (2014) created a physical model of the town of Urkmez in Turkey with horizontal 
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and vertical scale factors equal to 150 and 30, respectively, and investi-
gated the collapse of the dam upstream of the town. Araud (2012) con-
structed a physical model of an idealized layout of an urban district with 
a large number of streets and intersections with a horizontal scale factor 
of 200 and a vertical scale factor of 20. The geometric distortion of an 
urban flooding model alters the flow aspect ratio, that is, the ratio of flow 
depth to channel width, significantly (Li et al., 2019). This affects the loss-
es and may introduce three-dimensional (3D) turbulent flow structures 
in the physical model that are not observed in prototype conditions. The 
geometric distortion effect on the upscaled flow depth and on the dis-
charge partition in the intersections was investigated numerically by Li 
et al. (2020). This study showed that the distortion effect can introduce 
a bias of about 10% when upscaling the data from the physical model to 
prototype conditions. However, this bias has not been studied with sys-
tematic experimental measurements nor has it been linked to the uncer-
tainty that is introduced by experimental measurements.

Based on a combination of experimental observations and numerical 
modeling, the present study investigates the distortion effect in urban 
flood modeling using a physical model of a synthetic urban layout. Three 
different experimental setups are considered, with increasing complexity: 
a junction consisting of two inlets and one outlet, a bifurcation consisting 
of one inlet and two outlets, and a district model with three inlets, three 
outlets, and four intersections. The aim of this study is to: (a) quantify 
systematically the distortion effect on the upscaled flow depths at the in-
lets and on the discharge partition at the outlets, (b) compare the results 

of a 2D shallow-water numerical model with experimental measurements, and (c) analyze the effect of the 
measurements uncertainty on observed variables.

The study is organized as follows: Section 2 presents the experimental setup, the studied cases, and the 
experimental and numerical methodology. Section 3 presents the experimental results for the upscaled flow 
depths at the inlets of the physical model and the discharge partition at the outlets, and Section 4 discusses 
the results. Finally, conclusions are drawn in Section 5.

2.  Experimental Setup and Methodology
2.1.  Experimental Setup

The experiments were conducted in a physical model of a simplified urban district (Figure 1) at the Lab-
oratory of Engineering Hydraulics at the University of Liege in Belgium. The model comprised a street 
network with four crossroads (Figure 2). Two of the crossroads had four branches and the other two had 
three branches, while all the intersections had an angle of 90°. The bottom side of the model was horizontal 
and made of smooth PVC with a roughness height equal to ks = 5 × 10 −5 m, simulating the street surface. 
The street network was created by placing transparent Plexiglas sidewalls simulating the surrounding build-
ing blocks. The height of the sidewalls was 0.3 m and the width of each street in the model was constant 
and equal to bm = 0.2 m. Assuming a horizontal scale factor, eH, equal to 50, the model represents proto-
type-scale streets of bp = 10 m in width (Li et al., 2020).

The flow in the physical model was steady and was recirculated in a closed system consisting of three inlets, 
three outlets, and a 2.4 m3 bottom tank located underneath the physical model (Figure 2). All three inlets 
had the same incoming discharge, which was supplied at each inlet by a separate pump. The incoming 
discharges varied according to the examined case and were monitored with electromagnetic flowmeters 
(SIEMENS-MAG 5100W), with an accuracy of 0.5%. At the entrance of each channel, right after the inlet, 
a baffle wall with a honeycomb pattern covering the whole cross-section was used to reduce the swirl and 
smoothen the incoming flow. The flow depth was regulated with adjustable weirs at the outlets that con-
trolled downstream boundary conditions. The flow depths were measured at the inlets and the outlets with 

Figure 1.  Physical model of the street network. The letters A–C and 
the numbers 1–3 denote the inlets and the outlets of the physical model, 
respectively.
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ultrasonic sensors (Microsonic: Mic+35/IU/TC), with an accuracy of ±1 mm. The discharge through each 
of the three outlets was collected in separate straight and horizontal measurement channels, with a width 
of 0.2 m and a length of 1.5 m. A 90° triangular sharp-crested weir (Castex, 1969; Chanson & Wang, 2013) 
was placed at the downstream end of each channel (Figures 2c and S1), which allowed the estimation of 
the flow discharge with calibrated rating curves based on the total head in the measurement channel. More 
details are provided in Text S1 and Figures S1 and S2.

2.2.  Layouts of the Experimental Setup

To investigate systematically the distortion effect in the street network, we analyzed three different geomet-
ric configurations with gradually increasing complexity by initially blocking the flow in some of the streets 
of the physical model. The three different cases were: (a) a junction model with two inlets and one outlet 
(Figure 3a); (b) a bifurcation model with one inlet and two outlets (Figure 3b); (c) a district model with all 
the inlets, outlets, and crossroads of the physical model (Figure 3c). In the junction and bifurcation models, 
the branches upstream of the single crossroad were 0.60 m long and the branches downstream were 1.28 m 
long. In the following, with notations Nin and Nout referring to the number of inlets and outlets, respectively: 
Nin = 2 and Nout = 1 in the junction case; Nin = 1 and Nout = 2 in the bifurcation case; Nin = 3 and Nout = 3 
in the district case (Figure 3).

2.3.  Measurement Uncertainties

2.3.1.  Flow Depths

The measurements of the flow depth with the ultrasonic sensors are affected not only by the measurement 
uncertainty of ±1 mm as mentioned in Section 2.1, but also by fluctuations of the water surface. These 
fluctuations were characterized by recording data with the ultrasonic sensor at a sampling frequency of 
100 Hz for a time duration of minimum 60 s and estimating the mean and the standard deviation of the 

Figure 2.  (a) Plan view and (b–e) Details of the physical model of the street network.
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obtained time series. For each test, the actual recording duration was adjusted (between 60 and 150 s), to 
ensure stabilization of these statistics. The two types of uncertainties are indicated in the corresponding 
figures in Section 3.

2.3.2.  Discharge Partition

The uncertainties related to the discharge partition at the street outlets are associated with the measure-
ment uncertainties of the flow discharges at the outlets of the physical model. The first source of uncer-
tainty, although a small one, is the usage of rating curves based on the total head for the estimation of the 
outlet discharge. The induced relative error is of the order of 1%, as the calibrated rating curves fit the ex-
perimental data well (R2 > 0.999). The rating curves that were used in this study are presented in Figure S2.

The second source of uncertainty is related to the measurement of the flow depth, as described in the 
previous paragraph (i.e., uncertainties owed to the measurement accuracy of the ultrasonic sensor and the 
fluctuations of the water surface), and the way this affects the calculation of the total head for the estima-
tion of the flow discharge at the outlets with the rating curves. In terms of mass balance, the differences 
between the measured total inflow and outflow discharges varied from 0.5% to 2% for the higher discharge 
range (≥3 m3/h). When the outflow discharge was low (<3 m3/h), this uncertainty could lead to discharge 
measurement errors greater than 5%. In such cases, manual measurements (volume filling rate) were also 
carried out to keep the mass balance errors below 2%.

2.4.  Numerical Modeling

To complement the experimental observations, a series of numerical simulations were carried out for 
the three setups of Figure  3. The numerical modeling followed the same procedure as presented by Li 
et  al.  (2020). It consists in solving the 2D shallow-water equations on a Cartesian grid and by using a 
depth-averaged k-ε turbulence model for the estimation of eddy viscosity (Erpicum et al., 2009). The Dar-
cy-Weisbach formulation with Colebrook-White equation was used for the estimation of bed shear stress, 
considering a roughness height for the bottom and side walls the same as in the laboratory model: ks = 5 
× 10− 5 m. The prescribed boundary conditions were the flow depth at the outlet of the branches and the 
discharge at the inlet of the branches. The mesh size used for all simulations was set to 0.005 m (i.e., 40 cells 
over the street width). A grid convergence analysis was presented by Li et al. (2020).

The computational tool was provided by the academic software Wolf (Erpicum et al., 2009). Although other 
modeling software could have been used, not all existing shallow-water solvers would have been successful 
in predicting the observed flow fields. Indeed, as demonstrated by Arrault et al. (2016), the turbulence clo-
sure implemented in the model is instrumental for capturing the correct shape, width, and length of the re-
circulation zones downstream of each street intersection (see for instance Figure 10 in Arrault et al., 2016). 
The academic model Wolf contains a suitable turbulence model (depth-averaged k-ε) to simulate most flow 

Figure 3.  Layouts of the three experimental setups: (a) The junction model; (b) The bifurcation model; and (c) The district model. Upstream and downstream 
flow depths were measured at the green and red crosses, respectively. The red crosses also define the locations where the downstream boundary condition was 
prescribed in the computations. Bold black lines sketch the domains used for the numerical modeling.
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features of interest here (Arrault et al., 2016; Bruwier et al., 2017). Further details about the numerical 
model are provided by Li et al. (2020).

2.5.  Flow Configurations and Examined Cases

For a given layout of the laboratory setup (junction, bifurcation, or district), an experimental run is defined 
by setting the value of the inflow discharge at the inlets (A, B, and C in Figure 3) and of the flow depth at 
the outlets (1, 2, and 3 in Figure 3). These parameters depend on one hand on the prototype-scale flooding 
scenario of interest and, on the other hand, on the considered horizontal and vertical scale factors, eH and eV, 
respectively. Therefore, like Li et al. (2020), we followed a two-step procedure to elaborate the test program 
and determine the model boundary conditions: (a) define prototype-scale flooding scenarios, and (b) select 
scaling parameters. This procedure is summarized in a flow chart in Figure S3.

2.5.1.  Prototype-Scale Flooding Scenarios

Similarly to Li et  al.  (2020), we defined the prototype-scale flooding scenarios in quantitative terms by 
means of two parameters: a characteristic flow depth hp representative of the flow depth at the downstream 
end of the streets, and a characteristic Froude number F.

Here, we assumed a prototype flow depth hp equal to 0.5 m, which represents plausible urban flooding con-
ditions. In all tests, the flow depths were considered the same at the different outlets of the street network, 
except for the bifurcation case, for which we additionally investigated cases with uneven flow depths at the 
outlets (Table 1). The difference between the outlets flow depths in the bifurcation case is expressed by the 
flow depth ratio, r, which is the ratio of the flow depth at outlet 1 to the flow depth at outlet 3 (Figure 3b). In 
this case, the flow depth in prototype conditions is considered equal to 0.5 m at outlet 3. In the following, we 
note hp,i the prototype-scale flow depth at a specific outlet i (i = 1, 2, and 3). For all tests, hp,i is simply equal 
to the characteristic flow depth hp; except for outlet 1 in the bifurcation case where hp,1 = r hp.

Then, a characteristic Froude number F was selected. By combining F with the prototype-scale flow depths 
hp,i at the outlets, characteristic values of the prototype outflow discharge out

,p iE Q  could be determined at the 
street outlets:

Experimental Numerical Boundary conditions

Physical model F (−) r (−) dexp (−) dnum (−) Downstream Upstream

Junction 0.4 1 [2–22.73] [1–22.73] hm,3
in

,m AE Q  , in
,m BE Q

0.6 1 [2–17.54] [1–25]

Bifurcation 0.2 1 [1–17.54] [1–17.54] hm,1, hm,3
in

,m BE Q

0.25 0.8 [1–16.67] [1–20] hm,1–1 mm, hm,3
a in

,m BE Q

0.3 0.7 [1–14.29] [1–20] hm,1 + 1 mm, hm,3
a in

,m BE Q
0.3 0.8 [1–14.71] [1–25]

0.3 1 [1–13.16] [1–20]

0.4 0.8 [1–12.5] [1–25]

District 0.2 1 [1.6–21.74] [1–25] hm,1, hm,2, hm,3
in

,m AE Q  , in
,m BE Q  , in

,m CE Q

hm,1 + 1 mm, hm,2, hm,3
a in

,m AE Q  , in
,m BE Q  , in

,m CE Q

0.6 1 [1–13.7] [1–25] hm,1, hm,2 + 1 mm, hm,3
a in

,m AE Q  , in
,m BE Q  , in

,m CE Q

hm,1, hm,2, hm,3 + 1 mma in
,m AE Q  , in

,m BE Q  , in
,m CE Q

Note. Notations: F is the characteristic Froude number; r is the ratio of the prescribed flow depths at the outlets (details in Section 2.5.1); dexp is the distortion 
ratios considered in the experiments; dnum is the distortion ratios considered in the computations; hm,1, hm,2, and hm,3 are the flow depths prescribed at the three 
street outlets (Figure 3); in

,m AE Q  , in
,m BE Q  , and in

,m CE Q  are the discharges supplied at the three street inlets (Figure 3) as calculated from Equation 3.
aFor numerical computations only, not for the laboratory experiments.

Table 1 
Summary of Experimental Measurements and Numerical Simulations
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out 3/2
, ,F ,p i p p iQ b g h� (1)

where g is the gravitational acceleration. Note that out
,p iE Q  is not the actual outflow discharge at outlet i (i = 1 

… Nout) in a specific run; but it is used for determining the inflow discharge according to Equation 2. In all 
our tests, the inflow discharge was evenly distributed between the inlets (A and B in the junction case; A, 
B, and C in the district case). Therefore, from a mass balance reasoning in steady state, the prototype-scale 
inflow discharge at the inlets was determined based on a pair of values for parameters hp and F, as follows:

 
out out 3/2in out

, ,
1 1

1 1 F ,
N N

p p i p p i
i iin in

Q Q b g h
N N 

  � (2)

where in
pE Q  is the inflow discharge at each inlet in prototype-scale.

To investigate the effect of flow velocity in the street network, several values of the characteristic Froude 
number F were tested. Its value ranges between 0.2 and 0.6, as detailed in Table 1.

2.5.2.  Laboratory Scaling

For free surface flows, the similarity between the physical model and the prototype requires that the Froude 
numbers be equal in both configurations. To investigate the effect of geometric distortion on flow variables, 
we define the geometric distortion ratio, d = eH/eV, with eH = 50 herein as mentioned in Section 2.1. In the 
experimental tests, the geometric distortion ratio d was varied by altering only the vertical scale factor eV. 
The exact values of the considered scale factors in the experiments and in the computations are listed in 
Table S1.

The range of distortion ratios applied in the experiments is narrower than in the numerical modeling (Ta-
ble 1), due to the limitations of the experimental setup. On one hand, laboratory tests with a distortion ratio 
d = 1 were not possible for the junction and the district models, due to too small inflow discharges (below 
0.8 m3/h) compared to the level of uncertainty of the flowmeters. On the other hand, the maximum values 
of distortion ratio d are generally smaller for the experiments than for numerical modeling, due to experi-
mental limitations for the largest inflow discharges (i.e., limit of the pumps) or the highest flow depths (e.g., 
flow depth above 0.25 m, while the height of the street sidewalls is 0.3 m in the laboratory model). This 
highlights the valuable complementarity brought by the computations, which allow extending the ranges 
of tested parameters.

For a defined set of parameters hp, F, eH, and d (or eV), the flow depth hm,i to be prescribed at the outlet i of 
the physical model (i = 1, 2, and 3) could be determined as: hm,i = hp,i/eV or hm,i = hp,i d/eH with hp,i = 0.5 m 
(except for outlet 1 in the bifurcation model where it equals r hp). Similarly, the inlet discharge to be sup-
plied at each inlet of the physical model is:

 
3/2 3/2out out3/2 ,in 5/2

, 5/2
1 1in in

1 1F F .
N N

p i
m m m i p

i i p H

h dQ b g h b g
N N b e 

 
    

 
 � (3)

Equation 3 highlights that in
mE Q  is entirely defined by an assumed prototype length scale (bp), the studied case 

(Nin and Nout), the chosen values for F, eH, and d, as well as a non-dimensional flow depth in the prototype 
(hp,i/bp).

Note that, since the Froude number F is introduced here for the sole purpose of defining the flooding 
scenarios, local values of the Froude number in the considered street networks considerably deviate from 
the value of parameter F. Local values of the Froude number typically exceed unity in the vena contracta 
downstream of the street intersections, as displayed in the maps of local Froude numbers computed by Li 
et al. (2020) (see their Figure 3).

2.5.3.  Additional Computations for Uncertainty Assessment

To analyze the combined effect of geometric distortion ratio and experimental uncertainties on the dis-
charge partition in the bifurcation and district physical models, complementary numerical simulations 
were carried out by varying by 1 mm some of the outlet flow depths which serve as downstream boundary 
conditions. This sensitivity analysis was conducted as follows: (a) for the bifurcation model, we ran two 
additional numerical simulations for each d, by setting the outlet 1 flow depth 1 mm higher and lower than 
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the nominal value; (b) for the district model, we ran three additional numerical simulations for each d, by 
setting the flow depth 1 mm higher than the nominal value for each outlet at a time. These variations in 
boundary conditions are detailed in Table 1, together with a summary of all the investigated cases.

3.  Results
3.1.  Distortion Effect on Flow Variables for Equal Flow Depth at the Outlets

3.1.1.  Flow Depth at the Inlets

To facilitate the comparisons between cases with different geometric distortion ratios, the flow depth meas-
urements at the inlets and the corresponding numerical modeling results are converted to the prototype 
scale as a standardized prototype-scale flow depth, h*, similar to Li et al. (2020), according to:

, , .V m inlet m inlet

H m m

e h h
h

e b db
  � (4)

When plotting h* as a function of the geometric distortion ratio, it can be inferred that the uncertainty in the 
experimental results for the junction model (Figures 4a and 4b), the bifurcation model (Figures 4c and 4d), 
and the district model (Figures 4e and 4f), is greatest for low geometric distortion ratios (d < 5), as the cor-
responding vertical scale factors are large. This is owed mostly to the uncertainty induced by the ±1 mm 
measurement accuracy of the ultrasonic sensor, which, as a percentage of the flow depth, becomes more 
prominent for small flow depths corresponding to low distortion ratios. Such measurement inaccuracies are 
amplified when the results are upscaled to prototype flow conditions (Equation 4). With the prototype flow 
depth hp = 0.5 m and eH being equal to 50, the flow depth in the physical model for d < 5 (i.e., eV > 10) will 
be smaller than 5 cm. The uncertainty due to the measurement accuracy of the ultrasonic sensor gradually 
becomes smaller as the distortion ratio increases and the flow in the physical model gets deeper. The other 
source of uncertainty, the fluctuations in the water surface affecting the measurements of the flow depth, 
which is represented by the standard deviation of the time-series data, has a more erratic manifestation in 
the experimental data and appears to be independent of the distortion ratio.

There is a good agreement between experimental and numerical results of h* for all cases (Figure 4) with 
the 2D shallow-water numerical model being able to reproduce the decreasing trend that the experimen-
tal measurements of h* exhibit for increasing geometric distortion ratios. This decrease of h* is steep for 
approximately d < 5, and the values of h* almost stabilize for higher distortion ratio values. The observed 
decrease in h* when d is increased may be attributed to a decrease in the relative roughness of the model 
material as the material remains unchanged when the geometric distortion is increased, as well as to an 
increase in the Reynolds number with the geometric distortion. Both effects tend to lower the frictional flow 
resistance.

The experimental standardized upscaled flow depth at the inlets, *
expE h  , is for the most part slightly greater 

than the numerical standardized upscaled flow depth, numE h  , for d < 5, particularly for the junction model 
(Figures 4a and 4b). The opposite trend is observed for d > 10, with this pattern being most notable for the 
district model (Figures 4e and 4f). This is further discussed in Section 4.2.

The distortion effect on the flow depth at each inlet, Δh*, for the range of geometric distortion ratios that 
were tested, is quantified from:

max min

max
,h hh

h

 





 � (5)

where h*max and h*min are respectively the maximum and minimum values of each curve in Figure 4.

Table 2 presents the experimental, expE h  , and numerical, numE h  , results of Δh*. The values of expE h  for the 
different cases vary from 4% to 17%, depending on the physical model and the flooding conditions. The 
flooding conditions are expressed by the Froude number F, the increase of which corresponds to an increase 
in Δh* for all the inlets of every physical model (Figure 3). These results confirm that the choice of the 
distortion ratio in a scale model of flooding in an urban district may substantially affect the upscaled flow 
depths. The increase of Δh* with the Froude number is more obvious in the bifurcation and district models 
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than in the junction model, but this may be due to a difference in the ranges of considered distortion ratios 
(minimum value of 2 for the junction, while it is 1 in most other cases).

3.1.2.  Discharge Partition

Discharge partition occurs in the bifurcation model with two outlets (Figure 3b) and in the district model 
with three outlets (Figure 3c). The numerical modeling results of discharge partition, QR,i, which is the per-
centage of the discharge at outlet i to the total outflow discharge, as a function of the geometric distortion 
ratio agree well with the experimental measurements for both the bifurcation (Figures 5a and 5b) and the 
district (Figures 5c and 5d) models.

In the bifurcation model, the single crossroad divides the upstream discharge into two branches: the dis-
charge partition in the main branch, QR,3 = Q3/QB, which is the extension of the branch with the incoming 
flow, and the discharge at the lateral branch, QR,1 = Q1/QB, which is perpendicular to the main branch. QR,3 
is always greater than QR,1. With an increase of geometric distortion ratio from 1 to 17.54 and from 1 to 13.16 
for F = 0.2 and F = 0.3, respectively, the flow discharge in the main channel increases from around 70% to 
95% of the total discharge (Figures 5a and 5b). This increase is steep for d < 5 and the discharge partitions 
in the main and the lateral channels tend asymptotically to a maximum and a minimum value, respectively, 
for distortion ratios higher than 5.

While, in general, the numerical model reproduces the experimental measurements well, it slightly under-
predicts the experimental discharges for d < 5 and overpredicts them for d > 10 for the main branch. The 
opposite trend is noted for the lateral branch. In the first case (d < 5), the computational results remain 
generally within the range of uncertainty of the experimental observations. For higher distortion ratios 
(d > 10), the flow depths become larger and 3D flow structures are very likely to develop. This may be the 
reason why the computational model, based on the shallow-water equations, leads to some deviations com-
pared to the observations, as further discussed in Section 4.2.

The district model exhibits a similar trend with the bifurcation model, with the discharge partition being 
altered at low geometric distortion ratios and getting stabilized after d = 5 (Figures 5c and 5d). Outlet 3 ex-
hibits the greatest discharge for both tested F values and attains a slightly higher QR value, almost 50%, for 
the lower F at high distortion ratios.

Figure 4.  Standardized upscaled flow depth at the inlets h* as a function of the geometric distortion ratio d for the junction model (Figure 3a) with (a) F = 0.4 
and (b) F = 0.6; for the bifurcation model (Figure 3b) with (c) F = 0.2 and (d) F = 0.3; for the district model (Figure 3c), with (e) F = 0.2 and (f) F = 0.6. The 
uncertainty of the experimental measurements is expressed with boxplots, with the height of the boxes representing the standard deviation of the measurement 
time series and the whiskers representing the 1 mm uncertainty associated with the instrumentation. The numerical results of the district model are the same as 
presented by Li et al. (2020).

Physical model F (−) da (−)

expE h  (%)b
numE h  (%)

A B C A B C

Junction 0.4 [2–22.73] 7.81 8.03 – 6.9 6.79 –

0.6 [2–17.54] 8.35 9.53 – 9.85 9.61 –

Bifurcation (r = 1) 0.2 [1–17.54] – 8.96 – – 6.71 –

0.3 [1–13.16] – 14.93 – – 12.35 –

District 0.2 [1.6–21.74] 3.52 3.78 5.34 2.37 2.33 2.07

0.6 [1–13.70] 12.02 13.05 16.92 9.22 9.10 13.33
aThe range of tested distortion ratios is wider in numerical modeling than in the experiments, therefore, the distortion effect is quantified using the experimental 
range for both the numerical and experimental results to facilitate comparisons. bMore than one measurement was carried out for one distortion ratio in some 
tests. In these cases, the mean value of these measurements is used as h* for the corresponding distortion ratio d to estimate the distortion effect.

Table 2 
Distortion Effect on the Standardized Upscaled Flow Depths, Δh*, at the Inlets A, B, and C for all Cases With r = 1 in Table 1
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The distortion effect on the flow discharge partition, ΔQR, is quantified as the difference between the high-
est and lowest values of QR, ΔQR = QR,max – QR,min, expressed in percentage points (pp). Table 3 shows that in 
the bifurcation model ΔQR from measurements is 22.7 and 24.4 pp, for F equal to 0.2 and 0.3, respectively, 
while it decreases significantly for the district model, where the maximum ΔQR value is found at outlet 3, 
which has the highest discharge, and is equal to 8.5 and 6.3 pp for F equal to 0.2 and 0.6, respectively. Con-
trary to the standardized upscaled flow depths at the inlets, where the distortion effect was greater for the 
higher values of F (Table 2), there is no notable pattern in the distortion effect on discharge partition with 
increasing F. This can be explained as follows: the upstream flow depths are representative of the cumu-
lated effect of all losses across the considered flow domain. Therefore, they tend to increase with the flow 
velocity and the Froude number. In contrast, the discharge partition is controlled by the relative importance 
of losses occurring along the different possible flow paths. When the Froude number is increased, all losses 
certainly increase in absolute terms; but it is possible that their relative importance is not strongly affected 
by the change in the Froude number. Therefore, the influence of varying the Froude number is considerably 
lower in the discharge partition than it is in the value of the flow depths at the inlets.

Figure 5.  Discharge partition QR as a function of the geometric distortion ratio d for the bifurcation model (Figure 3b), 
with (a) F = 0.2 and (b) F = 0.3 and for the district model (Figure 3c), with (c) F = 0.2 and (d) F = 0.6. The whiskers 
represent the standard deviation of the time series of discharge partition. In case of the absence of whiskers, the 
outflow discharge was measured with “volume filling” method as presented in Section 2.3.2. The shaded areas show 
the envelope of the computed results obtained by varying the flow depth at the outlet of the lateral branch by ± 1 mm, 
to assess the uncertainty associated with the accuracy of setting the downstream boundary condition in the laboratory. 
The numerical results of the district model are the same as presented by Li et al. (2020).

Bifurcation model

District model
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Overall, the analysis reveals that, depending on the model geometry, the discharge partition may be con-
siderably affected by the model geometric distortion and this effect is generally well predicted by the 2D 
numerical model.

3.2.  Distortion Effect on Flow Variables for Uneven Flow Depth at the Outlets

In each test discussed in Section 3.1, the same flow depth was prescribed at the different street outlets. To 
broaden the scope of the study, this section examines how the distortion ratio affects the upstream flow 
depth and the discharge partition when the flow depths at the different outlets are not equal. To simplify the 
analysis, we present results only for the bifurcation model (Figure 3b). The tested cases for various r and F 
values are detailed in Table 1 and in Section 2.5.3.

Figure  6 shows that the values of h* at the inlet of the bifurcation model decrease monotonously with 
increasing geometric distortion ratio for all cases, similar to the experiments where the flow depths at the 
outlets were the same (Figures 4c and 4d), which means that the variation of r from 0.7 to 1 and F from 0.25 
to 0.4 does not affect this general trend. When the ratio r of downstream flow depths is varied from 0.7 to 1 
while keeping F equal to 0.3, the effect of distortion remains similar (Table 4). On the contrary, the increase 
of F from 0.25 to 0.4 for r = 0.8 highly influences the distortion effect, which varies between 10% and 25% 
(Table 4). This agrees with the findings of Section 3.1, where the distortion effect on flow depths becomes 
more prominent with increasing F (Table 2) for equal flow depths at the two outlets of the bifurcation model 
(r = 1).

The variation of the ratio r in the bifurcation model has a much greater impact on the discharge partition 
compared to the inlet flow depth. Figure 7 shows the discharge partition in the bifurcation model for the 
same variations of r and F as in Figure 6 for the flow depth. Contrary to h*, which maintained qualitatively 
the same trend for every combination of r and F, the pattern of discharge partition gets radically altered. For 
r = 1 and F = 0.3, the largest portion of the flow is conveyed by the main channel (QR,3 > QR,1, also in Fig-
ure 5). As r decreases to 0.7 (with F remaining equal to 0.3), the lateral branch gradually conveys the largest 
portion of the flow (QR,1 > QR,3). The same pattern is also observed when F varies between 0.25 and 0.4 with 
r = 0.8. This is consistent with the findings of Riviere et al. (2014), who showed that the portion of discharge 
reaching the lateral branch (outlet 1) decreases when the Froude number is increased (Figures 7b–7d).

Nevertheless, qualitatively the influence of the distortion ratio on the discharge partition is similar for every 
case shown in Figure 7, with increasing values of d enhancing the flow discharge at the branch that carries 
the largest portion of the flow, with the exception of F = 0.3 and r = 0.8, for which the flow discharges at the 
two branches are almost equal (Figure 7). The ΔQR results are summarized in Table 4, which shows that the 
distortion effect on the observed discharge partition seems to vary non-monotonously when r or F is varied.

Physical model F (−) da (−)

ΔQR,exp (pp)b ΔQR,num (pp)

1 2 3 1 2 3

Bifurcation (r = 1) 0.2 [1–17.54] 22.66 – 22.66 25.46 – 25.46

0.3 [1–13.16] 24.44 – 24.44 24.02 – 24.02

District 0.2 [1.6–21.74] 5.81 2.64 8.46 4.41 1.57 5.98

0.6 [1–13.70] 4.37 1.92 6.3 3.34 3.12 6.56
aThe range of tested distortion ratios is wider in numerical modeling than in the experiments, therefore, the distortion effect is quantified using the experimental 
range for both the numerical and experimental results to facilitate comparisons. bMore than one measurement was carried out for one distortion ratio in some 
tests. In these cases, the mean value of these measurements is used as QR for the corresponding distortion ratio d to estimate the distortion effect.

Table 3 
Distortion Effect on the Discharge Partition, ΔQR, at the Outlets of the Bifurcation and the District Models
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Figure 6.  Standardized upscaled flow depth at the inlet B, h*, as a function of the geometric distortion ratio, d, for the bifurcation model (Figure 3b) for various 
combinations of r and F. The figure layout is such that each row corresponds to a particular value of parameter r and each column corresponds to a particular 
value of the Froude number F. The uncertainty of the experimental measurements is expressed with boxplots, with the height of the boxes representing 
the standard deviation of the measurement time series and the whiskers representing the 1 mm uncertainty associated with the instrumentation. Note that 
Figure 6a is same as Figure 4d.

F (–) r (–) da(–) expE h b(%) numE h  (%) ΔQR,exp
b(pp) ΔQR,num (pp)

Bifurcation model 0.3 0.7 [1–14.29] 12.54 13.46 33.4 18.31

0.3 0.8 [1–14.17] 19.36 16.23 6.23 2.08

0.3 1 [1–13.16] 14.93 12.35 24.44 24.02

0.25 0.8 [1–16.17] 9.61 11.68 31.74 13.98

0.4 0.8 [1–12.50] 25.11 21.51 15.69 18.17
aThe range of tested distortion ratios is wider in numerical modeling than in the experiments, therefore, the distortion effect is quantified using the experimental 
range for both the numerical and experimental results to facilitate comparisons. bMore than one measurement was carried out for one distortion ratio in some 
tests. In these cases, the mean value of these measurements is used for h* and QR for the corresponding distortion ratio d.

Table 4 
Distortion Effects on the Standardized Upscaled Flow Depth, Δh*, at the Inlet and the Discharge Partition, ΔQR, at the Outlets of the Bifurcation Model for Various 
Combinations of Froude Number, F, and Flow Depth Ratio, r
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4.  Discussion
4.1.  Sensitivity Analysis

To quantify the uncertainty associated with imperfect setting of the downstream flow depth in the exper-
iments, we conducted a sensitivity analysis by varying some of the downstream flow depths by 1 mm (see 
Section 2.5.3 and Table 1) and simulating numerically the discharge partition for each case.

The results of this sensitivity analysis are presented as shaded areas in Figure 5. The vertical extension of 
these shaded areas for each d is defined by the maximum and minimum values obtained from the numerical 

Figure 7.  Discharge partition, QR, as a function of the geometric distortion ratio, d, for the bifurcation model (Figure 3b) for various combinations of r and 
F. The figure layout is such that each row corresponds to a particular value of parameter r and each column corresponds to a particular value of the Froude 
number F. The shaded areas show the extreme numerical results when varying the flow depth at the outlet 1 by ± 1 mm, to express the uncertainty associated 
with the experimental inaccuracies in setting the downstream boundary conditions. Note that Figure 7a is same as Figure 5b.
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modeling when varying the flow depth at the outlets by 1 mm. The larger the shaded area, the more sensi-
tive the discharge partition to the variation of the downstream boundary condition and as a result, the larger 
the uncertainty potentially affecting the experimental observations.

There are two main findings regarding the uncertainty of the discharge partition: (a) the effect of the un-
certainty from setting the downstream water depth becomes considerably smaller in all branches for all 
distortion ratios when the value of F increases; (b) for a given value of F, the uncertainty decreases when 
the geometric distortion ratio increases, because this 1 mm, as a percentage of the flow depth, becomes 
less important for high flow depths corresponding to large distortion ratios. For example, the height of the 
shaded area in the bifurcation model for F = 0.2 is reduced approximately from 46 to 5 pp for increasing d 
(Figure 5a). For F = 0.3, this variation becomes significantly smaller and ranges approximately from 19 to 
2 pp (Figure 5b). Similarly, in the district model for F = 0.2, the height of the shaded area of QR,3 decreases 
from 30 to 1 pp with increasing d, but for F = 0.6, the height of the shaded area becomes very small and var-
ies from 2.5 to 0.3 pp. These results highlight that minor inaccuracies in setting the downstream boundary 
condition can largely affect the discharge partitions for the cases of low F and small distortion ratio (i.e., 
in case of small flow depths), while the discharge partition at highly distorted models is less influenced by 
measurement uncertainties.

As shown in Figure 7, uncertainty in setting the downstream flow depth affects the discharge partition in a 
similar way irrespective of the ratio r of downstream flow depths: this effect is considerably reduced when 
either the Froude number F or the distortion ratio d is increased.

4.2.  Agreement Between Experimental Observations and Numerical Modeling

Although there is an overall good agreement between the experimental measurements and the numerical 
simulations, there are some cases where the 2D numerical model systematically overpredicts or underpre-
dicts the experimental data. In the junction and district cases, it is particularly the case for large values of F 
and large values of d, where the effect of the uncertainty from setting the downstream water depth is rather 
small. For instance, in the district model, the numerical model overpredicts h* (Figures 4e and 4f) and the 
discharge in outlet 3 (Figure 5d), which is the largest discharge, for approximately d > 10. To quantify these 
discrepancies, we estimated the bias between experimental measurements and numerical modeling for 
the standardized upscaled flow depth num expE h ‐  , and the discharge partition ,num expRE Q ‐  , respectively, from:

num exp
num exp

exp

,
h h

h
h

 





 ‐� (6)
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Figure 8 presents the results of Equations 6 and 7 as a function of the street aspect ratio, hm,i/bm, where hm,i is 
the flow depth at the outlet, for all cases with r = 1. Figure 8b focuses on the branch that carries the largest 
portion of the flow, which is outlet 3 both for the bifurcation and the district models. For the shallower flows 
with hm,i/bm < 0.4, the numerical model mostly underpredicts the measurements of h* (Figure 8a), while it 
tends to underpredict QR in the bifurcation case and overpredict QR in the district case (Figure 8b). For hm,i/
bm > 0.4, the numerical model systematically overpredicts both h* and QR in the branch with the largest 
discharge, with differences up to 4%.

Urban flooding in prototype conditions usually occurs as shallow flow, meaning that the vertical velocity 
component can be considered negligible. With increasing distortion ratio, the flow depth in the physical 
model also increases and the 3D characteristics of the flow in the model tend to be augmented. While a 
Froude similarity between the physical model and the prototype is satisfied, a deep flow in the physical 
model with a large geometric distortion ratio will be affected by 3D flow structures (El Kadi Abderrezzak & 
Paquier, 2009). Such 3D flow patterns do not necessarily occur in prototype conditions and cannot be cap-
tured by a 2D shallow-water numerical model, such as the one employed in this study. This could explain 
some discrepancies between experimental and numerical results for high geometric distortion ratios.

In their computations, Li et al. (2020) found a slight non-monotonous variation pattern of the values of h* 
and the discharge partition with increasing geometric distortion ratio for the district model, with the flow 
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variables first decreasing and then slightly increasing. This trend is detected in the experimental data of the 
discharge partition for high values of F in the district model (Figure 5d); however, the observed variation is 
of similar magnitude as the experimental uncertainty. This non-monotonous trend is not exhibited in the 
measurements of h* (Figures 4e and 4f), which seem to decrease monotonously with increasing geometric 
distortion ratio. Li et al. (2020) hypothesized that the non-monotonicity in the computational results may be 
attributed to a competition between decreasing frictional losses and increasing local losses as the distortion 
ratio becomes larger. However, it is likely that the latter effect is not captured accurately by a 2D shallow-wa-
ter model which does not resolve 3D flow structures.

4.3.  Implications for Practice

4.3.1.  Pros and Cons of Model Geometric Distortion

The design of a particular hydraulic scale model results generally from a trade-off between on one hand 
cost-efficiency and technical constraints (requiring a relatively large value for eH) and on the other hand 
fulfillment of ideal hydraulic specifications (which usually advocate for the use of considerably smaller eH 
values). This is particularly true for urban flooding, as well as other shallow flows developing over relatively 
large spatial extents. Determining the value of the vertical scale factor eV (or equivalently of the distortion 
ratio d = eH/eV) remains also intricate. The benefit of opting for a relatively large value of d (i.e., relatively 
small value of eV) is at least threefold:

1.	 �A reduction of the relative uncertainties in the measurements, and hence in the estimation of the up-
scaled flow variables, as shown by the whiskers in Figures 4 and 6;

2.	 �A flow regime in the scale model closer to the fully turbulent regime encountered at prototype-scale, 
since the Reynolds number in the model increases with the power 3/2 of d;

3.	 �Thanks to a higher flow depth in the model, mitigation of surface tension effects, and excessive intrusion 
effects in case of probe measurements (e.g., ADV), among others.

These benefits are obtained at the expense of an excess of the depth-to-width aspect ratio of the flow in the 
model compared to the prototype. As highlighted by a power balance analysis conducted by Li et al. (2020), 
this excess of aspect ratio tends to reduce the rate of energy losses, and alters the relative importance of 
various dissipation mechanisms (e.g., horizontal vs. vertical shear stresses). These are the reasons why, de-
pending on the geometric distortion selected by the modeler, the flow depths at the inlets vary by up to 15% 
and the discharge partition by up to 25 pp in the configurations tested here (Figure 9). These variations are 
comparable to, or even exceed, other sources of uncertainties affecting urban flood modeling (e.g., design 

Figure 8.  Differences between experimental measurements and numerical results for (a) The standardized upscaled flow depth at the inlet, num expE h ‐  , and 
(b) Discharge partition, ,num expRE Q ‐  , as a function of the street aspect ratio, hm,i/bm, near outlet 3. The ,num expRE Q ‐  results are from the branches that convey the 
largest portion of the flow, that is, from outlet 3 in both the bifurcation model with r = 1 (Figure 3b) and the district model (Figure 3c).
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discharge, topographical details, etc., see Paquier et al., 2020), and they are certainly not negligible from an 
engineering perspective.

Although present results show the sensitivity of the predicted flow variables to the geometric distortion, 
they do not give a clue on which value of d leads to the “correct” prediction at prototype scale. Indeed, a 
complete similarity of the real-world flow needs to consider the scaling of the frictional losses (in addition 
to present Froude similarity). This may require a careful selection of the model material, which will depend 
on the actual roughness height characterizing the prototype, hard to determine due to non-uniformity of 
roughness elements, micro-topography, and complex geometric features present in real-world urban areas.

In theory, the bed friction number S should be kept the same in the model as at prototype scale, with S de-
fined as S = cf L/(2 H) where cf is the friction coefficient, L a characteristics horizontal length scale (e.g., the 
street width) and H a characteristic flow depth. However, keeping the bed friction number Sm in the model 
equal to that at the prototype Sp is hardly possible in practice for two reasons.

1.	 �First, the value of ks,m is required to ensure Sm = Sp changes with the considered flow scenario. Since 
a scale model is usually built to explore a range of flow scenarios, it would require tedious and costly 
changes of the model material for each considered flow scenario.

2.	 �Second, achieving Sm = Sp requires that the friction coefficient cfm in the model, and cfp at prototype scale 
verify cfm = d cfp. This leads to large values of ks,m for values of d above 1 or 2, which could lead to unde-
sired macro-rough flow conditions (too high ks,m/hm values).

In all urban flood models so far, both the model material and the geometric distortion were kept unchanged 
for the whole range of considered flooding scenarios (Araud, 2012; Güney et al., 2014; Smith et al., 2016). 
Consequently, each model run corresponding to a given flooding scenario simulates actually a different 
value of the prototype-scale roughness height ks,p. Indeed, if the flooding scenario is varied while predefined 

Figure 9.  Summary of the influence of model geometric distortion on the flow depth at the inlets (  expE h  ) and on the discharge partition (  ,expRE Q  ) for the three 
experimental urban layouts described in Figure 3 (junction, bifurcation, and district) with an equal flow depths prescribed at the outlets (r = 1). The red arrows 
sketch the variation of expE h  and ,expRE Q  with the Froude number F.
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values of ks,m and d are kept unchanged, Sm = Sp is obtained for different values of ks,p depending on the 
flooding scenario. Vice-versa, for a given value of the roughness height ks,p in the prototype, only a single 
value of d may lead to a correct similarity for friction (i.e., Sm = Sp) if the model material is kept unchanged. 
This value of d changes with the considered flooding scenario. The hydraulic modeler needs to be aware of 
this.

4.3.2.  Recommendations

The current knowledge is not sufficient to identify in practice a clear-cut optimal value of the geometric dis-
tortion d for a particular prototype-scale flow scenario to be reproduced with a prescribed horizontal scale 
factor eH. Nonetheless, some recommendations may be formulated.

First, an accessible range of d may be determined based on standard considerations on the minimum and 
maximum capacity of the available pumps as well as key instruments such as flowmeters. Next, as regards 
the accuracy of measurements, a minimum desirable value for d may be defined based on a sought accuracy 
for a given prototype-scale flow variable. For instance, prescribing a sought accuracy εp for the flow depths 
at prototype-scale leads to:

,mH
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where εm represents the scale-model measurements accuracy. For an objective of εp = 1 cm at prototype-scale 
and an experimental uncertainty εm = 1 mm in a model at scale of 1:50 (eH = 50), the minimum distortion 
would be d = 5. Similarly, aiming at a minimum value of the Reynolds number and/or of the flow depth in 
the scale model leads also to a lower bound for d.

Since our results show that there is a range of d in which the upscaled flow variables show a high sensitivity 
to the selected geometric distortion (d < 5 in the present case), it is of utmost importance that, as far as pos-
sible, two or three different distortion ratios are tested in the scale model. This procedure allows revealing 
the sensitivity of the upscaled flow variables to the selected range of values of d.

Finally, by comparing the friction numbers in the model and at prototype scale, it is possible to highlight to 
which extent friction effects are properly simulated or underestimated in the geometrically distorted scale 
model. The direction and magnitude of the resulting bias may be approached either based on the results 
presented here or with dedicated computational modeling (by simulating various values of d, as well as the 
prototype-scale flow). To some extent, such a procedure enables the modeler to offset the bias when inter-
preting the results of the scale model, or at least to be aware of the direction and approximate magnitude 
of this bias.

5.  Conclusion
By systematically analyzing the influence of changing the geometric distortion d in three laboratory-scale 
models of urban flooding with intersecting streets (junction, bifurcation, and simplified urban district), the 
following observations were made:

1.	 �In all configurations, the upscaled flow depths at the inlets exhibited a steep decrease (by up to 17%) 
when the geometric distortion increased from d = 1 up to approximately d = 5, and they remained al-
most constant for d above 5;

2.	 �Similarly, the flow discharge at the outlet of the branch that conveys the largest portion of the flow is 
greatly enhanced (by up to ∼ 24 pp) for a geometric distortion varying up to d = 5, whereas above this 
threshold the discharge partition at the outlets remained almost constant;

3.	 �When the Froude number increases, the effect of distortion on the upscaled flow depths increases while 
the effect on discharge partition remains unchanged;

4.	 �A 2D computational model successfully reproduces the effect of geometric distortion on the upscaled 
flow depths and discharge partition at the street outlets, with maximum deviations (of the order of 
4%) between computations and observations occurring for large geometric distortions and high Froude 
numbers;
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5.	 �The uncertainty in the upscaled flow variables is greatest for low geometric distortion (d < 5), and rela-
tively low Froude number, due to the combined effect of measurement inaccuracies and uncertainties in 
setting the downstream boundary conditions.

These findings highlight that laboratory-scale modeling remains challenging when a geometrically distort-
ed scale model is deemed necessary, such as in the case of urban flooding. An important practical impli-
cation is that these novel experimental results indicate the direction and magnitude of the possible bias 
induced by geometric distortion for a broad range of flow cases (geometries and flooding scenarios), which 
is valuable for offsetting these effects in practical laboratory studies of urban flooding. The direction and 
magnitude of the resulting bias may also be approached based on dedicated computational modeling.

The present study shows some limitations as it is restricted to subcritical flows in simple urban layouts 
comprising only a few streets. Further research is needed to extend the knowledge on the effect of geometric 
distortion in more complex urban configurations, such as with steep bottom slopes leading to supercritical 
flow, unsteady conditions, or flow exchanges between the streets and the urban drainage system.

Data Availability Statement
The data archiving are available on the repository Zenodo, from which they are freely accessible: https://
doi.org/10.5281/zenodo.5113912. Supporting Information S1 related to this article is available, including 
texts, figures and tables.
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