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A B S T R A C T

It is observed that a human inspector can obtain better visual observations of surface defects via
changing the lighting/viewing directions from time to time. Accordingly, we first build a multi-
light source illumination/acquisition system to capture images of workpieces under individual
lighting directions and then propose a multi-stream CNN model to process multi-light source
illuminated images for high-accuracy surface defect classification on highly reflective metal.
Moreover, we present two effective techniques including individual stream deep supervision
and channel attention (CA) based feature re-calibration to generate and select the most
discriminative features on multi-light source illuminated images for the subsequent defect
classification task. Comparative evaluation results demonstrate that our proposed method is
capable of generating more accurate recognition results via the fusion of complementary
features extracted on images illuminated by multi-light sources. Furthermore, our proposed
light-weight CNN model can process more than 20 input frames per second on a single NVIDIA
Quadro P6000 GPU (24G RAM) and is faster than a human inspector. Source codes and the
newly constructed multi-light source illuminated dataset will be accessible to the public.

. Introduction

Effective surface defect inspection (detection/classification) is an important processing step in many industrial production tasks
or the quality control of end products [1]. Professional human inspectors are typically trained to perform visual quality of end
roducts which is a highly subjective, labor-intensive, and time-consuming task. As the result, developing accurate, real-time and
ully automatic inspection solutions has received significant attention in recent years [2].

Numerous machine vision-based surface inspection methods have been proposed as an effective way for non-contact, fast,
nd automatic surface defect detection/classification tasks [3–6]. Many existing approaches deployed Fourier transform [7],
avelet filters [8,9] or Gabor filters [10,11] to extract representative feature maps of defects, and then trained support vector
achines [8,12,13] or neural networks [14,15] to predict the existence of defects (i.e., defect detection) and to determine
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Fig. 1. The built multi-light source illumination and acquisition system and the proposed multi-stream CNN model for extraction and fusion of multi-light source
illuminated features for surface defect classification.

their corresponding categories (i.e., defect detection). However, the above-mentioned methods built on the hand-crafted features
cannot generate accurate detection/classification results when surface defects present ‘‘inter-class’’ similarity and ‘‘intra-class’’
diversity [16,17].

Due to the powerful learning capacity, Convolutional Neural Network (CNN) has been utilized as a prevalent tool to generate
highly distinctive features in various computer vision tasks including object classification [18–21] and target detection [22,23] and
achieved significant performance enhancement. VGG model deploys a number of 3 × 3 filters in different convolutional stages
to extract multi-scale features which are further utilized for various computer vision tasks [24]. ResNet is a residual learning
framework which adds skip connections between shallower and deeper layers to overcome the vanishing gradient problem occurred
when training deep CNN models [25]. To achieve higher computational efficiency, a number of compact CNN architectures such as
SqueezeNet [26] and YOLO [27] have been developed for accurate target recognition using significantly fewer parameters.

In recent decades, many researchers attempted to build CNN-based models for surface defects defection/classification [14,16,28–
30]. The underlying principle of these methods is to directly learn highly discriminative features from training samples of various
defects for subsequent defection/classification tasks. A compact CNN model is built to compute the symmetric surround saliency
map for recognition of seven types of defects on steel surface [28]. However, the performance of this model is not satisfactory
since it is built from scratch and its parameters are randomly initialized. In [17], a deep convolutional activation feature extractor
(Decaf model [31]) is integrated with a multinomial logistic regression classifier to perform generic and high accuracy surface
defect classification task. Note the Decaf architecture [31] pre-trained in ImageNet is directly utilized without parameter fine-
tuning thus the extracted features are not optimal for the subsequent defect inspection tasks. A CNN model is proposed for accurate
and fast classification of surface defects under severe illumination and noise disturbances by emphasizing the parameter tuning
of shallower convolutional layers and integrating multiple-scale features [32]. A number of convolutional layers with multiple
receptive fields are stacked in a CNN model for accurate classification of large- and small-size defects in cluttered background [33].
An effective triplet-graph reasoning network is proposed to improve the poor generalization performance when the model is trained
using insufficient samples [34]. To overcome the difficulty of pixel-level image labeling, a novel image-level weakly supervised
segmentation formulation is proposed for no-service rail surface defects [35]. Note the above-mentioned surface defect inspection
methods typically utilize a single light source to illuminate the target workpieces for image acquisition. They assume that the surface
defects are visually observable local anomalies on single input images which cannot be well satisfied in many practical industrial
inspection tasks particularly for products made of highly reflective materials [36–38].

In this paper, we present an effective methodology for accurate and fast defect inspection on highly reflective surfaces based on
the fusion of images illuminated by multi-light sources. Our intuition is that a human inspector will change the lighting/viewing
directions from time to time, obtaining better visual observations of surface defects for more accurate detection/classification as
illustrated in Fig. 1. Accordingly, we build a multi-light source illumination system to capture images of workpieces under four
different lighting directions (Left, Right, Up, and Down) and then propose a multi-stream CNN model to extract and integrate
features on multi-light source illuminated images for surface defect classification, as illustrated in Fig. 1. To achieve high-accuracy
defect inspection on highly reflective surfaces, we adopt the pre-trained SqueezeNet architecture to build a multi-stream model
and incorporate deep supervision to enhance the discriminative ability of features extracted on individual streams. Moreover, we
utilize the channel attention (CA) mechanism to re-calibrate the feature responses towards the more representative channels and
thus select the most discriminative features under multiple illumination directions for the subsequent defect classification task.
Evaluated on a newly constructed dataset containing different types of defects on highly reflective stainless steel, our proposed defect
classification model achieves a significant performance gain through the effective fusion of complementary features extracted on
images illuminated by multi-light sources. Our proposed method can generate more accurate results compared with some best-
performing CNN-based defect classification models [16,17,28,32,39]. Furthermore, the proposed multi-stream CNN model can
process over 20 input frames on a single NVIDIA Quadro P6000 GPU (24G RAM) and can satisfy the demand of on-line surface
defect detection tasks. As illustrated in Fig. 2, our proposed method could be easily deployed in a realistic industrial scene to
facilitate automatic product manufacturing and inspection. To sum up, the contributions of this work include:
2
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Fig. 2. The schematic illustration of the deployment of the proposed method in a realistic industrial manufacturing and inspection process.

Fig. 3. The setup of the multi-light source illumination/acquisition system.

(1) We build a multi-light source illumination/acquisition system which can capture images of workpieces under individual
lighting directions (Left, Right, Up, and Down) and construct a new multi-light source illuminated dataset containing images of
different types of surface defects on highly reflective stainless steel.

(2) We incorporate deep supervision in our proposed multi-stream CNN model to reinforce the discriminative ability of individual
feature extraction streams and utilize the channel attention (CA) mechanism to select the most discriminative features under multiple
illumination directions for the subsequent defect classification task.

(3) Our method effectively extract and integrate complementary features on images captured under different lighting directions
and thus achieves significantly improved recognition performance compared with some best-performing defect classification
models [17,28,32]. In addition, this light-weight CNN model (3.5 MB) can process more than 20 input frames per second using
a single NVIDIA Quadro P6000 GPU to facilitate online inspection tasks.
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Fig. 4. Sample images of BrightLine, Deformation, Scratch, and Dent surface defects illuminated using individual light sources.

2. Multi-light source illumination/acquisition system and dataset

It is important to set up appropriate lighting configurations and capture images with good observations of target objects for
high-quality visual inspection tasks (e.g. surface defect detection and classification). It is noted that human inspectors can better
identify various types of surface defects with different locations and orientations by changing the lighting/viewing directions from
time to time. Based on this intuition, we build a multi-light source illumination/acquisition system to capture images of workpieces
under different lighting directions.

Fig. 3(a)–(b) show the hardware configuration of multi-light source illumination/acquisition system. A monochrome industrial
camera (2448 × 2048 resolution) and a bi-telecentric lens (260 mm working distance) are deployed to capture images of target
workpieces. Four 24 V LED strip lights (60 mm in length) are installed in a squared aluminum frame to generate light stimulation
from four individual directions (Left, Right, Up and Down) to better illuminate the insignificant surface defects. The incident angles
of strip light sources are all set to 45◦.

Using the built multi-light source illumination/acquisition system, we capture images of workpieces made of highly reflective
stainless steel (USB connectors). As shown in Fig. 3(c), the entire image acquisition process includes two major steps. First, we
send commands to the light source controller to turn on four light sources one by one and capture images illuminated from four
individual directions (Left, Right, Up, and Down). Then, we turn on all the light sources at the same time to capture another image
under the uniform lighting condition. Therefore, five images are captured for each workpiece including four single-light source
illuminated images and a uniformly illuminated one. It is observed that the surface defects present very different/complementary
characteristics under individual lighting conditions as shown in Fig. 4. Moreover, some defects can be well observed in multi-light
source illuminated images but become indistinct in the uniformly illuminated image.

In total, we captured multi-light source illuminated images (four single-light source illuminated images and one uniformly
illuminated image) of 700 samples (USB connectors) with four typical surface defects including BrightLine, Deformation, Scratch,
and Dent. The collected images are split into the training and testing datasets with an aspect ratio of 1:4. More specifically, the
training dataset consists of images of 560 USB connectors (2,800 images in total) and the testing dataset contains images of a new
batch of 240 USB connectors (1,200 images in total). Note we use different batches of workpieces to capture training and testing
sample images, therefore defects of the same class present different visual characteristics in the training and testing dataset.

It is noted that the captured images typically contain redundant background regions which incur undesirable computational
overhead in industrial inspection tasks. We adopted the technique presented in [32] to define a rectangle bounding box on the
input image, which can be used to appropriately cover the target workpiece and remove the redundant background, as illustrated
in Fig. 5(a). Since the position of the workpiece remains unchanged during capturing multi-light source illuminated images, we make
use of the image under uniform lighting to calculate the coordinates of the ROI which are then mapped to other multi-light source
illuminated images to define their corresponding ROI areas. In the extracted ROIs, defective regions are manually defined/labeled by
human inspectors (viewing five multi-light source illuminated images) and then uniformly divided into a number of image patches
(200 × 200) as illustrated in Fig. 5(b). In addition, we include 3,600 and 900 image patches without defects (Normal) to the training
and testing datasets, respectively. In Table 1, we summarize the number of manually labeled image patches of Normal, BrightLine,
Deformation, Scratch, and Dent classes in the newly constructed multi-light source illuminated dataset. Some sample images of
defectives and normal surfaces illuminated using individual light sources are shown in the left of Fig. 5(b).
4
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Fig. 5. The process of extracting ROIs and generating a number of labeled image patches on images illuminated using different light sources. (a) ROIs extraction
and (b) Image patch cropping.

Table 1
The number of labeled image patches of Normal, BrightLine, Deformation, Scratch, and Dent in the newly
constructed multi-light source illuminated dataset.

Defect type Training dataset Testing dataset

BrightLine 2072 573
Deformation 2511 541
Dent 1282 276
Scratch 2265 425
Normal 3600 900
Sum 11730 2715

3. Defect classification model

As illustrated in Fig. 6, we first deploy the pre-trained SqueezeNet architecture to build a multi-stream CNN model, computing
representative features on images captured under different lighting directions. Moreover, we update the parameters of SqueezeNet
models to enhance the discriminative ability of feature extraction through deep supervision on defect classification tasks on
individual streams. Finally, we integrate the channel attention (CA) mechanism to identify the most representative features under
multiple illumination directions for the subsequent defect classification task.

3.1. SqueezeNet-based feature extraction and fusion

In recent years, numerous deep CNN models such as GoogLeNet [40], VGG [41] and ResNet [25] have been built to achieve
high-accuracy image classification using large-scale labeled images (e.g., ImageNet [19]). However, it is impractical to capture a
large number of sample images containing various types of defects to train deep CNN models. Therefore, our proposed classification
model is built on the light-weight SqueezeNet architecture [26] which is easy to fine-tune and less prone to small dataset over-fitting.

As illustrated in Fig. 7, the SqueezeNet contains 9 consecutive fire modules for feature extraction. To reduce the number
of parameters, the channel number of the squeeze convolutional layer in each fire module is purposely set to a quarter of the
5
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Fig. 6. The architecture of the proposed multi-stream CNN model to perform extraction and fusion of multi-light source illuminated features for high-accuracy
surface defect classification.

Fig. 7. The architecture of the pre-trained SqueezeNet model and features extracted in different convolutional stages.

expand layer. The channel number of Conv10 is set to 5 for classifying five categories of image samples (i.e., Normal, BrightLine,
Deformation, Scratch, and Dent). We deploy a global average pooling (GAP) layer [21,24] to calculate the average values over the
13 × 13 slices to output 1 × 1 × 5 matrix as the prediction result. The detailed network configurations of the SqueezeNet architecture
(fire modules, activation layers, pooling layers, and a loss layer) are shown in Table 2.
6



Mechanical Systems and Signal Processing 175 (2022) 109109G. Fu et al.

d

w

𝐻
f

w

c
w
w
p
f
s

3

f
d
t
m
m

f

Table 2
The detailed configurations of SqueezeNet model. The parameters of the filters are represented as 𝐶 × 𝑊 × 𝐿,
where 𝐶, 𝑊 , and 𝐿 are the channel numbers, kernel width, and kernel length, respectively.
Layers Output size Filter size

Input 224 × 224 × 3
Conv 1 109 × 109 × 96 96 × 7 × 7, stride 2
Pool 1 54 × 54 × 96 3 × 3 Pooling, stride 2
Fire 2 54 × 54 × 128 16 × 1 × 1, 64 × 1 × 1, 64 × 3 × 3
Fire 3 54 × 54 × 128 16 × 1 × 1, 64 × 1 × 1, 64 × 3 × 3
Fire 4 54 × 54 × 256 32 × 1 × 1, 128 × 1 × 1, 128 × 3 × 3
Pool 4 27 × 27 × 256 3 × 3 Pooling, stride 2
Fire 5 27 × 27 × 256 32 × 1 × 1, 128 × 1 × 1, 128 × 3 × 3
Fire 6 27 × 27 × 384 48 × 1 × 1, 192 × 1 × 1, 192 × 3 × 3
Fire 7 27 × 27 × 384 48 × 1 × 1, 192 × 1 × 1, 192 × 3 × 3
Fire 8 27 × 27 × 512 64 × 1 × 1, 256 × 1 × 1, 256 × 3 × 3
Pool 8 13 × 13 × 128 3 × 3 Pooling, stride 2
Fire 9 13 × 13 × 512 64 × 1 × 1, 256 × 1 × 1, 256 × 3 × 3
Conv 10 13 × 13 × 5 6 × 13 × 13, stride 1
Pool 10 1 × 1 × 5 13 × 13 Pooling

We deploy four pre-trained SqueezeNet models to compute representative features on images captured under four lighting
irections (Left, Right, Up, and Down). A fusion layer is then applied to aggregate the computed four-stream CNN features as

𝐌 = 𝑓 (𝐋,𝐑,𝐔,𝐃), (1)

here 𝑓 is the fusion function, 𝐋 ∈ R𝐶1×𝐻1×𝑊1 , 𝐑 ∈ R𝐶2×𝐻2×𝑊2 , 𝐔 ∈ R𝐶3×𝐻3×𝑊3 , and 𝐃 ∈ R𝐶4×𝐻4×𝑊4 are the features computed on
individual images illuminated by the Left, Right, Up and Down light sources, respectively, and 𝐌 ∈ R𝐶×𝐻×𝑊 is the fused multi-light
source illuminated feature maps. 𝐶, 𝐻 and 𝑊 indicate the channel number, height and weight of feature maps, respectively. Since
four feature extraction streams are built using the same SqueezeNet architecture, we have 𝐶1 = 𝐶2 = 𝐶3 = 𝐶4, 𝑊1 = 𝑊2 = 𝑊3 = 𝑊4,

1 = 𝐻2 = 𝐻3 = 𝐻4. We adopt the commonly-used Concatenation operation (𝑓 𝑐𝑎𝑡) to integrate multi-light source illuminated
eatures as

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐌𝑐𝑎𝑡
𝑐,ℎ,𝑤 = 𝐋𝑐,ℎ,𝑤

𝐌𝑐𝑎𝑡
𝐶+𝑐,ℎ,𝑤 = 𝐑𝑐,ℎ,𝑤

𝐌𝑐𝑎𝑡
2×𝐶+𝑐,ℎ,𝑤 = 𝐔𝑐,ℎ,𝑤

𝐌𝑐𝑎𝑡
3×𝐶+𝑐,ℎ,𝑤 = 𝐃𝑐,ℎ,𝑤

, (2)

here 𝑐 ∈ (1, 2,… , 𝐶) is the channel index of feature maps, ℎ ∈ (1, 2,… ,𝐻) and 𝑤 ∈ (1, 2,… ,𝑊 ) indicate the spatial locations. Note
𝐌𝑐𝑎𝑡 = 𝑓 𝑐𝑎𝑡(𝐋,𝐑,𝐔,𝐃) stacks multi-light source illuminated features 𝐋, 𝐑, 𝐔, and 𝐃 at the same position ℎ,𝑤 but across the feature
channels 𝑐. A 3 × 3 kernel size convolutional layer is added to the fusion layer to decrease the channel number of 𝐌𝑐𝑎𝑡 from 4𝐶 to 𝐶.

The SqueezeNet model deploys stacked fire modules and convolutional layers to generate representative feature maps in different
onvolutional stages. It is well known that high-level features extracted in deeper layers typically encode global semantic information
hile low-level features computed in shallower layers tend to characterize local textured details [42]. It remains an open question
hich type of features are more suitable for the defect classification task. As illustrated in Fig. 7, we experimentally evaluate the
erformances of CNN models using features extracted in different convolutional stages (early stage features of Fire4, late stage
eatures of Fire9 and final stage features of Conv10) and discuss the optimal scheme for extracting and integrating multi-light
ource illuminated features to achieve accurate surface defect classification results in Section 4.2.1.

.2. Deep supervision on individual streams

The backbone squeezeNet architecture is pre-trained using images in ImageNet for general object classification tasks (e.g., bird,
lower, person, and vehicle) thus is not optimal for distinguishing surface defects on highly reflective metals. To perform better
efect classification, we design a multi-term loss function to update the parameters of our proposed multi-stream CNN model. Given
he features extracted on individual streams (𝐋, 𝐑, 𝐔, 𝐃) and the fused multi-light source illuminated feature 𝐌, our proposed
odel generates multiple prediction results to incorporate deep supervision on defect classification task on individual streams. The
ulti-term loss 𝐹 is formulated as

𝐹 = (𝛼𝐋𝐋 + 𝛼𝐑𝐑 + 𝛼𝐔𝐔 + 𝛼𝐃𝐃 + 𝛼𝐌𝐌), (3)

where the cross entropy loss terms 𝐋, 𝐑, 𝐔, and 𝐃 evaluate the intermediate prediction results of four individual streams (𝐋,
𝐑, 𝐔, 𝐃), the cross entropy loss 𝐌 measures the correctness of the final prediction based on fused multi-light source illuminated
eature. 𝛼𝐋, 𝛼𝐑, 𝛼𝐔, 𝛼𝐃 and 𝛼𝐌 are the weights of multiple loss terms which are empirically set to 1. Given the ground-truth label
𝑘 and the prediction 𝑦, the cross entropy loss function  is defined as

 = −
5
∑

𝑡𝑘[𝑘 logPr(𝑦 = 𝑘) + (1 − 𝑘) log(1 − Pr(𝑦 = 𝑘))], (4)
7
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Fig. 8. The architecture of the proposed CA-based feature re-calibration.

where 𝑡𝑘 = 1 when the label of input image is 𝑘, otherwise 𝑡𝑘 = 0. Pr(𝑦 = 𝑘) measures the confidence of the prediction as

Pr(𝑦 = 𝑘) = 𝑒𝐺𝑘

∑5
𝑗=1 𝑒

𝐺𝑗
, (5)

where 𝐺𝑘 is the 𝑘th output of the GAP layer. Based on the proposed multi-term loss function 𝐹 , we update the parameters of the
multi-stream CNN model to generate more discriminative features on individual streams for defect classification. Experiments are
carried out to evaluate the effectiveness of incorporating deep supervision on individual streams in Section 4.2.2.

3.3. CA-based feature re-calibration

After computing multiple features on images captured under different lighting directions, we integrate the CA mechanism in the
multi-stream CNN model to perform re-calibration of feature responses as illustrated in Fig. 8. Given an input feature 𝐗 ∈ R𝐶×𝐻×𝑊 ,
we firstly apply a GAP operation to squeeze the feature in spatial dimensions 𝐻 ×𝑊 . A channel-wise feature tensor 𝑧 ∈ R𝐶×1×1 is
calculated as

𝑧(𝑐) = 𝐺𝐴𝑃 (𝐗) = 1
𝐻 ×𝑊

𝐻
∑

ℎ=1

𝑊
∑

𝑤=1
𝐗(𝑐, ℎ,𝑤), (6)

where 𝐗(𝑐, ℎ,𝑤) denotes the value at spatial location (ℎ,𝑤) of the 𝑐th channel of 𝐗. A gating mechanism [43] is integrated to assign
weights to the feature maps across different channels and it is composed of two fully-connected (FC) layers and a ReLU activation
function as

𝛼 = 𝑆𝑖𝑔(𝐹𝐶(𝑅𝑒(𝐹𝐶(𝑧)))), (7)

where 𝐹𝐶(⋅) denotes the FC layers, 𝑅𝑒(⋅) represents the ReLU function. A sigmoid function 𝑆𝑖𝑔(⋅) is introduced to project the weights
to the range of 0∼1, enhancing nonlinearity of network and ensuring the convergence of gradient transfer. The re-calculated output
𝐗𝐶𝐴 is obtained by rescaling the input feature 𝐗 with the computed attention weights 𝛼 as

𝐗𝐶𝐴(𝑐) = 𝛼 ⋅ 𝐗(𝑐), (8)

It is worth mentioning that the channel weights 𝛼 are scene-specific and self-learned without any supervision or human
intervention. Therefore, the CA mechanism can adaptively assign weights to different feature channels to enhance the informative
features as well as to suppress redundant ones, performing the adaptive fusion of the most representative features. Note we apply
the CA mechanism to re-calibrate features extracted in individual streams (𝐋, 𝐑, 𝐔, 𝐃) as well as the fused one (𝐌). We will
experimentally evaluate the effectiveness of CA-based feature re-calibration in Section 4.2.2.

4. Experiments

4.1. Implementation details

All the experiments are implemented on the publicly accessible PyTorch framework. The SqueezeNet model [26] pre-trained
in ImageNet is used to initialize the parameters of multi-stream feature extractors in the proposed model. The parameters of
newly added or modified layers/modules, such as fusion layers and CA-based re-calibration modules, are initialized with Xavier
distribution. The batch-size is set to 64 and the maximum training iteration is fixed to 4,000. The ‘‘Cosine Annealing’’ learning policy
is used and the initial learning rate is set to 0.0025. The network is trained using Stochastic Gradient Descent (SGD) algorithm [44],
momentum and weight decay are set to 0.9 and 0.0001, respectively. It takes less than 60 min to train our proposed CNN model
on a NVIDIA Quadro P6000 GPU (24G RAM). In the inference phase, the prediction class which has the highest confidence score
is considered as the classification result. These defect classifiers are assessed by computing the classification accuracy (%), meaning
the percentage of correctly classified image numbers in each class [16,17,28,32].
8
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Table 3
The classification accuracy(%) of models using images illuminated by single or multi-light sources.

Normal BrightLine Deformation Dent Scratch Average

Single-light source (Left) 83.4 78.6 89.3 85.0 83.7 80.0
Single-light source (Right) 88.6 83.8 89.2 94.7 83.1 87.5
Single-light source (Up) 72.1 85.2 67.8 73.7 79.7 74.3
Single-light source (Down) 86.3 80.5 69.8 93.9 75.1 80.7
Single-light source (Uniform) 80.0 81.7 69.9 83.0 87.3 79.8
Multi-light source 89.8 82.8 89.8 96.9 85.9 88.4

Table 4
The classification accuracy(%) of models using multi-light source illuminated features extracted in different stages.

Normal BrightLine Deformation Dent Scratch Average

Early stage (Fire4) 92.4 80.2 83.3 89.1 85.5 86.6
Late stage (Fire9) 92.1 85.0 90.8 96.5 89.6 90.4
Final stage (Conv10) 89.8 82.8 89.8 96.9 85.9 88.4

Table 5
The classification accuracy(%) of a number of network alternatives with/without performing individual stream deep supervision and CA-based feature re-calibration

Model Normal BrightLine Deformation Dent Scratch Average

Baseline 92.1 85.0 90.8 96.5 89.6 90.4
Baseline+DS 94.2 92.9 89.7 96.1 92.6 93.0
Baseline+DS+CA 94.9 94.9 93.8 97.1 94.5 94.9

4.2. Performance analysis

We set up a number of experiments to evaluate the proposed multi-stream CNN model for fusion of multi-light source illuminated
eatures and the effectiveness of two important techniques (individual stream deep supervision and CA-based feature re-calibration)
o improve defect classification accuracy.

.2.1. Multi-light source illuminated feature fusion
We show comparative results of different classification models based on images illuminated by single or multi-light sources

n Table 3. Note the multi-stream CNN models are all built based on the pre-trained SqueezeNet architecture and further fine-
uned using images captured under single (feeding individual streams using single-light source illuminated images) or multiple
ighting directions. The experimental results demonstrate that the fusion of complementary features extracted on multi-light source
lluminated images provides an effective technique to generate more representative features of surface defects and thus can achieve
ore accurate classification results.

Our built SqueezeNet-based model deploys a number of stacked fire modules and convolutional layers in different convolutional
tages to generate multi-scale feature maps. It is important to investigate whether the features computed in deeper or shallower
ayers are more suitable for defect classification. We experimentally evaluate the performances of multi-stream CNN models using
eatures computed in the early stage (Fire4), late stage (Fire9), and final stage (Conv10). The comparative results in Table 4 clearly
ndicate that using features computed in deeper convolutional layers or fire modules generally leads to higher recognition accuracy
early stage 86.6% vs. late stage 90.4% vs. final stage 88.4%). Our experimental results suggest that semantic feature maps are more
uitable for image-level analysis tasks such as target detection or classification. Another interesting observation is that performance
sing features of Conv10 is not satisfactory for edge-like defects such as BrightLine (late stage 85.0% vs. final stage 82.8%) and
cratch (late stage 89.6% vs. final stage 85.9%). A reasonable explanation is that features extracted in the final convolutional stage
ontain very limited low-level image cues and thus cannot well characterize local texture patterns and structural edges of BrightLine
r Scratch defects.

.2.2. Deep supervision and CA-based re-calibration
We propose to incorporate deep supervision on individual streams and CA-based feature re-calibration in our proposed multi-

tream CNN model to improve defect classification accuracy. Ablation experiments are set up to evaluate their effectiveness. Based
n the multi-stream CNN model using features extracted in late stage (Fire9), we built a number of network alternatives including
1) Baseline — using no deep supervision or CA-based re-calibration, (2) Baseline+DS — using deep supervision but no CA-based
e-calibration, and (3) Baseline+DS+CA — using both deep supervision and CA-based re-calibration. The comparative results are
hown in Table 5.

Based on the multi-term loss function 𝐹 defined in Eq. (3), our proposed model not only measures the correctness of the final
rediction based on the fused multi-stream features but also evaluates the intermediate prediction results of four individual streams.
uch practice significantly increases the classification accuracy from 90.4% to 93.0%, proving the effectiveness of incorporating
eep supervision to generate more discriminative features on individual streams and achieve more accurate defect classification.
9
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Fig. 9. The visualization of feature maps computed on sample images in the multi-light source illuminated dataset with/without deep supervision on individual
streams.

Fig. 10. The visualization of feature maps computed on sample images in the multi-light source illuminated dataset with/without CA-based re-calibration.

We further visualize the extracted features maps of individual streams with and without deep supervision in Fig. 9. The visualized
feature map is obtained by multiplying the high-level feature maps with the channel-dependent GAP values and then adding up
the weighted feature maps. It is observed that the computed feature maps without deep supervision are active on the non-defective
regions with obvious structural edges. In comparison, incorporating deep supervision in the multi-stream CNN model can effectively
enhance the ability of feature extraction on individual streams, successfully suppressing irrelevant features and generating more
discriminative features on defective regions.

Given features extracted under individual lighting directions (𝐋, 𝐑, 𝐔, 𝐃, 𝐌), we set larger weights for the informative features
and smaller weights for redundant ones through the CA mechanism to perform scene-dependent re-calibration of feature responses.
As the result, the classification accuracy is further increased from 93.0% to 94.9% as shown in Table 5. In Fig. 10, we illustrate the
visualized features of two defect samples (Deformation and Scratch) with and without performing CA-based feature re-calibration. It
is observed that the computed feature maps are heavily scattered and the defective regions cannot be correctly identified. Therefore,
10
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Table 6
The classification accuracy(%) and model size of a number of deep-learning based surface defect classification models.

Model Normal BrightLine Deformation Dent Scratch Average Model size

ETE [28] 79.9 91.6 88.7 98.0 87.9 86.3 2.5 MB
DECAF+MLR [17] 75.4 85.4 79.2 92.4 82.6 80.4 244.0 MB
SDC-SN-ELF+MRF [32] 87.1 87.9 83.2 94.5 87.0 87.6 3.1 MB
Proposed 94.9 94.9 93.8 97.1 94.5 94.9 3.5 MB

some defective samples (Deformation and Scratch) are misclassified as Normal and BrightLine, respectively. In comparison, the
feature maps after CA-based re-calibration become visually more significant and concentrated on the defective regions and thus lead
to correction classification of defect category. Quantitative and qualitative elevation results confirm the effectiveness of CA-based
feature re-calibration to achieve more accurate defect detection/classification via tuning the feature responses towards the more
representative channels under multiple lighting directions.

4.3. Comparisons with state-of-the-arts

Our proposed multi-stream model is compared with several best-performing CNN-based surface defect classification models.
ote we only consider deep-learning-based classifiers including an end-to-end CNN model (ETE) [28], DECAF+MLR model [17],
nd SDC-SN-ELF+MRF model [32]. These models are either re-implemented using author-provided source codes or according to
he original papers. For a fair comparison, these CNN models are trained using 11666 × 4 multi-light source illuminated images

in the training dataset without applying any data augmentation techniques. In the testing phase, our proposed multi-stream CNN
model takes four multi-light source illuminated images as input and directly generates a final prediction. In comparison, other
single-stream CNN models [17,28,32] will generate four classification results based on four input images individually and produce
the final prediction by assigning each image pixel to the class with the highest summed confidence score.

The classification accuracy and computational complexity of different CNN models are shown in Table 6. It is noted that the
large-size DECAF+MLR model (244.0 MB), which utilizes the Decaf model [31] to extract features and trains the multi-linear
regression (MLR) as the classifier, surprisingly performs the worst. The experimental results illustrate that it is critical to fine-
tuning the parameters of pre-trained CNN models (e.g., Decaf or SqueezeNet) using training images of defects to achieve good
performance on a new target domain. Also, the ETE model does not generate satisfactory results since its parameters are randomly
initialized and cannot be adequately optimized using a small number of defect samples [17]. The SDC-SN-ELF+MRF model fine-
tunes the pre-trained SqueezeNet model for the defect classification task and performs better than ETE and DECAF+MLR models.
However, SDC-SN-ELF+MRF generates prediction results based on single-light source illuminated images and does not perform
effective fusion of complementary features extracted on multiple streams. In comparison, our proposed multi-stream CNN model
can effectively extract and integrate complementary features on images captured under different lighting directions. As the result, it
is capable of generating significantly higher accuracy in comparison to some best-performing defect classification models [17,28,32].
On a single NVIDIA Quadro P6000 GPU (24G RAM), the proposed light-weight model (3.5 MB) can process more than 20 image
patches of 200 × 200 pixels (covering the entire ROI of a workpiece) per second. Note it is much faster than a human inspector
that typically will use 3–4 s to perform visual inspection of a target object including changing the lighting/viewing direction and
making a prediction.

5. Conclusion

Most of the existing surface defect inspection methods deploy a single light source to illuminate the target workpieces thus cannot
produce satisfactory results in practical industrial inspection tasks particularly for products made of highly reflective materials. In this
paper, we present a multi-light source illumination/acquisition hardware system and a multi-stream CNN-based defect classification
model for accurate and fast defect inspection on highly reflective surfaces based on the fusion of images illuminated by multi-
light sources. Given the features extracted on individual streams, we incorporate deep supervision in our proposed multi-stream
CNN model to enhance the discriminative ability of feature extraction in individual streams and utilize the channel attention
(CA) mechanism to select the most discriminative features under multiple illumination directions. Experimental results validate
the effectiveness of the proposed multi-stream CNN model, outperforming some best-performing defect classifiers and achieving
significantly higher accuracy. Additionally, our proposed multi-stream CNN model could process over 20 input frames using a single
NVIDIA Quadro P6000 GPU (24G RAM) and can be utilized for defect inspection of transparent or highly reflective objects which
require multi-light source illumination.

In this paper, we only consider the illumination setup with four fixed lighting directions, which might not be optimal to stimulate
and characterize insignificant surface defects. In the future, we plan to build a new surface defect illumination and acquisition system
that is capable of capturing surface defect images under continuously changing lighting directions. Another noticeable drawback of
the proposed method is that it only utilizes spatial features but ignores the important intensity variation between temporally adjacent
frames. Therefore, we plan to design efficient 3D convolutional modules to process the captured image sequence and extract features
in both spatial and temporal domains, thereby achieving better performance for defect detection, classification, and segmentation
tasks.
11
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