A simulation analysis of the advective effect on evaporation using a two-phase heat and mass flow model
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1. Introduction

[2] Evaporation from unsaturated soil is a continually discussed issue that involves physical processes, including phase change, vapor transport, liquid flow, and heat transfer. Assuming the evaporative demand is constant, the soil drying process in the absence of a water table has been conceptualized as three stages: a constant-rate stage, a falling-rate stage, and a slow-rate stage [Hillel, 2004]. In correspondence to the three different evaporation stages, the vertical distribution of soil moisture can be described to be a three-layer model. Each stage of evaporation connects to one of the three soil layers covering the surface [Kobayashi et al., 1998]. In the first stage, an excess of liquid in soil pores (wet soil layer, WSL) covers the surface. In the second stage, liquid and vapor simultaneously transport, and a phase transformation zone (PTZ) forms on the top of the WSL. In the final stage, the dry surface layer (DSL) forms over the PTZ where only vapor phase flow is allowed. Prat [2002] labeled the same three soil layers as the dry zone, two-phase zone, and liquid zone, while Yiotis et al. [2004, 2005] call them the dry/gas region, film region, and liquid region. Among these studies, no large difference exists in distinguishing different soil layers associated with different evaporation stages, except for PTZ. The concurrent vapor and liquid flux in PTZ was originally described by Philip and de Vries [1957] (hereafter PdV model) as the evaporation-condensation through a series of liquid islands. On the basis of this description, an enhancement factor for vapor transfer was put forward considering the microscopic thermal gradient in air-filled pores [Philip and de Vries, 1957].

[3] The enhanced vapor transfer has been questioned for more than a decade since Webb and Ho’s [1998] comprehensive review. The root of the doubt centers on the lack of direct measurement evidence [Shokri et al., 2009]. The enhancement factor in the PdV model is only valid when a temperature gradient exists. If there is no temperature gradient, there is no enhancement. However, Webb and Ho [1998] pointed out that vapor diffusion was enhanced even there was no temperature gradient, implying that an additional mechanism should be included in the PdV model. Before Webb and Ho’s review, Rose [1968a, 1968b] claimed that the enhanced vapor transfer was perhaps partially caused by the advective mass flow of air through the soil. Following this idea, the advective flux induced by diurnal heating and cooling of the soil surface was proposed to be the omitted mechanism in the PdV model by Cahill and Parlange [1998] and Parlange et al. [1998] (hereafter CP model). Notwithstanding a close match between the CP model and the field observation, the enhanced vapor flow due to factors other than the temperature effect was still not taken into account. Actually, the vapor can be transferred...
as part of the bulk flow of dry air that is purely driven by
the air pressure gradient in the soil [Olivella and Gens, 2000]. There is a need to study the air pressure gradient-
induced vapor transfer (advective vapor transfer) using a
two-phase flow model that treats dry air as a gas phase and
soil water as a liquid phase.

[4] The thermal effect on evaporation from unsaturated
soil has been studied by many researchers [Bittelli et al., 2008; Milly 1984a, 1984b; Saito et al., 2006; Sakai et al.,
2009]. Most investigators employed the phenomenological
scheme developed by Philip and de Vries [1957]. Neverthe-
less, the neglect of airflow in the PDV model restrains
the analysis of the advective effect on evaporation. A two-phase
heat and mass flow model can be used to investigate the vapor
transport induced by airflow and has been applied in many
engineering fields, such as geothermal engineering [Thomas
et al., 1998; Thomas and Sansom, 1995], drying engineering
[Kowalski, 2008], and environmental engineering [Pruess,
2004; Schrefler, 2004]. However, no particular attention has
been paid to examining the advective effect on evaporation.

[5] This paper aims to investigate the advective effect on
evaporation by using a proposed two-phase mass and heat
flow model. In section 2, the proposed model is developed
on the basis of the revised PDV model [Milly, 1982].
According to the field measurement of soil moisture con-
tent and temperature, the model is calibrated. In section 3,
the advective effect on the evaporation is examined by ana-
lyzing driving forces and conductivities. Discussion and
conclusions are presented in section 4.

2. Model Description and Inputs

2.1. Two-Phase Model

2.1.1. Moisture Equation

[6] Soil water is present in a liquid and a gaseous phase, and
following Milly [1982], the total moisture balance is ex-
pressed as

\[
\frac{\partial}{\partial t}(\rho_l \theta + \rho_v \theta_a) = -\frac{\partial}{\partial z}(q_L + q_V),
\]

(1)

where \(\rho_L\) (kg m\(^{-3}\)) represents the density of liquid water,
\(\rho_v\) (kg m\(^{-3}\)) is the density of vapor water, \(\theta\) (m\(^3\) m\(^{-3}\)) is
the volumetric water content, \(z\) (m) is the vertical space
coordinate, positive upward, \(\theta_a\) (m\(^3\) m\(^{-3}\)) is the volumetric
air content, \(q_L\) (kg m\(^{-2}\) s\(^{-1}\)) is the liquid flux, and \(q_V\)
(kg m\(^{-2}\) s\(^{-1}\)) is the vapor flux. The liquid flux is expressed
by a generalized form of Darcy’s law:

\[
q_L = -\rho_L K \frac{\partial (\frac{\rho_w}{\gamma_w} + z)}{\partial z},
\]

(2)

where \(h_w\) (Pa) is the pore water pressure, \(\gamma_w\) (kg m\(^{-2}\) s\(^{-2}\)) is
the specific weight of water, and \(K\) (m s\(^{-1}\)) is the hydraulic
conductivity. According to Groenevelt and Kay [1974],
the effect of the heat of wetting on the pressure field and the
resulting flow are taken into account by Milly [1982], which
leads to an additional liquid flow term in equation (2), so that

\[
q_L = -\rho_L K \frac{\partial (\frac{\rho_w}{\gamma_w} + z)}{\partial z} - \rho_L D_T \frac{\partial T}{\partial z},
\]

(3)

where \(D_T\) (m\(^2\) s\(^{-1}\) °C\(^{-1}\)) is the transport coefficient for
adsorbed liquid flow due to the temperature gradient and
\(T\) (°C) is the temperature. According to the definition of
capillary potential, \(h\) could be expressed as the difference
between the pore air pressure and the pore water pressure
[Gray and Hassanizadeh, 1991; Fredlund and Rahardjo,
1993; Thomas and Sansom, 1995]:

\[
h = \frac{h_w - P_g}{\gamma_w}.
\]

(4)

where \(h\) (m) is the capillary pressure head and \(P_g\) (Pa)
is the pore air pressure. Substituting equation (4) into (3) yields

\[
q_L = -\rho_L K \frac{\partial}{\partial z} \left( \frac{h + P_g}{\gamma_w} + z \right) - \rho_L D_T \frac{\partial T}{\partial z}.
\]

(5)

Considering the temperature dependence of hydraulic con-
ductivity, equation (5) can be rewritten as [Philip and de
Vries, 1957]

\[
q_L = -\rho_L \left[ K_L \frac{\partial}{\partial z} \left( \frac{h + P_g}{\gamma_w} + z \right) + (K_{LT} + D_{TD}) \frac{\partial T}{\partial z} \right] + K_{Lb},
\]

(6)

where \(q_{Lb}\) (kg m\(^{-2}\) s\(^{-1}\)) is the isothermal liquid flux, \(q_{LT}\)
(kg m\(^{-2}\) s\(^{-1}\)) is the thermal liquid flux, \(q_{La}\) (kg m\(^{-2}\) s\(^{-1}\))
(\(= \rho_L (K_{Lb}/\gamma_w)(\partial P_g/\partial z)\)) is the advective
liquid flux due to air pressure gradient, \(K_{Lb}\) is the adve-
tive liquid transport coefficient, \(K_{LT}\) (m s\(^{-1}\)) is the isother-
mal hydraulic conductivity, and \(K_{LT}\) (m s\(^{-1}\) °C\(^{-1}\)) is the
thermal hydraulic conductivity.

[7] The vapor flux is expressed by a generalized form of
Fick’s law:

\[
q_V = -D_e \frac{\partial \rho_v}{\partial z},
\]

(7)

where \(D_e\) (m\(^2\) s\(^{-1}\)) is the molecular diffusivity of water
vapor in soil. When the dry air is considered, the vapor
flow is assumed to be induced in three ways: first, the dif-
usive transfer, driven by a vapor pressure gradient (equa-
tion (7)); second, the advective transfer, as part of the bulk
flow of air \(\rho_v (q_{La}/\rho_L)\); and, third, the dispersive transfer
due to longitudinal dispersivity \(-D_{Ve}(\partial \rho_v/\partial z)\). Accord-
ingly, equation (7) can be rewritten as

\[
q_V = -\left[ D_e \frac{\partial \rho_v}{\partial z} - \rho_v q_{La} + D_{Ve} \frac{\partial \rho_v}{\partial z} \right],
\]

(8)

where \(q_{La}\) (kg m\(^{-2}\) s\(^{-1}\)) is the advective dry air flux
\(q_{La} = -\rho_{La}(S_a k_a/\mu_a)(\partial P_g/\partial z)\), \(\rho_{La}\) (kg m\(^{-3}\))
is the dry air density, \(D_{Ve}\) (m\(^2\) s\(^{-1}\)) is the gas phase longi-
tudinal dispersion coefficient, \(S_a(= 1 - S_g)\) is the degree of air satu-
ration of the soil, \(S_g(= \theta/\varepsilon)\) is the degree of saturation of
soil, \(\varepsilon\) is the porosity, \(k_a\) (m\(^2\)) is the intrinsic air permeabil-
ity, and \(\mu_a\) (1.846 × 10\(^{-5}\) kg m\(^{-2}\) s\(^{-1}\)) is the air viscosity.
[5] Considering that vapor density is a function of matric potential and temperature, the vapor flux can be divided into isothermal and thermal components. According to the chain rule for partial derivatives, the vapor flux in equation (8) could be rewritten with three state variables as

\[
q_v = q_{vth} + q_{vT} + q_{va} = -
\left[
(D_e + D_{Vg}) \frac{\partial P_v}{\partial h} + (D_e + D_{Vg}) \frac{\partial P_v}{\partial \theta} + \rho_v \frac{S_k k_s}{\mu_s} \frac{\partial P_s}{\partial \theta} \right].
\]

(9)

where \(q_{vth}\) (kg m\(^{-2}\) s\(^{-1}\)) is the isothermal vapor flux, \(q_{vT}\) (kg m\(^{-2}\) s\(^{-1}\)) is the thermal vapor flux, and \(q_{va}\) (kg m\(^{-2}\) s\(^{-1}\)) is the advective vapor flux.

[5] Combining the governing equations for liquid water and vapor flow leads to the governing differential equation for moisture storage:

\[
\frac{\partial}{\partial t}(\rho_E \theta + \rho_v \theta_v) = -\frac{\partial}{\partial z}(q_{lw} + q_{lt} + q_{lw}) - \frac{\partial}{\partial z}(q_{vth} + q_{vT} + q_{va})
\]

\[
= \rho_v \frac{\partial }{\partial z} \left[ D_{ah} \left( \frac{\partial h}{\partial z} + 1 \right) + (K_{LT} + D_{v}) \frac{\partial T}{\partial z} + \frac{K_{Lh} \partial P_s}{\gamma_w} \right]
\]

\[+ \frac{\partial}{\partial z} \left[ D_{ah} \frac{\partial h}{\partial z} + D_{v} \frac{\partial T}{\partial z} + D_{va} \frac{\partial P_s}{\partial z} \right].
\]

(10)

where \(D_{ah}\) (kg m\(^{-1}\) s\(^{-1}\)) is the isothermal vapor conductivity, \(D_{v}\) (kg m\(^{-1}\) s\(^{-1}\) o C\(^{-1}\)) is the thermal vapor diffusion coefficient, and \(D_{va}\) (s) is the advective vapor diffusion coefficient.

2.1.2. Dry Air Equation

[10] Dry air transport in unsaturated soil is driven by two main gradients, the dry air concentration or density gradient and the air pressure gradient. The first one diffuses dry air in soil pores, while the second one causes advective flux of dry air. At the same time, the dispersive transfer of dry air should also be considered. In addition, considering the mechanical and chemical equilibriums, a certain amount of dry air will dissolve into liquid according to Henry’s law. Considering the above four effects, the balance equation for dry air may be presented as [Thomas and Sansom, 1995]

\[
\frac{\partial}{\partial t} \left[ \rho_{da}(S_a + H_c S_o) \right] = -\frac{\partial q_a}{\partial z},
\]

(11)

\[q_a = -D_{da} \frac{\partial \rho_{da}}{\partial z} - \rho_{da} \frac{S_k k_s}{\mu_s} \frac{\partial P_s}{\partial \theta} - D_{Vg} \frac{\partial \rho_{da}}{\partial \theta} + H_c \rho_{da} \frac{q_{va}}{\rho_c},
\]

(12)

where \(q_a\) (kg m\(^{-2}\) s\(^{-1}\)) is the dry air flux and \(H_c\) (0.02 for air at 1 atm and 25°C) is Henry’s constant. On the right-hand side of equation (12), the first term depicts diffusive flux (Fick’s law), the second term depicts advective flux (Darcy’s law), the third depicts dispersive flux (Fick’s law), and the fourth depicts advective flux due to dissolved air (Henry’s law). Considering that dry air density is a function of matric potential, temperature, and air pressure, equation (12) could be rewritten with three state variables. Combining equation (12) with equation (11), the governing equation for dry air can be expressed as

\[
\frac{\partial}{\partial t} \left[ \rho_{da}(S_a + H_c S_o) \right] = -\frac{\partial q_{ah} + q_{aT} + q_{au}}{\partial z}
\]

\[= \rho_v \frac{\partial }{\partial z} \left[ K_{ah} \frac{\partial h}{\partial z} + H_c \rho_{da} K_{Lh} \right] + K_{aT} \frac{\partial T}{\partial z} + K_{au} \frac{\partial P_s}{\partial z},
\]

(13)

where \(q_{ah}\) (kg m\(^{-2}\) s\(^{-1}\)) is the isothermal air flux, \(q_{aT}\) (kg m\(^{-2}\) s\(^{-1}\)) is the thermal air flux, \(q_{au}\) (kg m\(^{-2}\) s\(^{-1}\)) is the advective flux, and

\[K_{ah} = (D_e + D_{Vg}) \frac{\partial \rho_{da}}{\partial h} + H_c \rho_{da} K_{Lh},
\]

\[K_{aT} = (D_e + D_{Vg}) \frac{\partial \rho_{da}}{\partial T} + H_c \rho_{da} (K_{LT} + D_{v}),
\]

\[K_{au} = (D_e + D_{Vg}) \frac{\partial \rho_{da}}{\partial \theta} + \rho_{da} \left( \frac{S_k k_s}{\mu_s} + H_c \frac{K_{Lh}}{\gamma_w} \right).
\]

2.1.3. Energy Equation

[11] In the vadose zone, the mechanisms for energy transport include conduction and convection. The conductive heat transfer contains the contribution from liquids, solids, and gas. Conduction is the main mechanism for heat transfer in soil and contributes to the energy conservation by solids, liquids, and air. Advection heat in soil is conveyed by liquid flux, vapor flux, and dry air flux. On the other hand, heat storage in soil includes the bulk volumetric heat content, the latent heat of vaporization, and a source term associated with the exothermic process of wetting of a porous medium (integral heat of wetting) [de Vries, 1958]. Accordingly, following the general approach by de Vries [1958], the energy balance equation in unsaturated soil may be written as four parts:

Solid

\[
\frac{\partial}{\partial t} \left[ \rho_L \theta_c(T - T_s) \right] = \frac{\partial}{\partial z} \left( \lambda_L \theta_c \frac{\partial T}{\partial z} \right).
\]

(14)

Liquid

\[
\frac{\partial}{\partial t} \left[ \rho_L \theta_c(T - T_s) \right] = \frac{\partial}{\partial z} \left( \lambda_L \theta_c \frac{\partial T}{\partial z} \right) - \frac{\partial}{\partial z}[q_{vL}(T - T_s) + L_a + q_{vL}(T - T_s)],
\]

Air and Vapor

\[
\frac{\partial}{\partial t} \left[ (\rho_{da} \varepsilon_a + \rho_v \varepsilon_v) \theta_a(T - T_s) + \rho_v L_a \theta_a \right] = \frac{\partial}{\partial z} \left( \lambda_{va} \theta_a \frac{\partial T}{\partial z} \right)
\]

Heat of wetting

\[
H_w = -\rho_L W \frac{\partial \theta}{\partial z},
\]

where \(\lambda_L\), \(\lambda_{va}\), and \(\lambda_{vL}\) (W m\(^{-1}\) °C\(^{-1}\)) represent the thermal conductivities of solids, liquids, and pore air, respectively; \(d_L\) (constant) is the volumetric content of solids in the soil;
c_s, c_L, c_w, and c_v (J kg⁻¹ °C⁻¹) are the specific heat of solids, liquids, air, and vapor, respectively; T_s (°C) is the reference temperature; ρ_s (kg m⁻³) is the density of solids in the soil; L_w (J kg⁻¹) is the latent heat of vaporization of water at temperature T_w; and W (J kg⁻¹) is the differential heat of wetting (the amount of heat released when a small amount of free water is added to the soil matrix). The latent heat of vaporization varies with T according to \[ \text{Saito et al., 2006} \]

\[ L(T) = L_0 - (c_L - c_s)(T - T_s) \approx 2.501 \times 10^6 - 2369.2T. \]

[12] According to equation (14), the conservation equation for energy transfer in the soil is given as

\[ \frac{\partial}{\partial t}[(\rho_s \theta_s c_s + \rho_w \theta_w c_w + \rho_a \theta_a c_a + \rho_v \theta_v c_v)(T - T_s) + \rho_v L_0 \theta_a] \]

\[ - \rho_s W \frac{\partial \theta_s}{\partial t} + \frac{\partial}{\partial z} \left[ \lambda_{eff} \left( \frac{\partial T}{\partial z} \right) - \frac{\partial}{\partial z} (q_L \theta_L(T - T_s) + q_v \theta_v (T - T_s)) \right] \]

\[ + q_L \theta_L (T - T_s) \}

where \( \lambda_{eff} \) (W m⁻¹ K⁻¹) is the effective thermal conductivity, combining the thermal conductivity of solid particles, liquid, and dry air in the absence of flow. The parameters in the first term on the left-hand side of equation (15) and \( \lambda_{eff} \) can be determined by de Vries’ [1958] scheme. With the constitutive equations (see Appendix A), equations (10), (13), and (15) are solved jointly with specified boundary and initial conditions of the solution domain to obtain spatial and temporal variations of the three prime variables \( h \), \( T \), and \( P_w \).

2.2. Boundary Conditions

2.2.1. Boundary Conditions Formulation

[13] For the specific case here, no ponding or surface runoff is considered. This means that the moisture flux out of soil is always equal to evaporation minus precipitation.

\[ q_w \mid_{z=0} = E - \rho_L P, \]

where \( E \) (kg m⁻² s⁻¹) is the evaporation rate and \( P \) (mm s⁻¹) is the precipitation rate. Considering the aerodynamic resistance and soil surface resistance to water vapor transfer from the soil to the atmosphere, the evaporation is expressed as

\[ E = \frac{\rho_w - \rho_a}{r_s + r_a}, \]

where \( \rho_w \) (kg m⁻³) is the water vapor density at the soil surface, \( \rho_a \) (kg m⁻³) is the atmospheric vapor density, \( r_s \) (s m⁻¹) is the soil surface resistance to water vapor flow [Camillo and Gurney, 1986], and \( r_a \) (s m⁻¹) is the aerodynamic resistance [Campbell, 1985]. Equation (16) is the surface boundary condition for moisture transport. Without taking ponding and surface runoff into consideration, the soil surface is open to the atmosphere, and the measured atmospheric pressure is adopted as the surface boundary condition for dry air transport in the soil. The measured soil surface temperature is set as the boundary condition for heat transport.

[14] In the Badain Jaran Desert, according to Gates et al. [2008], the thickness of unsaturated zone ranges from less than 1 m in interdune areas to approximately 400 m on large dunes. In this study, the length of the soil column is set to be 5 m. The bottom boundary condition for the moisture equation is set to be free drainage (unit hydraulic head gradient). Considering the diurnal variation scale, the temperature gradient and the air pressure gradient at the bottom of the column are specified to be zero. A one-dimensional setting is adopted in this study, predominantly considering the vertical interactive process between the atmosphere and the soil [Milly and Eagleson, 1980]. The initial soil matric head and soil temperature are determined by interpolating the measured values at midnight on 12 June 2008 between measurement depths. The initial soil air pressure is set as the daily average atmospheric pressure during the selected 6 day period.

2.2.2. Meteorological Forcing Data

[15] The field measurement was conducted between 39°45'20"N and 39°47'27"N and 102°27'7"E and 102°28'58"E. Although all the meteorological variables are available from observation records, it is still difficult to solve the above-described model at the time interval the meteorological variables were recorded. There is a need to use a simple approach to generate a continuous value for the meteorological variables from available daily information.

[16] In terms of a balance between computational efficiency and solution accuracy, the time step is required to be small enough so that the moisture content and the temperature do not exceed a prescribed limit [Milly and Eagleson, 1980]. This means that the time step is adjusted automatically during computing (1-1800 s). Accordingly, the time interval of the meteorological inputs should be adjusted to match the new time step. In this study, the Fourier transform method was used to approximate the frequency domain representation of the meteorological forcing data and produced the forcing data continuously.

[17] Figure 1 shows the measurement and the approximation of meteorological variables, including air temperature, relative humidity, wind speed, precipitation, atmospheric pressure, and soil surface temperature, measured in the Badain Jaran Desert with a height of 2 m above the soil surface and an interval of 30 min from 13 to 19 June 2008. The 6 day data were chosen to include a rainfall event at the end of the first day of the selected period. Except for wind speed data, which fluctuated irregularly because of inherent randomness, records of other variables showed clearly typical diurnal behaviors. The precipitation occurred at midnight and interrupted the smooth variation of most variables except the surface temperature.

[18] Figure 1a shows that the average air temperature was 24.3°C one day before rainfall and 20.4°C one day after. From that day on, the average air temperature increased to 28.7°C at the end of the selected period. As can be seen in Figure 1b, the average daily relative humidity was 0.31 and 0.51 before and after rainfall, respectively, followed by a 3 day gradual decrease to 0.14 and a slight increase on the final day to 0.21. With the air temperature and the relative humidity, the diurnal variation of the atmospheric vapor pressure could be easily determined (not shown here). As can be seen in Figure 1c, the atmospheric pressure followed the same variation pattern as the relative
humidity did. The daily average atmospheric pressure was 87,528.8 and 87,907.2 Pa before and after the precipitation, respectively. From the second day on, the average atmospheric pressure decreased to 86,791.3 Pa on the fifth day and increased to 86,753.21 Pa on the last day.

Following van de Griend and Owe [1994], the aerodynamic resistance $r_a$ and soil surface resistance $r_s$ may be expressed as

$$r_a = \frac{1}{kU} \left[ \ln \left( \frac{Z_m - d - z_{om}}{\varepsilon_{sm}} \right) - \psi_{sm} \right] \left[ \ln \left( \frac{Z_m - d - z_{oh}}{\varepsilon_{sh}} \right) - \psi_{sh} \right]$$

$$r_s = r_{sl} e^{(\theta_{surf} - \theta_{min})}$$

where $k$ is the von Karman constant (0.41), $U$ ($\text{m s}^{-1}$) is the measured wind speed at a certain height, $Z_m$ ($\text{m}$) is the height of the wind speed measurement, $d$ ($\text{m}$) is the zero-plane displacement (0 for bare soil), $Z_{om}$ (0.001 $\text{m}$) is the surface roughness length for momentum flux, $\varepsilon_{sm}$ is the atmospheric stability correction factor for momentum flux, $Z_{oh}$ (0.001 $\text{m}$) is the surface roughness length for heat flux, $\varepsilon_{sh}$ is the atmospheric stability correction factor for heat flux, $r_{sl}$ (10 $\text{s m}^{-1}$) is the resistance to molecular diffusion across the water surface itself, $a$ (35.63) is the fitted parameter, $\theta_{min}$ (0.15 $\text{m}^{-3}$ $\text{m}^3$) is the empirical minimum value above which the soil is able to deliver vapor at a potential rate, and $\theta_{surf}$ is the soil water content in the top soil layer.

Figure 1. Diurnal change of meteorological variables: (a) air temperature, (b) relative humidity, (c) wind speed, (d) precipitation, (e) atmospheric pressure, and (f) surface temperature. They are recorded every 30 min from 13 to 19 June 2008. The solid line is the approximation, and the dots are the measurement.
2.3. Numerical Solution Algorithm

[20] The governing differential equations are converted to nonlinear ordinary differential equations with unknowns as the independent variables at a finite number of nodes in Galerkin’s method of weighted residuals. The nodal spacing is determined automatically with a spacing factor, which leads to 38 discretization nodes across the problem domain. The top surface layer has the smallest nodal space of 0.25 cm, while the bottom layer has the biggest nodal space of 50 cm. A finite difference time-stepping scheme is then applied to evaluate the time derivatives and is solved by a successive iterative linearization scheme (see Appendix B). The governing equations subject to the boundary and initial conditions were solved numerically by an author-developed script with MATLAB (version 7.4, The Math-Works, Natick, Massachusetts). To achieve the desired convergence criteria, the prescribed upper limits of independent variables are used to determine a new time step size automatically [Milly, 1982] in the form of

\[
\Delta t = \min\left[ \frac{X_{\max}}{\max_i \left( \frac{db_i}{dt} \right)}, \frac{T_{\max}}{\max_i \left( \frac{dT_i}{dt} \right)}, \frac{P_{\max}}{\max_i \left( \frac{dB_i}{dt} \right)}, \frac{h_{\max}}{\max_i \left( \frac{dh_i}{dt} \right)} \right],
\]

(19)

where \( \max_i \) denotes maximization over all nodes \( i \), the changes of state variables are estimated from the most recent time step, and \( X_{\max}, T_{\max}, P_{\max}, \) and \( h_{\max} \) are the upper limits of change for volumetric water content, temperature, atmospheric pressure, and matric potential, respectively. If the change exceeds the desired upper limits, the calculation of that time step is erroneous, and the time step will be repeated with a decreased time length. By doing this, a reasonable tradeoff between the computational effort and the accuracy of the solution should be achieved.

2.4. Comparison With Measurements

[21] The field measurement of soil moisture and temperature has been described by Zeng et al. [2009]. The soil moisture was measured at depths of 10, 20, 30, 40, and 50 cm by a soil water content profile sensor (EasyAG50, Sentek Pty., Ltd., Stepney, Australia). The soil temperature was measured at depths of 2, 5, 10, 20, and 50 cm by a soil temperature profile sensor (STP01, Hukseflux Thermal Sensors B.V., Delft, Netherlands). According to Figure 2, there is a reasonably good agreement between simulated and measured soil temperatures at different depths. The simulation matched the diurnal variations on most days. Obviously, the accuracy is not always good. The underestimation at 2 cm during the whole simulation period can contribute to the Fourier-transformed surface temperature in Figure 1f. There is also overestimation at other depths and other days, for example, on day 1 at depths of 10, 20, and 50 cm and days 5 and 6 at depths of 10 and 20 cm.

[22] The quality of the soil moisture measurement has been quantitatively assessed and calibrated by Zeng et al. [2009]. The major concern about the measurement of soil moisture in the sand is the temperature effect. The temperature effects for the moisture sensors were 14.4% of readings from 12°C to 45°C at 10 cm, 13.9% from 11°C to 50°C at 20 cm, 14% from 9°C to 51°C at 30 cm, 13% from 9°C to 55°C at 40 cm, and 15% of readings from 8°C to 55°C at 50 cm, respectively. After the calibration, the temperature effects at depths of 10, 20, 30, 40, and 50 cm were reduced by 92%, 93%, 93.8%, 88%, and 82%, respectively [Zeng et al., 2009].

[23] Compared to the good simulation of the temperature, the soil moisture simulation produces no good matches to the measurements, except for at depths of 10 and 50 cm (Figure 3). At a depth of 10 cm, the simulation captures the important trend, which is the response of soil moisture to the precipitation at the end of day 1. However, the measurements at depths of 20, 30, and 40 cm do not follow this trend as the simulation does. It partially indicates that the parameters in soil hydraulic properties, assumed to be vertically homogeneous, are likely not correct. The low sensitivity of the soil moisture sensor in detecting moisture content in extremely dry environments [Vereecken et al., 2008] is another possible reason for the mismatch. Further investigation should be made to quantify the heterogeneity of the sand at the field site. The numerical solution for the soil moisture in the shallow layer (10–20 cm) is not smooth enough. It is related to the determination of the time step, which is controlled by \( X_{\max}, T_{\max}, P_{\max}, \) and \( h_{\max} \). The smoothness can be increased by decreasing the upper limit of change for state variables in equation (19), which would lead to a smaller time step and higher computation cost.

3. Results and Analysis

3.1. Advection Effect on Evaporation

[24] With equations (10), (13), and (15), the water flux in a two-phase heat and mass flow field can be identified as the isothermal flux, the thermal flux, and the advective flux. With the exclusion or inclusion of thermal and advective
fluxes, the thermal effect and advective effect on evaporation can be investigated. The thermal effect on evaporation has been studied in detail by Milly [1984a, 1984b] with linear and simulation analysis. However, in Milly’s analysis, the transport coefficient for adsorbed liquid flow due to the thermal gradient \( D_{TD} \) was not taken into account, although it was included in Milly’s formulation [Milly, 1982; Prunty, 2009]. We found that neglecting \( D_{TD} \) gives rise to errors in the calculated evaporation because of the intensive changes of the temperature gradient at the soil surface. The magnitude of order of the daily average evaporation was overestimated by about 2.3% (results not shown here). The overestimation error deduced by neglecting \( D_{TD} \) occurs during the daytime because the soil was warming and hence the adsorbed liquid flow due to the temperature gradient was directed downward. During the nighttime, the evaporation is underestimated by neglecting \( D_{TD} \), but the error is negligibly small. For further understanding of the thermal effect on evaporation, readers are referred to Milly [1984a, 1984b]. With the foregoing introduction in mind, this study is limited to the advective effect on evaporation.

[25] According to the particle size distribution curve [Zeng et al., 2009], the sand in the field was defined as fine sand, which means that \( K_s \) would be on the order of \( 10^{-6} \) to \( 10^{-3} \) cm s\(^{-1}\) [Bear, 1972]. In order to check the impact of \( K_s \) on the advective effect on evaporation, both high \( K_s \) (2 \( \times \) \( 10^{-3} \) cm s\(^{-1}\)) and low \( K_s \) (7.87 \( \times \) \( 10^{-4} \) cm s\(^{-1}\)) were used. The high \( K_s \) is determined by soil water characteristics [Saxton and Rawls, 2006] with a bulk density of 1.67 g cm\(^{-3}\) and solid matter of 96% sand and 2% clay. The low \( K_s \) is calculated inversely by fitting the measurement of the soil water content at a depth of 20 cm. The \( r^2 \) for the regression of the prediction and observation of soil moisture is 0.66. For this purpose, the inverse solution of HYDRUS1D, version 4.09 (http://www.hydrus2d.com), was employed.

[26] In Figure 4, the impact of neglecting advective fluxes on calculated evaporation is shown. Both plots indicate that neglecting the advective fluxes underestimates the diurnal evaporation. In the high-permeability soil, neglecting it leads to underestimation error in computed daily average evaporation (6 day period) on the order of 6.4%. However, with respect to the day right after the rainfall event (second day of the selected period), the underestimation error in computed diurnal evaporation is high and reaches 33.3%. As for the low-permeability soil, the error induced by neglecting the advective flux in the daily average evaporation is 8.85%, and the error in the diurnal evaporation on the second day reaches 53.3%. The advective effect is much more evident in the low-permeability soil than in the high-permeability soil. The high permeability leads to high soil air velocity. The diurnal average evaporation with airflow in the high-permeability soil on the second day is 3.35 \( \times \) \( 10^{-6} \) g cm\(^{-2}\) s\(^{-1}\), compared to 2.85 \( \times \) \( 10^{-6} \) g cm\(^{-2}\) s\(^{-1}\) in the low-permeability soil. However, the high air velocity means the soil air pressure can equilibrate quickly with the atmospheric pressure, which will result in a small air pressure gradient in the soil. This is the reason that the advective effect is relatively weaker in the high-permeability soil while strong in the low-permeability soil.

Figure 3. Same as Figure 2, but for soil moisture content at selected depths. The solid line is the simulation, and the gray open circles are the measurement.

Figure 4. Advective effects on the diurnal evaporation in both high- and low-permeability soils.
3.2. Driving Forces Considering Air Flow

The strong or weak advective effect in different soils can be recognized by the soil air pressure head gradient field. Figures 5a and 5b show the scaled color maps of the soil air pressure head gradient field (described positive upward) in both the high- and low-permeability soils. The diurnal variation patterns of soil air pressure head gradient in both soils are similar. In the shallow subsurface layer (from the surface to a depth of 20 cm), the gradient is downward during the daytime (roughly from 7:30 A.M. to 7:00 P.M.) and upward during the nighttime (roughly from 7:00 P.M. to 7:30 A.M.). The fluctuation of pressure head gradient in the deeper soil (below a depth of 20 cm) follows the pattern in the shallow layer, albeit with a time delay and damped amplitude. At a depth of 50 cm, the fluctuation of the air pressure has a daily average time delay of 2 h. The maximum air pressure gradient damps from 2.5 cm (at the surface) to 0.71 cm in the high-permeability soil and from 6.3 to 1.73 cm in the low-permeability soil. As seen in Figures 5a and 5b, the amplitude of the air pressure head gradients in the high-permeability soil (−4.3 to ~2.5 cm) is at least 2 times smaller than that in the low-permeability soil (~8 to ~6.3 cm). This can be identified easily from the weak color contrast in Figure 5a and the strong color
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**Figure 5.** Spatial and temporal distributions of (a, b) soil air pressure head gradient, (c, d) soil matric potential head gradient, and (e, f) soil temperature gradient in both the high- and low-permeability soils when the airflow is considered.
contrast in Figure 5b. This indicates that in the high-permeability soil the air pressure can equilibrate quickly with the atmospheric pressure, which mimics the air pressure head gradients and leads to a small advective effect. It follows the description that the higher the permeability, the lower the air pressure gradient is [Tilman and Smith, 2005, Figure 4].

In Figures 5a and 5b, there are embedded upward gradients presented at the surface around the middle of the selected days, except for the second day, which is right after the rainfall event. The embedded upward gradients propagate into the shallow soil layer and vanish back to the surface near midnight. They actually correspond to the sharp upward matric potential head gradient induced by the drying of the shallow soil layer (7 cm thick in the high-permeability soil and 10 cm thick in the low-permeability soil). Figures 5c and 5d show the same pattern of an embedded upward gradient in the soil matric potential head gradient field as the air pressure head gradient field does.

The soil matric potential head gradient (described positive upward) in the soil layer above a depth of 50 cm varies diurnally, upward during the day and downward during the night. Below this layer, the gradient remains upward during the selected period. The fluctuation of the gradient has a time delay and damped amplitude. The strongest fluctuations in the shallow surface layer (7 cm thick in the high-permeability soil and 10 cm thick in the low-permeability soil) are 2–5 orders of magnitude larger than those in the layer below. The huge differences in gradient fluctuation between the shallow surface layer and the layer underneath it make the scaled color maps only visible for the sharp upward gradients induced by the drying of the shallow surface layer. The match in the embedded upward gradients between Figures 5a and 5b and Figures 5c and 5d implies a relationship between the matric potential and the soil air pressure expressed by equation (4). During the drying of the shallow surface layer, the matric potential drops dramatically (absolute value increases steeply) and mimics the soil air pressure (absolute value decreases).

Figures 5e and 5f show the scaled color maps of the soil temperature gradient field (described positive upward). There is no big difference in temperature gradient between the two soils. The fluctuation of the temperature gradient follows the general principle of downward during the day and upward during the night, with a time delay and damped amplitude. Below a depth of 50 cm, the soil temperature remains almost stable, and the soil temperature gradient is less than 0.1°C cm⁻¹.

### 3.3. Comparison of Driving Forces and Conductivities

According to Figure 4, it seems that the underestimation error of daily evaporation is due to the lack of upward advective fluxes during the daytime when the airflow is neglected. However, with the description of the diurnal variation of the soil air pressure gradient, which is downward during the day and upward during the night in the shallow soil layer (above a depth of 50 cm), it is evident that the underestimation error is not directly induced by the advective fluxes.

Considering the soil temperature gradient has a diurnal variation similar to the soil air pressure gradient, downward during the day and upward during the night, the soil matric potential gradient is the only driving force that can cause the underestimation error directly, which is upward during the day and downward during the night in the shallow soil layer (above a depth of 50 cm). Then, it seems as if the relatively lower evaporative flux is initiated by the lower upward matric potential gradient, while the relatively higher evaporative flux is triggered by the higher upward matric potential gradient. Presumably, the upward matric potential gradient generated by including airflow should be greater than that generated by neglecting airflow because of the higher evaporative flux presented in the simulation including airflow.

This is not the case, however (as can be seen in Figures 6b and 8b). The upward potential gradient generated by neglecting airflow is larger than that generated by including airflow, which is the opposite of the presumption made above. There should be other factors contributing to the underestimation error, which may be the isothermal hydraulic conductivity and the isothermal vapor transport coefficient. Compensating the lower upward potential gradient, the isothermal hydraulic conductivity in the simulation considering airflow should be larger than that neglecting airflow, to have a relatively higher evaporative flux on the surface. Thus, the underestimation error induced by neglecting airflow can be demonstrated mechanically.

On the other hand, it is possible to have an indirect reason for the underestimation error. For instance, when neglecting airflow, the downward thermal liquid and vapor fluxes are much higher than those when including airflow and thus suppress the evaporative flux on the surface, which causes the underestimation error. In the sections 3.3.1-3.3.3, the direct and indirect reasons will be analyzed through comparisons of the driving forces and the conductivities in different model runs.

#### 3.3.1. Normalized Scale Index

In order to investigate and verify the above discussion, there is a need to compare the gradients (soil matric potential gradient and soil temperature gradient) and the conductivities (thermal and isothermal hydraulic conductivities and vapor transport coefficients) with and without considering soil airflow. The comparison is implemented with a normalized scale index (NSI), which is calculated differently with respect to gradients and conductivity.

For the soil temperature gradient, the NSI is calculated as

\[
NSI = \frac{\text{Grad}_{\text{no_air}} - \text{Grad}_{\text{air}}}{\text{Grad}_{\text{air}}}.
\]

where GradDiff is used to express the ratio of the gradient changed by neglecting airflow to that considering airflow and is positive for Grad_{air}, Grad_{no_air} > 0 and negative for Grad_{air}, Grad_{no_air} < 0. The NSI is the mean value of GradDiff at different depths during the selected period. Grad_{air} and Grad_{no_air} are the gradients generated with and without considering airflow, respectively. GradDiff is only calculated when both Grad_{air} and Grad_{no_air} are either positive or negative. Thus, the summation of GradDiff can show if the upward gradient or the downward gradient is dominant. The sign before the ratio of Grad_{no_air} to Grad_{air} indicates the direction of the gradient (positive upward). If the
absolute value of GradDiff is less than 1, it means that the gradient induced by neglecting airflow is lower than that induced by including airflow and vice versa.

For the conductivities, the NSI is calculated as

\[
\text{NSI} = \frac{\text{Cond}_{\text{air}} - \text{Cond}_{\text{no-air}}}{\text{Cond}_{\text{no-air}}},
\]

where CondDiff is used to express the ratio of the conductivity changed by considering airflow to that neglecting airflow. Cond_{air} and Cond_{no-air} are the conductivities with and without airflow, respectively. There is no positive or negative sign before the ratio of Cond_{no-air} to Cond_{air} because the conductivity is always positive.

### 3.3.2. Comparison in the High-Permeability Soil

In the high-permeability soil, results are shown only for the comparison of the thermal and isothermal hydraulic conductivities. The reason for not showing the comparison results for the vapor transport coefficients is that they only differed significantly during the rainfall event. In the rest of the simulation period, the average NSI for the isothermal vapor transport coefficient is only 0.97, which means the isothermal vapor transport coefficient with airflow is close to that without airflow. Another reason for not comparing the isothermal vapor transport coefficient is its small order of magnitude (1 x 10^{-12}), which is at least 6 orders of magnitude smaller than the hydraulic conductivities and the thermal vapor transport coefficient. The thermal vapor transport coefficient is not shown because of its small deviation induced by neglecting airflow (average NSI = 1.002).

Figure 6a shows the diurnal variation of the temperature gradient difference induced by neglecting airflow in the high-permeability soil. The average NSI of the soil temperature gradient difference throughout the soil profile is 0.21. This indicates that the amplitude of the temperature gradient variation without airflow is lower than that with airflow (NSI is less than 1). When only the top surface layer is considered (0.25 cm thick), the larger temperature gradient in the simulation with airflow is much more evident, with an average NSI of 0.07. The top surface layer is set to be 0.25 cm thick, which is accordant with the thickness of the top element in the discretization of the soil column. According to equation (20), the smaller the value of NSI (in the range of 0 to 1), the larger the temperature gradient with airflow is, compared to that without airflow. If only the day right after the rainfall event is selected, the difference between the temperature gradient is reduced, with a larger average NSI of 0.29, because of the moist top surface layer. If only the period with a downward temperature gradient is selected, the average NSI is ~0.21, which means that the downward temperature gradient with airflow is higher than that without airflow.
The comparison of the temperature gradient demonstrates that the possible indirect reason for the underestimation error (higher downward thermal fluxes in the simulation without airflow) can only be attributed to the thermal conductivity for liquid and vapor. However, the thermal vapor transport coefficient remains almost unchanged during the whole simulation period. The thermal hydraulic conductivity should be the key factor for the indirect reason. The thermal hydraulic conductivity with airflow should be smaller than that without airflow, and the magnitude of the difference between them should be larger than the difference between soil temperature gradients in order to have a higher downward thermal flux to suppress the evaporation. This is not the case, however (as can be seen in Figures 7d and 9d). A detailed demonstration is as follows.

Figure 6c shows the diurnal variation of the thermal hydraulic conductivity difference induced by neglecting airflow. It is easy to identify that the variation pattern is in agreement with the sharp variation of the soil matric potential (Figure 5c). Because of the extremely low soil matric potential (absolute value is extremely large) in the shallow surface layer during drying, the conductivity in the top layer is equal to zero (dark blue zones in Figure 6c), which means no thermal liquid flow in the top layer during the corresponding period occupied by dark blue zones. There is no dark blue zone in the day right after rainfall. This is also true for the isothermal hydraulic conductivity (Figure 6d). This partially explains the most significant advective effect (or underestimation error) occurring on the second day.

During the second day, in the top surface layer, the average NSI of the thermal hydraulic conductivity is 3.6, and the average NSI of the isothermal hydraulic conductivity is 4.3. According to equation (21), this means that $K_{LT}$ and $K_{Lh}$ with airflow are 3.6 and 4.3 times larger than those without airflow, respectively. This validates the direct reason assumed for the underestimation error and invalidates the indirect reason. The isothermal hydraulic conductivity in the simulation including airflow does be over that neglecting airflow, as the beginning of section 3.3 assumed. However, with the downward temperature gradient (daytime) in mind (no large difference in temperature gradient, as Figures 6a and 7b show), the higher thermal hydraulic conductivity in the simulation including airflow can induce higher downward thermal fluxes than that neglecting airflow, which is the opposite of the assumed indirect reason for the underestimation error. This invalidates the indirect reason for the underestimation error. The underestimation error should be mainly attributed to the combined effect between the isothermal hydraulic conductivity and the soil matric potential gradient, as discussed at the beginning of section 3.3.

Figure 6b shows the diurnal variation of the soil matric potential gradient difference induced by neglecting airflow. The comparison of gradients and conductivities in the top surface layer on the day right after rainfall for the high-permeability soil.

Figure 7. The comparison of gradients and conductivities in the top surface layer on the day right after rainfall for the high-permeability soil.
airflow. With the above analysis in mind, only the second
day is selected. In the top surface layer, the average NSI is
2.13, $\text{NSI}_{\text{max}}$ is 7.8, and $\text{NSI}_{\text{min}}$ is −1.4. This denotes that
the average soil matric potential gradient in the surface
layer without airflow is 2.13 times larger, on average, than
that with airflow, which means that the isothermal hydrau-
lic conductivity with airflow should be larger than that
without airflow in order to have a higher evaporative flux
on the surface, which is exactly the case, as Figure 7c and
the NSI index of conductivity show.

[44] Figure 7 shows a comparison of gradients, conduc-
tivities, and the products of the two in the top surface layer
on the second day of the selected period for the high-per-
meability soil. It is clear that the upward matric potential
gradient without airflow is higher than that with airflow
(Figure 7a); the downward temperature gradient is slightly
higher when the airflow is considered (Figure 7b), and the
isothermal and thermal hydraulic conductivities with air-
flow are much higher than those without airflow (Figures
7c and 7d). Then, the products of the gradients and conduc-
tivities produce the isothermal liquid flux and the thermal
liquid flux (Figures 7e and 7f). After comparing Figure 7e
to Figure 4a, it is evident that only the isothermal liquid
flux can contribute directly to the advective effect on
evaporation.

3.3.3. Comparison in the Low-Permeability Soil

[45] Figure 8 shows that the variation pattern of the dif-
fferences in driving forces and conductivities induced by
neglecting airflow in the low-permeability soil is similar to
that in the high-permeability soil. The average NSI of the
soil temperature gradient difference is 0.18 throughout the
profile for the selected period. For the day right after the
rainfall event, the average NSI for the profile is −0.11 in the day. If
only the top surface layer (0.25 cm thick) is selected, the
average NSI is −0.848 in the day. Compared to the high-
permeability soil, the temperature gradient difference is
much smaller in the low-permeability soil, especially for
the top surface layer (Figure 8a). The downward tempera-
ture gradient with airflow remains higher than that without
airflow (Figure 9b), which produces no change in the pat-
tern of the thermal liquid fluxes (Figure 9f) compared to
that in the high-permeability soil (Figure 7f).

[46] In the top surface layer, the thermal hydraulic con-
ductivity without airflow (Figure 9d) remains almost
unchanged compared to that with airflow. This is also true
for the isothermal hydraulic conductivity (Figure 9c). The
difference (between with and without airflow) in the ther-
mal hydraulic conductivity in the low-permeability soil
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Figure 8. Spatial and temporal distributions of normalized scale index for (a) soil temperature gradient
difference, (b) soil matric potential gradient difference, (c) thermal hydraulic conductivity difference,
and (d) isothermal hydraulic conductivity difference induced by neglecting soil airflow in the low-
permeability soil.
(Figure 8c, NSI = 38.8) is about 10 times higher than that in the high-permeability soil (Figure 6c, NSI = 3.6). Likewise, the isothermal hydraulic conductivity difference in the low-permeability soil (Figure 8d, NSI = 57.2) is also much higher than that in the high-permeability soil (Figure 6d, NSI = 4.3).

Compared to the pattern in Figure 7e (the high-permeability soil), the pattern of the isothermal liquid flux in the low-permeability soil (Figure 9e) doesn’t change, despite of that the soil matric potential gradient without airflow is much higher than that with airflow (Figures 8b and 9a, NSI = 24.1). This also indicates the dominant role the isothermal liquid flux plays in the advective effect on evaporation.

4. Discussion and Conclusions

In order to evaluate the advective effect on evaporation, a two-phase heat and mass flow model was developed on the basis of a set of coupled moisture and heat equations. According to the independent variables (matric head, temperature, and air pressure), the isothermal, thermal, and advective fluxes were defined on the basis of the gradient of each variable. The model is calibrated by the field-measured soil temperature and soil moisture content. The comparison between simulation and measurement indicates that the parameters in soil hydraulic properties assumed to be vertically homogeneous are likely not correct. Further investigation should be made to quantify the heterogeneity of the sand in the field site.

With the calibrated model, the advective effect on evaporation was investigated in both the high- and low-permeability soils. Neglecting the soil airflow can cause an underestimation of evaporation by 8.85% in the low-permeability soil and 6.4% in the high-permeability soil. The most noticeable underestimation error occurred in the day right after the rainfall event. In the day, the underestimation error is 33.3% in the high-permeability soil and 53.3% in the low-permeability soil. In the rest of the selected period, because of the drying of the shallow surface layer, the soil matric potential is extremely low and makes the hydraulic conductivity equal to zero, which subsequently leads to an insignificant advective effect on evaporation. The advective effect is much more evident in the low-permeability soil than in the high-permeability soil. The high permeability leads to high soil air velocity. However, the high air velocity means that the soil air pressure can equilibrate quickly with the atmospheric pressure, which will result in a small air pressure head gradient in the soil.

The analysis of the gradient fields (Figure 5) in the simulation with airflow showed that the soil matric potential gradient should be the direct driving force for the underestimation error induced by neglecting airflow.
Considering the soil temperature gradient is downward during the day, it was thought to be the possible indirect driving force for the error. The downward thermal flux is possibly higher in the simulation neglecting airflow than that considering airflow, which suppresses the evaporative flux on the surface. After comparing the gradient fields and the conductivity fields (Figures 6 and 8), the indirect reason for the underestimation error was excluded. The underestimation error induced by neglecting airflow is mainly attributed to the isothermal liquid flux because of the upward soil matric potential gradient during the day. However, the soil matric potential gradient is still not the direct driving force for the underestimation error. The difference of the hydraulic conductivity induced by neglecting airflow is the key to explaining the error. When the airflow is neglected, the isothermal hydraulic conductivity is reduced tremendously. In the top surface layer, it is reduced 4.3 and 57.2 times in the high- and low-permeability soils, respectively. This is further supported by the fact that even when the soil matric potential gradient in the top surface layer increases by a large amount after neglecting airflow (it was increased 2.13 and 24.1 times in the high- and low-permeability soils, respectively), the upward isothermal liquid flux is still lower than that when considering airflow (Figures 7e and 9e). This discussion also explains why the advective effect is more evident in the low-permeability soil.

[51] The sharp decrease of the isothermal hydraulic conductivity due to the lack of airflow can be explained by the absence of downward advective fluxes. During the daytime, the soil air pressure gradient is downward, which directs the advective liquid and vapor flux downward, as Figure 10 shows. Although the magnitude of the advective flux is at least 3 orders less than those of the thermal and isothermal liquid fluxes, the downward advective fluxes still can moisten the top surface layer and thus increase the hydraulic conductivity. When the airflow is neglected, the lack of downward advective fluxes in the top surface layer makes the hydraulic conductivity almost stable during the day, especially in the low-permeability soil (Figures 7e and 9e). The small spike in the fluctuation of the advective flux in the top surface layer is partially due to the strong variation of the soil matric potential gradient, which subsequently affects the soil air pressure gradient at the surface and is partially due to the atmospheric pressure variation and the unstable wind speed at the surface.

[52] From this discussion, the advective effect on evaporation is dominant in the low-permeability soil, while it is relatively insignificant in the high-permeability soil. The advective effect on evaporation is reflected by the underestimation error induced by neglecting airflow. It indicates that when the soil was very dry (e.g., desert sand) the enhanced vapor transfer induced by the air pressure gradient can increase the hydraulic conductivity tremendously and thus indirectly causes the high upward isothermal liquid flux. This fact denotes that the vapor transfer can be enhanced not only by the temperature gradient but also by the air pressure gradient. The simulation analysis was based on the field measurement in a desert, and more analysis should be conducted with a wider range of soil wetness, soil materials, weather conditions, and so on. Last but not least, the vapor transfer can be enhanced further when a solute in the soil water is considered [Webb and Ho, 1998]. Future studies should be conducted that include the solute effect on evaporation using a two-phase flow approach.

Appendix A: Constitutive Equations

A1. Hydraulic Characteristics

[53] The pore size distribution model of Mualem [1976] was used to predict the isothermal hydraulic conductivity $K_{th}$ from the saturated hydraulic conductivity [van Genuchten, 1980]:

$$K_{th} = K_{s}S_{e}^{\alpha}[1 - (1 - S_{e}^{\alpha})^{m}]^{2}, \quad (A1)$$

where $K_{s}$ (m s$^{-1}$) is the saturated hydraulic conductivity, $K_{th}$ is the relative hydraulic conductivity, $S_{e}$ is the effective saturation (unitless; $S_{e} = (\theta - \theta_{res})/\theta_{sat}$), $\theta_{res}$ is the residual water content, and $l$ and $m$ are empirical parameters. Of these parameters, $l = 0.5$, and $m$ is a measure of the pore size distribution and can be expressed as $m = 1 - 1/n$, which could be determined by fitting van Genuchten’s analytical model [van Genuchten, 1980],

$$\theta(h) = \begin{cases} \theta_{res} + \frac{\theta_{sat} - \theta_{res}}{1 + |\alpha h|^{1/m}}, & h < 0, \\ \theta_{sat}, & h \geq 0, \end{cases} \quad (A2)$$

where $\alpha$ (m$^{-1}$) is a characteristic length, which is related to the pore size distribution and is a function of the soil texture. The empirical parameters $l$ and $m$ can be determined from the soil particle size distribution.
where $\alpha$ (m$^{-1}$) is the parameter characteristic of the particular soil material. Using the moisture content and matric potential measurement, the soil water retention curve parameters were determined by Zeng et al. [2009] as $\theta_{sat} = 0.382$, $\theta_{res} = 0.017$, $\alpha = 0.00236$, and $n = 3.6098$. According to Scanlon [2000], the intrinsic permeability of a media may be defined as

$$k_g = \frac{K_n \mu_w}{\rho_g},$$

(A3)

where $\mu_w$ (kg m$^{-1}$ s$^{-1}$) is the dynamic viscosity of water.

### A2. Thermal Liquid Conductivity

[54] Taking the temperature dependence of the matric pressure into consideration [Nassar and Horton, 1989; Nimmo and Miller, 1986; Noborio et al., 1996], the thermal hydraulic conductivity $K_{LT}$ is defined as

$$K_{LT} = K_{th} \left( hG_{wT} \frac{1}{\gamma_0} \frac{d\gamma}{dT} \right),$$

(A4)

where $G_{wT}$ is the gain factor (dimensionless), which assesses the temperature dependence of the surface tension of soil water, $\gamma$ (g s$^{-1}$) is the surface tension of soil water, and $\gamma_0$ (71.89 g s$^{-1}$) is the surface tension at 25°C. The temperature dependence of $\gamma$ is given by [Suito et al., 2006]

$$\gamma = 75.6 - 0.1425T - 2.38 \times 10^{-4} T^2,$$

(A5)

where $T$ (°C) is the temperature.

[55] According to Groenevelt and Kay [1974], the transport coefficient for adsorbed liquid flow due to the temperature gradient may be expressed as

$$D_{LT} = \frac{H_{ve}}{b_0 \mu_w (T + 273.15) (1.5548 \times 10^{-17}),}$$

(A6)

where $H_{ve}$ (J m$^{-2}$) is the integral heat of wetting, $b = 4 \times 10^{-8}$ m, $T$ (°C) is the temperature, and $b_0$ is the tortuosity factor, which may be expressed as [Millington and Quirk, 1961]

$$f_0 = \theta_{a}^{7/3}/\theta_{sat}^{2/3}.$$

(A7)

[56] The dynamic viscosity of water given by Fogel’son and Likhachev [2000] is

$$\mu_w = \mu_{w0} \exp[\mu_1/R(T + 133.3)],$$

(A8)

where $\mu_{w0} = 2.4152 \times 10^{-5}$ Pa s, $\mu_1 = 4.7428$ kJ mol$^{-1}$, $R = 8.314472$ J mol$^{-1}$ °C$^{-1}$, and $T$ (°C) is the temperature.

### A3. Vapor Transport Coefficients

[57] According to equation (10), there are three transport coefficients, which are identified as the isothermal vapor conductivity $D_{th}$, the thermal vapor diffusion coefficient $D_{VT}$, and the advective vapor transfer coefficient $D_{av}$. For the thermal vapor diffusion coefficient, the enhancement factor introduced by Philip and de Vries [1957] should be included as

$$D_{VT} = (D_{th} \eta + D_{av}) \frac{\partial \rho_f}{\partial T},$$

(A9)

where $\eta$ is the enhancement factor and is expressed as [Cass et al., 1984]

$$\eta = 9.5 + 3(\theta/\theta_{sat}) - 8.5 \exp\{-[(1 + 2.6/\sqrt{f_c})\theta/\theta_{sat}]^4\},$$

(A10)

where $f_c$ is the mass fraction of clay in the sand (0.02). Note that in $D_{th}$ and $D_{VT}$, there is a longitudinal dispersion coefficient $D_{av}$, which is estimated by Bear [1972] as

$$D_{av} = \alpha_{Li}[q_i(q_{lg} \text{liquid})],$$

(A11)

where $q_i$ is the pore fluid flux in phase $i$ and $\alpha_{Li}$ (m) is the longitudinal dispersivity in phase $i$, has been evaluated by various authors for different levels of soil saturation. Laboratory studies have shown that $\alpha_{Li}$ increases when the soil volumetric water content decreases. In this work, as in the work by Griffoll et al. [2005], a correlation made from simulation results of Sahimi et al. [1986] and experimental data obtained by Haga et al. [1999] was used:

$$\alpha_{Li} = \alpha_{Li, sat} [13.6 - 16(\theta_a/\varepsilon) + 3.4(\theta_a/\varepsilon)^3].$$

(A12)

[58] As Griffoll et al. [2005] pointed out, because of the lack of dispersivity values, the saturation dispersivity $\alpha_{Li, sat}$ used in (A12) was taken to be 0.078 m, as reported in the field experiments of Biggar and Nielsen [1976] and as shown to be a reasonable value in previous modeling studies [Cohen and Ryan, 1989].

### Appendix B: Finite Element Method

[59] To describe the spatial discretization and time stepping of the governing equations, an example of the derivation is presented for one case only. In particular, the moisture equation is used. For the dry air equation and energy equation, the procedure is similar. The standard piecewise linear basis functions for approximating the primary variables are expressed as

$$\hat{h}(z, t) = h_1 \phi_1 + h_2 \phi_2 = \sum_{j=1}^{2} h_j(t) \phi_j(z),$$

$$\hat{T}(z, t) = T_1 \phi_1 + T_2 \phi_2 = \sum_{j=1}^{2} T_j(t) \phi_j(z),$$

(B1)

$$\hat{P}_f(z, t) = P_{f1} \phi_1 + P_{f2} \phi_2 = \sum_{j=1}^{2} P_{fj}(t) \phi_j(z),$$

where $j$ is the node index and $\phi_j(z)$ is the usual shape function defined element by element. If the approximations given by equation (B1) are substituted into equations (10), (13), and (15), residuals are obtained for each governing differential equation, which is then minimized using Galerkin’s method. Introducing new notation for the coefficients
in the moisture mass conservation equation, we have, from equation (10),

\[ M_{\text{moisture}}(h, T) = c_1 \frac{\partial h}{\partial t} + c_2 \frac{\partial T}{\partial t} - \frac{\partial}{\partial z} \left( c_3 \frac{\partial h}{\partial z} + c_4 \frac{\partial T}{\partial z} + c_5 \frac{\partial P_g}{\partial z} + c_6 \right) \]

where \( c_1 \) through \( c_8 \) are defined implicitly by equations (10) and (B2). Following Galerkin’s method of weighted residuals for each element, we require that the residuals obtained by substituting \( h, T, \) and \( P_g \) into equation (B2) be orthogonal to the set of trial functions.

\[
\int_Z \left[ c_1 \frac{\partial h}{\partial t} + c_2 \frac{\partial T}{\partial t} - \frac{\partial}{\partial z} \left( c_3 \frac{\partial h}{\partial z} + c_4 \frac{\partial T}{\partial z} + c_5 \frac{\partial P_g}{\partial z} + c_6 \right) \right] \phi_i dz = 0, \quad i = 1, 2,
\]

where \( Z \) is the solution domain. We apply integration by part to the third, fourth, and fifth terms, which may be recognized as the flux divergence.

\[
\int_Z \left[ c_1 \frac{\partial h}{\partial t} + c_2 \frac{\partial T}{\partial t} - \frac{\partial}{\partial z} \left( c_3 \frac{\partial h}{\partial z} + c_4 \frac{\partial T}{\partial z} + c_5 \frac{\partial P_g}{\partial z} + c_6 \right) \right] \phi_i dz + \int_Z \left( c_3 \frac{\partial h}{\partial z} + c_4 \frac{\partial T}{\partial z} + c_5 \frac{\partial P_g}{\partial z} + c_6 \right) \phi_i' dz
\]

\[
+ \int_Z c_5 h \phi_i' dz + \int_Z c_7 T \phi_i' dz = \left\{ \left[ c_3 \frac{\partial h}{\partial z} + c_4 \frac{\partial T}{\partial z} + c_5 \frac{\partial P_g}{\partial z} + c_6 \right] + c_7 h + c_9 T \right\} \phi_i \biggr|_{z_1}^{z_2} = [-Q_m \phi_i]_{z_1}^{z_2}, \quad i = 1, 2
\]

where \( z_1 \) and \( z_2 \) are two points in one element and the subscripts are according to the local numbering system. According to the definition of \( c_3, c_4, c_5, c_6, c_7, \) and \( c_8, \) we set \( Q_m \) implicitly as the sum of liquid and vapor mass fluxes. Now, substituting from equation (B1) into equation (B4) yields

\[
\sum_{j=1}^{n} h_j \int c_1 \phi_j \phi_i dz + \sum_{j=1}^{n} T_j \int c_2 \phi_j \phi_i dz + \sum_{j=1}^{n} h_j \int c_3 \phi_j' \phi_i dz + \sum_{j=1}^{n} T_j \int c_4 \phi_j' \phi_i dz + \sum_{j=1}^{n} P_g \int c_5 \phi_j' \phi_i dz + \int c_6 \phi_i' dz
\]

\[
+ \sum_{j=1}^{n} h_j \int c_7 \phi_j \phi_i dz + \sum_{j=1}^{n} T_j \int c_9 \phi_j \phi_i dz = [-Q_m \phi_i]_{z_1}^{z_2}, \quad i = 1, 2.
\]

[60] Considering the dependence of \( c_1 \) through \( c_8 \) on state variables, the linear assumption of the parameters inside an element is made with the same form as in equation (B1). In matrix form, equation (B5) becomes

\[
A h + B T + Ch + DT + E P_g + F = Q_m \| \tau, \quad (B6)
\]

where \( A, B, C, D, E, \) and \( F \) are defined implicitly by equations (B5) and (B6), the subscript \( \Gamma \) denotes the boundary of the solution domain, by which the specific boundary conditions enter into the equations associated with the two end nodes, and \( h \) and \( T \) denote the time derivatives of the matric potential and temperature, respectively. A fully implicit backward difference scheme is used to accomplish the temporal solution of the governing differential equations, which means that all terms other than the time derivative are evaluated at the end of the time step, and it yields

\[
\left( \frac{1}{\Delta t} A^k + C^k \right) h^k + \left( \frac{1}{\Delta t} B^k + D^k \right) T^k = \frac{1}{\Delta t} A^k h^{k-1}
\]

\[
\frac{1}{\Delta t} B^k T^{k-1} - E P^k_g - F + Q_m \| \tau, \quad (B7)
\]

where \( k \) is a time index and \( \Delta t \) is the length of the time step. The coefficient matrices in equation (B7) are to be evaluated at the new time level with an iterative scheme, which updates the coefficient matrices each iteration until desired convergence criteria are achieved.

**Notation**

- \( \theta \) volumetric water content (m³ m⁻³).
- \( \theta_a \) volumetric air content (m³ m⁻³).
- \( \theta_s \) volumetric content of solid (m³ m⁻³).
- \( \theta_{sat} \) saturated water content (m³ m⁻³).
- \( \theta_{res} \) residual water content (m³ m⁻³).
- \( \varepsilon \) porosity (dimensionless).
- \( S_e \) effective saturation (dimensionless).
- \( S_s \) saturation (dimensionless).
- \( \mu_L \) density of liquid water (kg m⁻³).
- \( \rho_v \) density of water vapor (kg m⁻³).
- \( \rho_a \) vapor density in the top soil layer (kg m⁻³).
- \( \rho \) vapor density in air at certain height (kg m⁻³).
- \( \rho_{da} \) density of dry air (kg m⁻³).
- \( \rho_s \) density of solid (kg m⁻³).
- \( \rho_{sv} \) density of saturated water vapor (kg m⁻³).
- \( q_m \) total soil moisture flux (kg m⁻² s⁻¹).
- \( q_L \) liquid flux (kg m⁻² s⁻¹).
- \( q_{v} \) vapor flux (kg m⁻² s⁻¹).
- \( q_a \) dry air flux (kg m⁻² s⁻¹).
- \( E \) Evaporation Rate (kg m⁻² s⁻¹).
- \( ra \) aerodynamic resistance for evaporation (m⁻¹ s). 
- \( r_s \) surface resistance for evaporation (m⁻¹ s).
- \( P \) precipitation rate (m s⁻¹).
- \( q_{Lh} \) isothermal liquid flux (kg m⁻² s⁻¹).
- \( q_{LT} \) thermal liquid flux (kg m⁻² s⁻¹).
- \( q_{La} \) advective liquid flux (kg m⁻² s⁻¹).
- \( q_{h} \) isothermal vapor flux (kg m⁻² s⁻¹).
- \( q_{v} \) thermal vapor flux (kg m⁻² s⁻¹).
- \( q_{va} \) advective vapor flux (kg m⁻² s⁻¹).
- \( q_{ah} \) isothermal dry air flux (kg m⁻² s⁻¹).
- \( q_{a} \) thermal dry air flux (kg m⁻² s⁻¹).
- \( K_{ah} \) isothermal air transfer coefficient (kg m⁻² s⁻¹).
Acknowledgments. The research projects on which this paper is based were funded by The ESA-MOST Dragon Programme and by the European Commission (call FP7-ENV-2007-1, grant 212921) as part of the CEOP-AEGIS project (http://www.ceop-aegis.org/) coordinated by the Université Louis Pasteur (and supported by the Fundamental Research Funds for the Central Universities.) We thank the anonymous referees very much for their helpful and constructive comments and suggestions for improving the manuscript.

References


\[ K_{T} \] thermal air transfer coefficient (kg m\(^{-1}\) s\(^{-1}\) C\(^{-1}\)).

\[ K_{a} \] advective air transfer coefficient (s).

\[ D_{th} \] isothermal vapor transfer coefficient (kg m\(^{-2}\) s\(^{-1}\)).

\[ D_{T} \] thermal vapor transfer coefficient (kg m\(^{-1}\) s\(^{-1}\) C\(^{-1}\)).

\[ D_{a} \] advective vapor transfer coefficient (s).

\[ K_{e} \] saturated hydraulic conductivity (m s\(^{-1}\)).

\[ K_{h} \] relative hydraulic conductivity (dimensionless).

\[ k_{g} \] intrinsic air permeability (m\(^{2}\)).

\[ K'_{I,h} \] isothermal hydraulic conductivity (m s\(^{-1}\)).

\[ K'_{I,T} \] thermal hydraulic conductivity (m\(^{2}\) s\(^{-1}\) C\(^{-1}\)).

\[ G_{w,T} \] transport coefficient for absorbed liquid flow due to temperature gradient (m\(^{2}\) s\(^{-1}\) C\(^{-1}\)).

\[ D_{c} \] molecular diffusivity of water vapor (m\(^{2}\) s\(^{-1}\)).

\[ D_{d} \] diffusivity of water vapor in air (m\(^{2}\) s\(^{-1}\)).

\[ D_{f,g} \] longitudinal dispersion coefficient (m\(^{2}\) s\(^{-1}\)).

\[ \gamma_{w} \] specific weight of water (kg m\(^{-3}\)).

\[ \rho_{a} \] air viscosity (kg m\(^{-1}\) s\(^{-1}\)).

\[ \rho_{w} \] dynamic viscosity of water (kg m\(^{-1}\) s\(^{-1}\)).

\[ P_{g} \] pore air pressure (Pa).

\[ g \] gravitational acceleration (m s\(^{-2}\)).

\[ h \] matrix potential head (m).

\[ z \] vertical space coordinate (positive upward) (m).

\[ T \] temperature (°C).

\[ T_{r} \] reference temperature (°C).

\[ H_{F} \] Henry’s constant (dimensionless).

\[ H_{r} \] relative humidity (dimensionless).

\[ G_{w,T} \] gain factor for thermal hydraulic conductivity (dimensionless).

\[ R_{c} \] specific gas constant for vapor (J Kg\(^{-1}\) K\(^{-1}\)).

\[ R_{da} \] specific gas constant for air (J Kg\(^{-1}\) K\(^{-1}\)).

\[ c_{s} \] specific heat of solid (J Kg\(^{-1}\) K\(^{-1}\)).

\[ c_{L} \] specific heat of liquid (J Kg\(^{-1}\) K\(^{-1}\)).

\[ c_{v} \] specific heat of vapor (J Kg\(^{-1}\) K\(^{-1}\)).

\[ L_{0} \] latent heat of vaporization of water at reference temperature (J Kg\(^{-1}\)).

\[ L \] latent heat of vaporization (J Kg\(^{-1}\)).

\[ W \] differential heat of wetting (J Kg\(^{-1}\)).

\[ H_{w} \] integral heat of wetting (J Kg\(^{-1}\)).

\[ S_{area} \] surface area (m\(^{-1}\)).

\[ \rho_{bulk} \] bulk density (kg m\(^{-3}\)).

\[ \lambda_{eff} \] effective thermal conductivity (W m\(^{-1}\) C\(^{-1}\)).

\[ \gamma \] surface tension of water (g s\(^{-1}\)).

\[ b \] thickness of liquid film (m).

\[ f_{0} \] tortuosity factor (dimensionless).

\[ b_{1,2,3} \] empirical regression parameters for effective thermal conductivity (dimensionless).
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