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## Preface

Stochastic models are widely used in the modeling and analysis of a wide range of phenomena, ranging from psychology, speech recognition, to political coalition forming, particle behavior, and many more applications. Their use in computer science is also wide-spread, for instance, in performance modeling, analysis of randomized algorithms, and communication protocols that form the structure of the Internet. Stochastic model checking is an important field in stochastic analysis. It has rapidly gained popularity, due to its powerful and systematic methods for modeling and analyzing stochastic systems.

In order to inform young researchers about the fundamentals and state of the art in stochastic model checking, an Autumn School was organized by the ROCKS project, funded by the Dutch NWO and German DFG. The school was held during Ocotber 22-26, 2012, in Vahrn, Italy. Leading scientists from the field gave lectures on foundations as well as state-of-the-art research.

The seven chapters of this tutorial were initiated at the ROCKS Autumn School, summarizing the state of the art in the field, centered around the three areas of stochastic models, abstraction techniques, and stochastic model checking. All submissions were thoroughly reviewed in a two-stage review process by at least three Program Committee members and in the end the committee decided to accept all seven papers.

Stochastic model checking is a rich field, which provides powerful and systematic methods for modeling and analyzing stochastic systems. A wide variety of stochastic models exist, depending on probabilistic choices that are used (discrete, continuous, or both), on whether nondeterminism is present (Markov models versus decision models) and the state space of the models (discrete versus continuous). These models allow for a wide variety of analysis methods to investigate their behavior and properties.

Stochastic models. The analysis of stochastic behavior starts with the choice of a suitable modeling framework. This volume contains an introduction in three important frameworks.

- Interactive Markov chains (IMCs) combine continuous time Markov chains with labeled transition systems, thus leveraging the power of stochastic choices with interaction. The paper "On Interactive Markov Chains" by Arnold, Gebler, Guck, and Hatefi provides an in-depth treatment of their stochastic model-checking techniques, scheduler classes, behavioral equivalences, and case studies.
- The paper "A Theory for the Semantics of Stochastic and Non-deterministic Continuous Systems" by Budde, D'Argenio, Sànchez, Terraf, and Wolovick considers models with uncountable state spaces, emerging when modeling continuous quantities such as time, distance, temperature. The paper studies equivalences for these models, as well as logical characterizations.
- Authors Gouberman and Siegle discuss in their paper "Markov Reward Models and Markov Decision Processes in Discrete and Continuous Time: Performance Evaluation and Optimization" stochastic models containing reward structures and nondeterminism. They present techniques to compute rewards and cost-optimal strategies and apply these to performance models.

Abstraction techniques. Since complex models are often too large to be analyzed, a simpler model is used that contains fewer states, but preserves the relevant properties.

- The paper "On Abstraction of Probabilistic Systems" by Dehnert, Gebler, Volpato, and Jansen presents three important abstraction techniques: multivalued abstraction, counterexample-guided abstraction-refinement, and gamebased abstraction. The authors show how these abstraction preserve probabilistic properties formulated in PCTL.
- In the paper "Computing Behavioral Relations for Probabilistic Concurrent Systems," Daniel Gebler, Vahid Hashemi, and Andrea Turrini study behavioral equivalences and preorders. In particular, they discuss strong and weak probabilistic (bi-)simulation and provide efficient algorithms to compute these relations. Finally, the paper presents approximate relations in terms of metrics.

Advanced analysis techniques. Model checking can be an alternative to classic analysis in terms of differential equations. This volume discusses two important directions in this regard.

- Mean-field approximation is a powerful technique to analyze systems with a large number of identical components. The paper by Kolesnichenko, Pourranjbar, Senni, and Remke, titled "Applying Mean-field Approximation to Continuous Time Markov Chains," provides, through a number of real-life examples, a rigorous introduction to classic mean-field analysis, as well as model checking approaches.
- Oscillatory behavior, that is, periodically re-occurrent behavior, is an important property in population models. The paper "Analyzing Oscillatory Behavior with Formal Methods" by Andreychenko, Krüger and Spieler presents an overview of analysis methods for systems with cyclic behavior. The authors discuss deterministic, stochastic, and mixed models and elucidate how model checking complements traditional analysis via differential equations.

We would like to once more thank the invited speakers at the ROCKS Autumn School, who helped to turn this school into a succes:

- Christel Baier
- Jean-Yves Le Boudec
- Martin Fränzle
- Thomas Henzinger
- Jane Hillston
- Jozef Hooman
- Joost-Pieter Katoen
- Marta Kwiatkowska
- John Lygeros
- Gethin Norman

We would also like to thank our co-organizers of the autumn school: Erika Ábrahám, Christel Baier, David Jansen, Markus Siegle, and Verena Wolf. Finally, we thank our sponsors, NWO and DFG, for their generous support of the ROCKS research collaboration.

We hope that this volume is enjoyable to read, and helps to give you a good overview and understanding of the inspiring field of stochastic model checking.

June 2014
Anne Remke
Mariëlle Stoelinga
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# Analyzing Oscillatory Behavior with Formal Methods 

Alexander Andreychenko, Thilo Krüger, and David Spieler<br>Saarland University<br>\{makedon,thilo,spieler\}@mosi.uni-saarland.de


#### Abstract

An important behavioral pattern that can be witnessed in many systems is periodic re-occurrence. For example, most living organisms that we know are governed by a 24 hours rhythm that determines whether they are awake or not. On a larger scale, also whole population numbers of organisms fluctuate in a cyclic manner as in predator-prey relationships. When treating such systems in a deterministic way, i.e., assuming that stochastic effects are negligible, the analysis is a well-studied topic. But if those effects play an important role, recent publications suggest that at least a part of the system should be modeled stochastically. However, in that case, one quickly realizes that characterizing and defining oscillatory behavior is not a straightforward task, which can be solved once and for all. Moreover, efficiently checking whether a given system oscillates or not and if so determining the amplitude of the fluctuations and the time in-between is intricate. This paper shall give an overview of the existing literature on different modeling formalisms for oscillatory systems, definitions of oscillatory behavior, and the respective analysis methods.


## 1 Introduction

In the years 1926 respectively 1924, V. Volterra 102 and A. Lotka 70] independently from each other studied the dynamics of predator and prey populations. Their key insight was that the amount of both species showed regular oscillatory fluctuations, where the predator population followed the prey population. But the phenomenon of oscillation is also present at various granularities and forms in many other systems. Examples are the 24 hour day/night rhythm of living organisms on this planet [13] and calcium ion transport between membranes in cells [91. But oscillation can also be found at macroscopic levels as e.g. in whole ecospheres like Savanna patches [76].

The tool-set that was used by Lotka and Volterra were deterministic models, where the amount of each species was computed over time. Those models and the respective analysis techniques are well-understood and are still used widely today to reason about reaction networks in the fields of chemistry and systems biology [33|60|91. However, recent insights suggest that a completely deterministic approach might not be appropriate in all of the cases since noise resulting from small populations plays an important role. For example, circadian clocks,

[^0]the basic mechanism behind the 24 hour rhythm, rely on stochastic effects to maintain an oscillatory pattern and to prevent being trapped in an equilibrium state [13]. Results like that and others [6774] clearly speak in favor of stochastic modeling. The framework of (continuous-time) Markov chains is rigorously justified [38 for those systems from the area of biology and chemistry and it is also used in the area of formal methods [8]. The aim of this paper is to give an overview of how to model and analyze systems that exhibit an oscillatory behavioral pattern by the use of formal methods. There is a great variety of different aspects, definitions, notions, and techniques used in the literature and not all can be handled in this paper. We therefore restrict to selected examples characteristic for each of the three major abstraction levels, i.e., deterministic, fully stochastic and their combination in the form of hybrid models. Further, there is no common formal definition of terms like oscillation or attractor and we will refer to the mostly informal and varying interpretations as presented in the recpective references.

The structure of the paper is as follows. In Section 2, we discuss the respective modeling formalisms dependent on whether no, some, or all components rely on a stochastic representation. Section 3 compares different notions of oscillatory behavior depending on the model type and describes the corresponding approaches to analyze the models with respect to the various definitions. We also give a series of examples for those approaches in Section 4. One of these examples is the two-species predator-prey model, which also serves as our running example. Finally, we conclude our paper in Section 5 .

## 2 Modeling of Oscillatory Systems

At first, we would like to clarify the notation of this paper. Vectors are written like $\mathbf{x}=\left[x_{1} \ldots x_{N}\right]$ and $\mathbf{e}$ denotes the column vector of ones. Analogously, matrices are written like $\mathbf{Q}=\left[q_{i j}\right]$. We will assume suitable enumeration schemes for vectors $\mathbf{x} \in \mathbb{N}^{N}$ such that matrices and vectors can be indexed by them, e.g. as in $q_{\mathbf{x y}}$ for $\mathbf{x}, \mathbf{y} \in \mathbb{N}^{N}$.

Next, we will give an overview of how oscillatory systems are modeled. We will distinguish the modeling approaches by the amount of influence stochasticity has on the behavior. In general we will treat three main classes, which are completely deterministic models, fully stochastic models and hybrid models which have deterministic as well as stochastic parts.

### 2.1 Population Structure and Chemical Reaction Networks

In order to base these models on a common framework, we first observe that regardless of the exact semantics, they share a population structure. By population structure, we mean that a system consists of $N$ different populations, i.e., distinct quantities whose amounts determine the (possible) future behavior. Consequently, those quantities make up the state of the system, are usually non-negative, and might all be discrete, real valued, or mixed. Also they
might be bounded or unbounded. Moreover, the state of the system usually changes over time, where time can be treated as discrete or continuous. In this overview, we will focus on continuous-time models. We can summarize the common mathematical model structure by defining that a system $X(t)$ is in a state $\mathbf{x}=\left[\begin{array}{lll}x_{1} & \ldots & x_{N}\end{array}\right] \in \mathbb{R}_{\geq 0}^{N}$ for each $t \in \mathbb{R}_{\geq 0}$. The precise definition of $X(t)$ is a function in the deterministic setting, and a stochastic process in the stochastic and hybrid setting as described later on.

All of the example models described in this summary paper originate from a biologically motivated application area. Consequently, the populations described in the previous paragraph mainly correspond to chemical species and their evolutions are usually described by chemical reactions forming a chemical reaction network (CRN). For a detailed overview of a structural analysis of CRN, we refer to [5]. In short, a system consists of $N$ chemical species $S_{1}, \ldots, S_{N}$ and $R$ different chemical reactions, where each reaction is of the form

$$
u_{r 1} \cdot S_{1}+\cdots+u_{r N} \cdot S_{N} \xrightarrow{c_{r}} w_{r 1} \cdot S_{1}+\cdots+w_{r N} \cdot S_{N}
$$

with stoichiometric coefficients given by vectors $\mathbf{u}_{\mathbf{r}}=\left[u_{r 1}, \ldots, u_{r N}\right]^{T} \in \mathbb{N}^{N}$ and $\mathbf{w}_{\mathbf{r}}=\left[w_{r 1}, \ldots, w_{r N}\right]^{T} \in \mathbb{N}^{N}$ and a reaction rate $c_{r} \in \mathbb{R}_{\geq 0}$ for $r \in\{1, \ldots, R\}$. The intuition of a chemical reaction is that the reactant molecules ( $u_{r i}$ molecules of species $i$ ) can be transformed into the product molecules ( $w_{r j}$ molecules of species $j$ ) with the corresponding likelihood and speed determined by the reaction rate $c_{r}$. But the exact physical interpretation and units of $c_{r}$ both depend on the model type and the order of reaction [104]. Symbol $\emptyset$ denotes that $\mathbf{u}_{\mathbf{r}}$ respectively $\mathbf{w}_{\mathbf{r}}$ is the zero vector.

Example 1 (Predator-Prey CRN). This representation is not limited to chemical reactions but can also be used for example to characterize population dynamics of animals. An example is the predator-prey model proposed independently by Lotka and Volterra [70]102. The CRN is described by

$$
S_{1} \xrightarrow{c_{1}} 2 \cdot S_{1}, \quad S_{1}+S_{2} \xrightarrow{c_{2}} 2 \cdot S_{2}, \quad S_{2} \xrightarrow{c_{3}} \emptyset
$$

where the first reaction describes reproduction of a prey species $S_{1}$, the second reaction encodes the reproduction of predators $S_{2}$ consuming prey (food) and the last reaction relates to the natural death of the predator species.

### 2.2 Deterministic Semantics

The traditional way of treating the behavior of chemical reaction networks is the deterministic approach justified by the law of chemical mass action as for example described in [5196]. For that, the amount of molecules per chemical species is not modeled as such but as a concentration, i.e., molecules per volume, commonly measured in mol/L. The state space in that case is continuous, i.e., $X: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{>0}^{N}$. We define the deterministic propensity $\alpha_{r}^{\text {det }}(\mathbf{x})$ of a reaction $r$ for state $\mathbf{x}=\left[x_{1} \ldots x_{N}\right]$ as

$$
\alpha_{r}^{d e t}(\mathbf{x})=c_{r}^{d e t} \cdot \prod_{i=1}^{N} x_{i}^{u_{r i}}
$$

Note that $c_{r}$ differs depending on the type of the model [104]. Here we have to use the deterministic version. The exponent $u_{r i}$ is the number of occurences of the species in the reaction. It follows that if the species does not take part in the reaction, it will not occur in the equation. Given an initial concentration $X(0)$, the future behavior is completely determined by a set of ordinary differential equations (ODE) that is given for each species $i$ by

$$
\begin{equation*}
\dot{X}_{i}(t)=\sum_{r=1}^{R}\left(\mathbf{w}_{\mathbf{r}_{\mathbf{i}}}-\mathbf{u}_{\mathbf{r}_{\mathbf{i}}}\right) \cdot \alpha_{r}^{\operatorname{det}}(X(t)) . \tag{1}
\end{equation*}
$$

A deeper mathematical analysis of the law of mass action can be found in [2378]). There exist other ways to derive the ODE describing the concentration of certain species in time [105]. In order to model the feedback mechanisms in physiological systems delay differential equations can be exploited. They are capable of modeling and formally reasoning about the effect of one or several feedback loops with different delays that control many processes in living organisms 40 69. Please also notice that the given deterministic framework does not account for possible measurement errors neither for uncertainties in states. Taking those into consideration leads to a stochastic differential equations model [17|38104].

Example 2 (Predator-Prey $O D E$ ). The ODE for the predator-prey model from Example 1 as obtained from the CRN is

$$
\dot{X}(t)=\left[\begin{array}{ll}
1 & 0
\end{array}\right]^{T} \cdot \alpha_{1}^{d e t}(X(t))+\left[\begin{array}{ll}
-1 & 1
\end{array}\right]^{T} \cdot \alpha_{2}^{d e t}(X(t))+\left[\begin{array}{ll}
0 & -1
\end{array}\right]^{T} \cdot \alpha_{3}^{d e t}(X(t))
$$

with $\alpha_{1}^{d e t}(\mathbf{x})=c_{1} \cdot x_{1}, \alpha_{2}^{d e t}(\mathbf{x})=c_{2} \cdot x_{1} \cdot x_{2}, \alpha_{3}^{d e t}(\mathbf{x})=c_{3} \cdot x_{2}$.

### 2.3 Stochastic Semantics

In the fully stochastic approach, the granularity of the modeling is the molecule level. Thus, instead of keeping track of the concentration as in the deterministic setting, individual molecules are treated as such. The stochastic semantics of a chemical reaction network is given by a (homogeneous) continuous-time Markov chain (CTMC) 383637. In detail, the behavior of the system is determined by a stochastic process $\{X(t)\}_{t \in \mathbb{R}_{\geq 0}}$ which is a family of random variables indexed by time. These processes satisfy the Markov and homogeneity properties, i.e., the possible future behavior only depends on the current state and does not change over time, as formalized by

$$
\begin{aligned}
& \operatorname{Pr}\left[X\left(t_{n}\right)=s_{n} \mid X\left(t_{n-1}\right)=s_{n-1}, \ldots, X\left(t_{0}\right)=s_{0}\right] \\
= & \operatorname{Pr}\left[X\left(t_{n}\right)=s_{n} \mid X\left(t_{n-1}\right)=s_{n-1}\right]=\operatorname{Pr}\left[X\left(t_{n}-t_{n-1}\right)=s_{n} \mid X(0)=s_{n-1}\right] .
\end{aligned}
$$

The main reason to exploit the stochastic model when analyzing biological processes comes from the fact that given low molecular counts, the corresponding stochastic effects can not be ignored. It is often referred to as a noisy process, where the noise can be decoupled into two components, i.e., intrinsic and extrinsic noise 31. In contrast to the deterministic setting, there is not a determined solution, but the system is in a state $\mathbf{x} \in \mathbb{N}^{N}$ with a certain probability $\pi_{\mathbf{x}}(t)$. Distribution $\pi(t)$ is called the transient probability distribution at time $t$ and is defined as a row vector $\pi(t)$ such that $\pi_{\mathbf{x}}(t)=\operatorname{Pr}[X(t)=\mathbf{x}] \in[0,1]$ and $\pi(t) \cdot \mathbf{e}=1$. Due to the above constraints, the behavior of the CTMC is fully described by an initial distribution $\pi(0)$ and an infinitesimal generator matrix $\mathbf{Q}=\left[q_{\mathbf{x y}}\right]$ where all elements $q_{\mathbf{x} \neq \mathbf{y}} \in \mathbb{R}_{\geq 0}$ and diagonal entries are defined as $q_{\mathbf{x x}}=-\sum_{\mathbf{y} \neq \mathbf{x}} q_{\mathbf{x y}}$. More precisely, the transient distribution satisfies the Kolmogorov differential equations 58

$$
\begin{equation*}
\dot{\pi}(t)=\pi(t) \cdot \mathbf{Q} \tag{2}
\end{equation*}
$$

also called the master equation 38.56 in the natural sciences. In order to define the matrix entries $q_{x y}$, we define the (stochastic) propensity $\alpha^{s t}(\mathbf{x})$ of a reaction $r$ for state $\mathbf{x}=\left[x_{1} \ldots x_{N}\right]$ as

$$
\alpha_{r}^{s t}(\mathbf{x})= \begin{cases}c_{r}^{s t} \cdot \prod_{i=1}^{N}\binom{x_{i}}{u_{r i}}, & \text { if } x_{i} \geq u_{r i}  \tag{3}\\ 0, & \text { otherwise }\end{cases}
$$

and get

$$
q_{\mathbf{x y}}= \begin{cases}\sum_{\left\{r \mid \mathbf{x}-\mathbf{u}_{r}+\mathbf{w}_{r}=\mathbf{y}\right\}} \alpha_{r}^{s t}(\mathbf{x}), & \mathbf{x} \neq \mathbf{y} \\ -\sum_{\mathbf{z} \neq \mathbf{x}} q_{\mathbf{x z}}, & \mathbf{x}=\mathbf{y}\end{cases}
$$

The reaction rate constant $c_{r}^{s t}$ encodes physical properties of reaction $r$ and its units depend on the type of reaction. The actual value can be computed using the information about the rate constant $c_{r}^{\text {det }}$ used in the deterministic semantic as described in 61775. The binomial coefficients refer to the number of possible combinations of the reactants. We assume that the Kolmogorov equations (2) have a unique solution under a given initial condition $\pi(0)$. To solve the system of ODE (2) in practice, one can exploit generally applicable analytical and numerical methods for solving ODE systems (like Runge-Kutta method) as well as those specially designed for Markov chain analysis as for example simulation [17|18|35|37|39, abstraction [1|27|57|64], uniformization [30|44|46|55] and others [16|54].
Example 3 (Predator-Prey CTMC). A stochastic treatment of the model from Example 1 results in a CTMC with state space $\mathbb{N}^{2}$ and an infinitesimal generator Q defined by

$$
q_{\mathbf{x y}}= \begin{cases}c_{1} \cdot x_{1} & \text { if } x_{1}>0, y_{1}=x_{1}+1, y_{2}=x_{2} \\ c_{2} \cdot x_{1} \cdot x_{2} & \text { if } x_{1}>0, x_{2}>0, y_{1}=x_{1}-1, y_{2}=x_{2}+1 \\ c_{3} \cdot x_{2} & \text { if } x_{2}>0, y_{1}=x_{1}, y_{2}=x_{2}-1, \\ -\sum_{\mathbf{z} \neq \mathbf{x}} q_{\mathbf{x z}} & \text { if } \mathbf{x}=\mathbf{y}, \text { and } \\ 0 & \text { otherwise } .\end{cases}
$$

In order to simplify the description of stochastic models, tools like PRISM 65 use guarded-commands, i.e., rules that for each state describe the possible transitions (consisting of successor state and rate) that are possible depending on the validity of a boolean predicate on the current state (guard). Moreover, the chemical species and reactions can be encoded as modules that are composed via synchronization [65] as done for example in [11|12]. If there is no a-priori knowledge about the bounds on molecular counts as in the previous example, the corresponding Markov chain has a countably infinite state space. In those cases, the stochastic simulation or specially designed numerical methods like [15|30|48|49|80] are needed. A tool specifically tailored to analyze such systems numerically is SHAVE [66]. Sophisticated techniques like inexact matrix vector multiplications exploiting a truncation of the state space to focus on the significant states, i.e., states with a probability mass greater than a threshold, and automated hybridization of populations help to cope with large or even infinite state spaces. Another way to treat such systems approximately is to take the limit of the number of individuals per volume and describe the system solely by the mean population numbers, arriving at the mean-field limit of the system. This mean-field limit coincides with the deterministic approach modeled by the ODE of Equation (1) but only under certain conditions [47|62].

### 2.4 Hybrid Semantics

Analysis of real-life case studies from biology reveals that there exist systems where some species posses low molecular counts and others are present in extremely high amounts. Treating the whole system as discrete using the fully stochastic approach described in the previous section, results in a very large state space. Consequently, the direct solution of Equation (2) is inefficient. On the other hand, we can treat the dynamics of the whole system deterministically thus omitting the stochastic effects as described in Section 2.2, where solving the system is computationally far less demanding. In order to still profit from the computational speed of the deterministic model and be able to account for the underlying stochasticity, the hybrid approach can be used. Here, the process $X(t)$ is split into two parts, i.e., $X(t)=(M(t), Y(t))$, where the discrete stochastic component $M(t)$ accounts for the small populations and the deterministic continuous component $Y(t)$ deals with large populations. We assume that the dimension of $M(t)$ is $\hat{n}$ and the dimension of $Y(t)$ is $\tilde{n}$ with $N=\hat{n}+\tilde{n}$. The dynamics of the stochastic component $M(t) \in \mathbb{N}^{\hat{n}}$ is described by a CTMC where the rates not only depend on the current state $\mathbf{m}$ but also on the state $\mathbf{y}$ of the deterministic counterpart $Y(t) \in \mathbb{R}^{\tilde{n}}$. Consequently, the entries of the generator matrix $\mathbf{Q}(t)$ are described by

$$
q_{\mathbf{m m}^{\prime}}(t)= \begin{cases}\sum_{\left\{r \mid \mathbf{m}-\mathbf{u}_{r}+\mathbf{w}_{r}=\mathbf{m}^{\prime}\right\}} \alpha_{r}^{h y b}(\mathbf{m}, \mathbf{y}(t)), & \text { if } m \neq m^{\prime}  \tag{4}\\ -\sum_{\mathbf{m}^{\prime \prime} \neq \mathbf{m}} q_{\mathbf{m m}^{\prime \prime}}(t), & \text { if } m=m^{\prime}\end{cases}
$$

with propensity functions $\alpha_{r}^{h y b}(\mathbf{m}, \mathbf{y}(t))$ defined as

$$
\alpha_{r}^{h y b}(\mathbf{m}, \mathbf{y}(t))= \begin{cases}c_{r}^{s t} \cdot \prod_{i=1}^{\hat{n}}\binom{m_{i}}{u_{r i}} \cdot \prod_{j=1}^{\tilde{n}} y_{j}^{u_{r j}}(t), & \text { if } m_{i} \geq u_{r i} \\ 0, & \text { otherwise }\end{cases}
$$

The transient probability distribution for $M(t)$ follows the time-dependent Kolmogorov equation $\dot{\pi}(t)=\pi(t) \cdot \mathbf{Q}(t)$. As before, we assume that this system of equations has a unique solution under the given initial condition $\pi(0)$. To solve this equation system the above mentioned methods can be applied as well as methods designed to analyze time-dependent continuous-time Markov chains 779100 and hybrid systems 3|26|75|88. The behavior of the continuous process $Y(t)$ is defined by the system of ODE similar to Equation (1)

$$
\dot{Y}_{i}(t)=\sum_{r=1}^{R^{\prime}}\left(\mathbf{w}_{\mathbf{r}_{\mathbf{i}}}-\mathbf{u}_{\mathbf{r}_{\mathbf{i}}}\right) \cdot \alpha_{r}^{d e t}(X(t)),
$$

where $R^{\prime}$ is the number of reactions, where only species whose concentration is treated as a continuous quantity, take part. Such a representation is especially useful if the Markov chain $M(t)$ only encodes the states (on/off) of a set of genes that control the production of proteins. Then each state variable $m_{1}, m_{2}, \ldots, m_{\hat{n}}$ can take values 1 or 0 and the concentration of the correspondent proteins is controlled by the deterministic process $Y(t)$. We can refer to states of $M(t)$ as to modes 92 of the hybrid system. In each mode the components of $Y(t)$ follow the system of ODE as in Equation (11). For a rigorous derivation of the corresponding theory, we refer to 52.

The presented fixed decomposition of the state space vector onto two parts is based on the molecular counts. There exist other approaches to divide the system into subsystems. They allow for dynamical repartitioning by exploiting the model structure. For details, we refer to [2|10|17|26|45|86|89|103].

Example 4 (Predator-Prey Hybrid). The predator-prey model from Example 1 is often used to test the applicability of hybrid solution techniques since under certain parameter values it possesses high stiffness. In this example we assume that the reaction rate constants are such that species $S_{2}$ (predator) has low molecular counts and that species $S_{1}$ (prey) is present in high counts. A hybrid approach leads to a definition of the process as $X(t)=\left(S_{1}(t), S_{2}(t)\right)$, where $S_{2}$ is treated stochastically and its behavior is determined by the time-dependent generator matrix $Q(t)$ with entries $q_{s_{1}, s_{1}^{\prime}}(t)$ according to Equation (4), where $\alpha_{2}^{h y b}\left(s_{1}(t), \mathbf{s}_{2}\right)=c_{2}^{s t} \cdot s_{1}(t) \cdot \mathbf{s}_{2}, \alpha_{3}^{h y b}\left(s_{1}(t), \mathbf{s}_{2}\right)=c_{3}^{s t} \cdot \mathbf{s}_{2}$. The evolution of species $S_{1}$ is deterministic and follows the $\operatorname{ODE} \dot{S}_{1}(t)=c_{1}^{\text {det }} s_{1}(t)-c_{2}^{\text {det }} s_{1}(t) \mathbf{s}_{2}$.

### 2.5 Other Model Semantics

In this tutorial we address only a selection of formalisms among many used to describe biological and chemical systems. Other notable formalisms are more
structure oriented, where individual molecules even of the same type can be distinguished as e.g. in [22]. Another way to model biological systems and signaling pathways 90 is to represent them as timed automata [4. It allows to treat deterministic and hybrid systems [21159/71|84|97] and formally verify their properties using existing tools 82. The interested reader can find more detailed information about the variety of formalisms in [29147].

## 3 Defining and Analyzing Oscillatory Behavior

Prior to describing how oscillatory behavior is defined in the literature, we first have to agree on the quantity that shall be analyzed. This question is directly related to what measures about a system are observable. In order to treat all presented approaches under a common framework and to be able to compare them, we assume that in general, the current number of individuals of each population type at any moment in time can be observed. In detail, this means that given the system is in state $\mathbf{x}=\left[x_{1} \ldots x_{N}\right]$ at time $t$, each value $x_{i}$ for $1 \leq i \leq N$ is visible to the analysis. In order to further simplify the presentation, we focus on studying the behavior of single population types as the quantities of interest. We would like to note that in all presented approaches, the analysis of more complex observations like the mean or sum of two or more populations is possible either directly or with little effort.

For approaches based on model checking like [11|12|22], no information about the current state $X(t)$ is a priori visible to the underlying logic. Consequently, the observable information must be stated explicitly. For that, a model with state space $S$ is augmented with a labeling function $L: S \rightarrow 2^{A P}$, which assigns to each state $s \in S$ a set of atomic propositions $L(s)$ from the set $A P$ that hold in that state. In [1112 for example, each state $\left[x_{1} \ldots x_{N}\right]$ is labeled by propositions like $X_{i}=x_{i}$ for each $1 \leq i \leq N$. In order to allow for more complex observation queries, also inequalities like $X_{1} \neq 1$ and $X_{1} \geq 3$ are for example used to describe a state with $x_{1}=4$.

### 3.1 General and Mathematical Notions of Oscillatory Behavior

At first we would like to discuss the difficulty of choosing a general definition of oscillatory behavior. When considering the term oscillation from an intuitive point of view, it usually refers to a repeated fluctuation pattern in time of some observable quantity. Before going further, we would like to differentiate the intended notion from switching behavior, a phenomenon that is also studied very often in the literature and that might be called oscillatory as well. Some stochastic models like the genetic toggle switches 34153 possess two or more regions in the state space where the steady-state probability mass concentrates (around global maxima). Those regions are called attracting regions and due to the high probability mass, the system most of the time is in one of those regions. Transitions between those regions are always possible in principle but they might be very unlikely depending on the exact parameters. Consequently, switching
between those regions becomes a rare event. Due to the long time between significant fluctuations, we will not treat those systems and multi-stable systems with low switching-rate in general as oscillatory in this overview paper.

In order to approach more formal definitions, we would like to continue with a discussion of the notions of periodic and oscillatory behavior in the strict mathematical sense. In general, a function $f(t)$ is called periodic with period length $p$ if for all times $t \in \mathbb{R}_{\geq 0}$ holds that $f(t+p)=f(t)$ and oscillatory with frequency $\theta$ and amplitude $a$ if $f(t)=a \cdot \sin (\theta \cdot t+\omega)$. While these definitions provide very precise notions of the behavior, their use in our setting is severely limited [95]. In detail, they are too strict in the sense that hardly any system adheres to them over the complete time horizon. Where their use for deterministic models might be justified, e.g. when altering the definitions to cope with phase shifts or more complex fluctuation patterns, their use in the stochastic setting becomes complicated. For example, the probability measure of all paths of a CTMC based on a biological model that follow such a predefined trajectory pattern is trivially zero due to the inherent stochastic noise [95]. In addition, periodicity also would not cover the full intended behavior where fluctuations are required, as a constant function $f(t)=c$ for some $c \in \mathbb{R}$ would be periodic for any period length $p \in \mathbb{R}$. When comparing the literature, it is therefore not surprising to see several definitions of the intended oscillatory behavior specifically tailored to the respective applications like an inclusion of noise corridors [1112 in order to relax the strict definitions.

### 3.2 Oscillatory Behavior in the Deterministic Setting

The most common approach to model and analyze oscillatory behavior is the deterministic modeling via ODEs. Since this general approach is the most established, it is reasonable to start with a short historical overview of the development of these deterministic methods. Since this is done in detail by Tyson et al. in 2008 [99] for the biological context, we limit ourselves to a brief overview. First observations of oscillatory behavior in biology were made in macroscopic biological systems. Thus the first models, that were discussed by Lotka 70 ] and Volterra [102, are models of predator and prey relationships of animals. The well-known Lotka-Volterra mechanism in CRN form and the corresponding equations 50 are shown in Example 2. Around 1950 Beloussov for the first time observed oscillating behavior in a homogeneous chemical reaction, the Beloussov-Zhabotinsky-Reaction [99. Another much simpler reaction scheme, which was analyzed in the sixties was the so-called Brusselator, which was used as a theoretical system to show that oscillatory behavior is possible in homogeneous chemical reaction systems. First larger developments in analyzing oscillatory behavior were made in the early sixties and were summarized by a paper of Higgins 50. He gave a classification of oscillations that allowed to distinguish damped oscillations, sustained oscillations and general oscillations, and gave very general equations for oscillating ODEs. He also summarizes general thermodynamical and kinetic considerations from different papers with the result, that it is generally impossible to achieve sustained oscillatory behavior in closed
chemical systems due to thermodynamic reasons. For kinetic reasons, it is not possible to achieve sustained oscillatory behavior with first order reactions exclusively, but with pseudo first order reactions or reactions of higher order. One important part of the work of Higgins is the classification of oscillatory mechanisms in back-activation and forward inhibition mechanisms. This classification is still valid today but is now known by the terms positive and negative feedback loops 91 . For both mechanisms, Higgins gave possible descriptions by chemical reaction systems and ODEs.

Also today, there is no possibility to generally verify oscillations in a system of ODEs. The prevalent approach used to detect them is to integrate the equations numerically and to manually classify the solutions. If sustained oscillations are detected, it is easy to get the frequency or the amplitude by inspecting the solutions. To analyze the oscillatory behavior more deeply, Goldbeter [42] proposes five steps. Two of these steps deal with analyzing the structure of the ODE system. The third step is the evaluation of the steady state. A steady state of a system is a state vector that satisfies $\dot{X}(t)=0$. Consequently, the steady states can be computed either analytically or numerically by solving the respective (possibly non-linear) equation system. To analyze the retrieved steady states, linear stability analysis is used [33]. Here, the aim is to find out whether a steady state is stable, i.e., whether after a small perturbation of the steady state, the system comes back. The key insight is that only in cases where a steady state is unstable, oscillations can occur. Technically, the Jacobian matrix for the ODE is set up and evaluated at the steady state(s) (cf. [33], page 881 for details). Finally, analysis of the eigenvalues $\lambda_{1}, \ldots, \lambda_{K}$ of the resulting matrix gives information about the stability. In general, if at least one eigenvalue $\lambda_{i}$ has a positive real part, the steady state is unstable. If all eigenvalues have a negative real part, the steady state is stable. In all other cases, e.g. if some of the real parts are zero, further analysis is necessary. With the help of linear stability analysis it is possible to compute some general properties of the oscillating system. For example, nullclines are functions of one species that show under which conditions the value of the species does not change $\left(\dot{X}_{n}(t)=0\right)$. They can be illustrated by phase-plots of two or three species. It is now also possible to obtain the Hopf bifurcation points of the system 94. In these points, at least one eigenvalue has to have a real part of zero. Based on Hopf bifurcation points, it is possible to obtain bifurcation diagrams. These are plots of a system parameter, that show under which conditions a steady state is stable or unstable. In the unstable region, the bifurcation diagram can also give insight into the amplitudes of obtained oscillations. For examples of bifurcation diagrams, we refer to 99 . We want to illustrate some of these analysis techniques in the following example.

Example 5 (Predator-Prey ODE). We continue with the predator-prey model from the previous examples. To obtain the steady states, we have to solve the equation system

$$
0=x_{1} \cdot\left(c_{1}-c_{2} \cdot x_{2}\right), \quad 0=x_{2} \cdot\left(c_{2} \cdot x_{1}-c_{3}\right)
$$

which can be done analytically. One steady state is $x_{1}=c_{3} / c_{2}, x_{2}=c_{1} / c_{2}$. The Jacobian of this steady state is $\mathbf{J}=\left[\begin{array}{lll}0 & -c_{3}, c_{1} & 0\end{array}\right]$, which leads to the eigenvalues $\lambda_{1,2}= \pm i \cdot\left(c_{1} \cdot c_{3}\right)^{0.5}$. Since there are imaginary parts of the eigenvalues, the system oscillates. Since the real parts of the eigenvalues are zero for all parameters $c_{1}, c_{2}$, and $c_{3}$, these oscillations are sustained and are not ending in an attracting limit circle and it is not reasonable to set up a bifurcation diagram because it is not possible to compute Hopf bifurcation points. It is indeed necessary to have either an ODE system with more than two equations or at least one reaction of 3 rd order in the reaction system to obtain an attracting limit cycle for an oscillation 91 .

### 3.3 Oscillatory Behavior in the Stochastic Setting

One principal approach that is widely used when analyzing stochastic systems with respect to periodic and oscillatory behavior is model checking. The underlying mechanism is that the property of interest is encoded as a formula in some temporal logic or as some kind of (finite state) automaton and the model checking routine efficiently decides whether the model satisfies the property or not. Model checking based approaches reason about the structure of the models and allow precise statements that hold for sure, unlike simulative approaches which can not give such strong guarantees [12].

Temporal Logic Based Model Checking Approaches. In an early model checking approach used to analyze biochemical systems [22], the authors make use of computation tree-logic (CTL) [24]. For a detailed introduction to CTL, we refer to [9]. In the context of reasoning about qualitative aspects of biological models, the idea of requiring an infinite repetition of cyclic (non-constant) behavior was first described in [22]. The authors capture that property via the CTL formula

$$
\begin{equation*}
\exists \square((P \Rightarrow \exists \diamond \neg P) \wedge(\neg P \Rightarrow \exists \diamond P)) \tag{5}
\end{equation*}
$$

Formula (5) demands that there exists at least one path such that whenever some predicate $P$ is satisfied it will be invalid later on, and vice versa whenever it is not satisfied it will become valid again in the future. Intuitively, there should exist at least one path such that the validity of $P$ alternates forever. CTL model checking was originally applied to labeled transition systems (LTS), but a CTMC can be interpreted as a LTS as well by assuming a state transition whenever there is a positive rate between a state and its successor. Using such a construction, one can reason qualitatively about the possible behavior of a CTMC as done in [12] for example. Here, the authors propose the CTL formula

$$
\begin{equation*}
\forall \square\left(\left(\left(X_{i}=k\right) \Rightarrow \exists \diamond\left(X_{i} \neq k\right)\right) \wedge\left(\left(X_{i} \neq k\right) \Rightarrow \exists \diamond\left(X_{i}=k\right)\right)\right) \tag{6}
\end{equation*}
$$

in order to query whether a system shows permanent oscillations. This formula is similar to Formula (5) where the inner formula is strengthened by exchanging the outer $\exists$ by a $\forall$ operator and predicate $P$ is instantiated with $X_{i}=k$.

The intuitive meaning of this formula is that all paths should cross a level of $k$ molecules infinitely often.

The authors are concerned that noise could affect the fluctuations. Thus, they change the previous formula slightly to

$$
\begin{equation*}
\forall \square\left(\left(\left(X_{i}=k\right) \Rightarrow \exists \diamond \phi_{n}\right) \wedge\left(\phi_{n} \Rightarrow \exists \diamond\left(X_{i}=k\right)\right)\right) \tag{7}
\end{equation*}
$$

with $\phi_{n}:=\left(X_{i}>k+n\right) \vee\left(X_{i}<k-n\right)$. They call Formula (17) noise filtered oscillations permanence and intuitively, in contrast to the previous formula, the required crossing of molecule level $k$ is extended to a crossing of the interval $[k-n, k+n]$ which resembles a noise band of size $n$ around the desired level $k$.

So far, we have discussed how qualitative aspects like the permanence of oscillatory behavior are analyzed in the literature. The logic CTL proved to be expressive enough for this task but in order to be able to reason about quantities like the time needed for a fluctuation or the probability of a peak, CTL is ill-equipped. Consequently, approaches like [1112] make use of the continuous stochastic logic (CSL) which lifts CTL to the continuous-time probabilistic setting, i.e., to continuous-time Markov chains. For a detailed introduction to CSL, we refer the reader to [8]. In [12], Ballarini et al. extend their qualitative approach by incorporating time and probability bounds.

$$
\begin{equation*}
\mathcal{P}_{=?}\left[\diamond\left(\mathcal{P}_{\geq 1}\left[\diamond\left(X_{i}=k\right)\right] \wedge \mathcal{P}_{\geq 1}\left[\diamond\left(X_{i} \neq k\right)\right]\right)\right] \tag{8}
\end{equation*}
$$

More precisely, they use Formula (8) to compute for each state $s$, the probability $p_{s}$ that oscillations will not terminate in the respective state. With the rest of the probability mass $1-p_{s}$, the oscillatory pattern will end in (initial) state $s$ since either a level of $X_{i}=k$ can not be reached or left any more with sufficient probability. Note that Formula (8) does not explicitly encode oscillatory behavior but is used implicitly to compute those states, where no oscillatory behavior will be possible any more. The authors further analyze the specific model structure of their case study (the 3-way oscillator discussed in Section 4.2) to define short-cut predicates $X_{i}=I N V$ holding in states where oscillations terminate in species $i$. This way, the probability of termination of oscillation for any species within time $T$ is captured by the formula $\sqrt{1}$

$$
\begin{equation*}
\mathcal{P}_{=?}\left[\Delta^{[0, T]}\left(X_{1}=I N V \vee X_{2}=I N V \vee \cdots \vee X_{N}=I N V\right)\right] . \tag{9}
\end{equation*}
$$

Moreover, computing the satisfaction probability of formula $\mathcal{S}_{=\text {? }}\left[X_{i}=k\right]$ for every molecule level $k$ allows the authors to reason about the long-run probability distribution of molecules of type $i$. Finally, they use rewards introduced in CSLR [2563, an extension of CSL, to query the expected perimeter of $k$ molecules around the initial state resembling the amplitude of oscillation. We will not elaborate the construction in detail, since the described approach is tailored to the specific case study and can not be used for arbitrary models.

[^1]In a follow-up paper [11], the authors base their qualitative characterization of oscillatory behavior on several notions of monotonicity. More precisely, a chemical species $i$ is either monotonically increasing or decreasing indicated by boolean flags inc_i respectively $d e c \_i$, or nothing thereof. In order to relax the strict sense of monotonicity, increasing (decreasing) behavior might include up to a maximum of $n s$ steps without an increase (decrease) in the number of molecules of species $i$, where $n s$ denotes the chosen maximum extent of the noise band. For that, an additional model variable keeps track of the center of the current noise band. This additional information is provided by the augmentation of the model by a step counting automaton that keeps track of the noise band and the boolean flags. Technically, the PRISM model is composed in parallel with a module encoding the automaton and synchronizing on the chemical reactions to detect changes in the molecule counts. Finally, a CSL formula to query the probability that some species $i$ increases monotonically (modulo noise) until some level $k$ is reached is given by

$$
\begin{equation*}
\mathcal{P}_{=?}\left[i n c \_i U\left(X_{i}=k\right)\right] . \tag{10}
\end{equation*}
$$

Oscillatory behavior of a species $i$, more precisely, a single period, is then characterized by a monotonic increase from a current level $j$ to some level $k>j$, followed by a monotonic decrease back to level $j$, where the noise band $n s$ is used. The authors finally use (probabilistic) linear temporal logic (LTL) to formalize such an oscillation pattern of amplitude $j-1$ via ${ }^{2}$

$$
\begin{equation*}
\mathcal{P}_{=?}\left[i n c \_i U\left(X_{i}=k \wedge\left(\text { dec } \_i U X_{i}=j\right)\right)\right] . \tag{11}
\end{equation*}
$$

The major difference between LTL and the branching time logics CTL and CSL is that it is a linear time logic, i.e., the semantics is based on the paths of a model in contrast to the states as in CTL/CSL. More precisely, although there is a path operator in CTL/CSL, the final judgment, whether a path formula is satisfied is done per state (by validating the path formula satisfaction probability against the probability bounds). As a consequence, path formulae can not be nested. Since the semantics of LTL is based on paths, nesting is possible. We will not give a full introduction to LTL but will discuss the intuitive meaning of the presented formulae and refer to [85] for details. Formula (11) queries the probability measure of all paths where species $i$ is monotonically increasing until a level of $k$ molecules is reached, followed by a monotonic decrease until level $j$.

The authors further relax the requirements of oscillatory behavior by allowing the fluctuation to stay at the peak, i.e., at around a molecule level of $k$ (module noise band $n s$ ), for an unlimited amount of time as described by Formula (12) $3^{3}$.

$$
\begin{equation*}
\mathcal{P}_{=?}\left[i n c \_i U\left(X_{i}=k \wedge\left(\left(k-n s \leq X_{i} \leq k+n s\right) U\left(d e c \_i U X_{i}=j\right)\right)\right)\right] \tag{12}
\end{equation*}
$$

[^2]Automata Specification Based Model Checking Approaches. A different idea to capture the essence of oscillatory behavior is to encode the desired behavior as an automaton. One such approach is described in [77, where CTMCs with population structure and potentially infinite state spaces are model checked against single-clock deterministic timed automata (DTA) specifications. In the paper, DTAs are used to describe linear-time properties, i.e., the desired behavior corresponds to the set of paths that are accepted by the DTA. Consequently, the presented model checking approach computes the probability measure of all CTMC paths that are accepted by the DTA. In the paper, a DTA encoding oscillatory behavior is given. This DTA describes all trajectories, that cross a lower molecule threshold $L$, followed by reaching a higher threshold $H$ and finally returning to the lower threshold $L$ again. This fluctuation of amplitude $H-L$ must happen within a period length of $t$ time units with $t \in\left[T_{0}^{\text {min }}, T_{0}^{\max }\right]$. The real valued interval bounds $T_{0}^{\min }<T_{0}^{\max }$ can be chosen freely. We note that the requirements on oscillatory behavior are relaxed in the sense that not a specific period length but a range of possible period lengths is allowed. Accordingly, only a minimal but not maximal amplitude is specified. These relaxations were done in order to be able to deal with stochastic noise. Note that in contrast to the usual model checking based approaches, here, the state space does not necessarily has to be finite. The reason is that the model checking problem is reduced to the truncation based transient analysis [30]48 based on inexact vector matrix multiplication, which allows the routine to concentrate on significant states, i.e., states with a transient probability greater than some threshold $\delta>0$.

### 3.4 Oscillatory Behavior in the Hybrid Setting

The hybrid approach is aimed at combining the advantages of the deterministic and noisy stochastic approaches. When we are dealing with pathways where there are species both with large and small molecular counts, the hybrid simulation or numerical solution methods are the methods of choice. Although the analysis is usually aimed at oscillations of species whose concentration is represented by continuous variables, we still can reason formally about the variety of complex behaviors that can arise. To do so we can represent the hybrid system as a timed automaton and apply the corresponding techniques [14. It is important to notice that often we can apply deterministic methods to describe the mean behavior of large quantities modelled stochastically. However for some systems the effect of the noise can be so intense that the average behavior of stochastic components differs from the deterministic solution 47.

## 4 Applications

In this section, we would like to give various examples of oscillatory models with different underlying semantics and show how they are analyzed in the literature.

### 4.1 The Predator-Prey Model

At first, we will have a look at the predator-prey model from Example 1. In the work of Dayar et al. [28, the authors compare numerical analysis methods applied to the mentioned model. More precisely, they solve the system deterministically, stochastically and in a hybrid fashion and manually compare the results. The ODE corresponding to the deterministic approach (cf. Example 2) proves the system to possesses a never-ending oscillatory character according to the curve

$$
c_{2} \cdot S_{1}-c_{3} \cdot \log S_{1}+c_{2} \cdot S_{2}-c_{1} \cdot \log S_{2}=\mathrm{const}
$$

in the phase space, assuming $c_{1}, c_{2}, c_{3}>0$ and an initial condition different from the equilibrium $\left[c_{3} / c_{2} c_{1} / c_{2}\right.$ ]. Intuitively, a peak in the prey population is followed by a peak in the predator population decreasing the prey and ultimately the predator population again, and the cycle repeats. However, when considering the system to be stochastic (cf. Example(3), i.e., treating predator and prey counts as such and not as concentrations, simulation shows that the mean of the resulting transient distribution behaves differently from the solution of the deterministic approach. Here, for the parameter set $c_{1}=c_{3}=1, c_{2}=0.01$ and initial condition $\pi_{[2020]}(0)=1$, the oscillatory pattern already breaks after the first period. The number of predators goes to zero and the number of prey individuals grows unboundedly. The reason is that in general, the predators will die out eventually with probability one due to stochastic effects, allowing the prey population to proliferate. That case suggests that depending on the granularity, with which a system shall be analyzed, an appropriate semantics must be chosen. In contrast, when assuming the thermo-dynamic limit, i.e., taking the limit of the number of predator and prey individuals and of the system's volume to infinity (such that a fixed concentration is reached), the deterministic approach is justified. Intuitively, the probability of extinction approaches zero. If such an assumption can not be made, stochastic effects need to be considered. However, a problem of the fully stochastic approach is the high run time and memory requirements due to the large amount of individual states that need to be considered. Consequently, the authors suggest to use a hybrid approach as described in Section 2.4 with the additional property that populations are dynamically treated as individuals as long as they do not surpass a certain threshold. As soon as that threshold is reached, the respective population is treated deterministically, with the mean and covariances of $S_{i}$ being computed for each time step. This helps to decrease run time and memory requirements by up to two magnitudes while still being able to capture the relevant stochastic effects with negligible error.

### 4.2 The 3-Way Oscillator Model

While the previous model has been analyzed mainly by solving the systems over time and manually reasoning about the resulting oscillatory behavior, another model, the 3-way oscillator [19|20] has in addition been studied using fully automated model checking. The 3 -way oscillator is a CRN which consists of three
chemical species $S_{1}, S_{2}$, and $S_{3}$ which form a positive feedback loop as described by the chemical reactions

$$
S_{1}+S_{2} \xrightarrow{\tau_{1}} 2 \cdot S_{2}, \quad S_{2}+S_{3} \xrightarrow{\tau_{2}} 2 \cdot S_{3}, \quad S_{3}+S_{1} \xrightarrow{\tau_{3}} 2 \cdot S_{1}
$$

which resemble a cyclic predator-prey scheme, where species $S_{1}$ is eaten by species $S_{2}$, which is eaten by $S_{3}$, which itself is consumed by species $S_{1}$. For simplicity, we assume $\tau_{1}=\tau_{2}=\tau_{3}=1$ as in [12]. The corresponding ODE is

$$
\dot{X}(t)=\alpha_{1}(\mathbf{x}) \cdot\left[\begin{array}{lll}
-1 & 1 & 0
\end{array}\right]^{T}+\alpha_{2}(\mathbf{x}) \cdot\left[\begin{array}{lll}
0 & -1 & 1
\end{array}\right]^{T}+\alpha_{3}(\mathbf{x}) \cdot\left[\begin{array}{lll}
1 & 0 & -1
\end{array}\right]^{T}
$$

with $\alpha_{1}(\mathbf{x})=x_{1} \cdot x_{2}, \alpha_{2}(\mathbf{x})=x_{2} \cdot x_{3}$, and $\alpha_{3}(\mathbf{x})=x_{1} \cdot x_{2}$. In [12], the authors use an initial concentration of $X(0)=\left[\begin{array}{lll}100 & 200 & 10\end{array}\right]^{T}$ and conclude that the system oscillates forever. Using Matlab [73] to solve the ODE, one can compute the center of oscillation to be at around 133 with a peak-to-peak amplitude of 251 for each species. Also, the oscillation is regular corresponding to the mathematical notion of periodicity with a period length of around 0.05 . However, when started in equilibrium, i.e. $x_{1}=x_{2}=x_{3}=10$, the system stays there forever (12].

In contrast to the deterministic semantics, a stochastic treatment results in different characteristics. First observations resulting from stochastic simulations starting in an initial state with $x_{1}=x_{2}=x_{3}=10$ show that in contrast to the ODE approach, fluctuations are present, although there is no strict regularity due to stochastic noise. Moreover, the authors argue that eventually, a terminal/absorbing state, i.e., a state with no outgoing transitions, corresponding to a depletion of two of the species will be reached. Consequently, the system will stop to oscillate since the state can not be left any more invalidating Formula (6) since either no state with $X_{i}=k$ or $X_{i} \neq k$ can be reached any more. That effect can be witnessed in the predator-prey model as well. Alongside to this argumentation, automated model checking reveals that the permanent oscillation property as stated in Formula (6) is not satisfied for that system. Using probabilistic model checking, further characteristics like the probability of depletion corresponding to the termination of oscillatory behavior within $T$ time units as specified by Formula (9) are investigated. In order to be able to recover from a depletion, the authors suggest to allow the direct transformation of one species into another

$$
S_{1} \xrightarrow{\tau_{1}^{\prime}} S_{2}, \quad S_{2} \xrightarrow{\tau_{2}^{\prime}} S_{3}, \quad S_{3} \xrightarrow{\tau_{3}^{\prime}} S_{1},
$$

usually with $\tau_{i}^{\prime} \ll \tau_{i}$ for all $i \in\{1,2,3\}$ which results in no terminal states anymore. They call that augmentation doping and show that it indeed suffices to finally satisfy Formula (6), i.e., to make the oscillatory character permanent.

### 4.3 Circadian Clocks

An interesting phenomenon common to many living organisms is the day-night rhythm where the period length of 24 hours is kept nearly constant 87. External stimuli like light and temperature might help to adjust the underlying mechanism
called circadian clock. But in order to maintain a stable period length [13], the living organism should also cope with the external perturbations and internal stochastic noise (induced by species presented in small molecule numbers). In the paper [101, the authors model circadian clocks via the chemical reaction network described by


$$
\begin{gathered}
G_{R} \xrightarrow{\alpha_{R}} G_{R}+M_{R} \\
G_{R} \circ A \xrightarrow{\alpha_{R}^{\prime}} G_{R} \circ A+M_{R} \\
G_{R}+A \stackrel{\gamma_{R}}{\stackrel{\gamma_{R}}{2}} G_{R} \circ A \\
M_{R} \xrightarrow{\beta_{R}} M_{R}+R \\
M_{R} \xrightarrow{\delta_{M_{R}}} \emptyset
\end{gathered}
$$

$$
\begin{aligned}
& A \xrightarrow[\gamma_{C}]{\delta_{A}} \emptyset \\
& R \xrightarrow[\delta_{R}]{\delta_{R}} \emptyset
\end{aligned}
$$

$$
A+R \xrightarrow{\gamma_{C}} C
$$

$$
C \xrightarrow{\delta_{A}} R
$$

where initially both genes are active $\left(G_{A}=G_{R}=1\right)$ and molecular count for the rest of species is 0 . The parameters are set to $\alpha_{A}=50, \alpha_{A}^{\prime}=500, \beta_{A}=50, \delta_{M_{A}}=10$, $\delta_{A}=1, \gamma_{A}=1, \theta_{A}=50, \alpha_{R}=0.01, \alpha_{R}^{\prime}=50, \beta_{R}=5, \delta_{M_{R}}=0.5, \delta_{R}=0.2, \gamma_{R}=1, \theta_{R}=100$, $\gamma_{C}=2$. In that model, genes $G_{A}$ and $G_{R}$ are transcribed to mRNA molecules $M_{A}$ and $M_{R}$ which are finally translated into activator proteins $A$ and repressor proteins $R$. The repressor protein $R$ can bind to protein $A$ to form a complex protein $C$ which then degrades to a single $R$ protein. The activator protein can bind to the promotor region of both genes to boost their transcription rate. The authors compare the integration of the corresponding ODE with stochastic simulations (cf. Figure 2 in [101). The simulations show random fluctuations (noise) with respect to period length and amplitude in contrast to the ODE solution, where every period behaves the same. Using quasi-steady state assumptions [81, the deterministic system is reduced to the slow species $R$ and $C$ and it is possible to use limit cycle and stability analysis (cf. Section 3.2) to show that the system oscillates permanently. But, those results turn out not to be applicable to the stochastic setting. More precisely, the set of parameters giving rise to a stable steady state (fixed point) for the ODE semantics produce oscillations in the stochastic setting just like for the 3-way oscillator model (cf. Section4.21). Here, the stochastic noise intuitively pushes the system away from the equilibrium to initiate a new cycle resulting in fluctuations not present in the deterministic limit. In addition, we would like to refer to the PRISM tutorial [83], which deals with stochastic simulation of the described model to show the oscillatory character.

Another example for circadian rhythms is the oscillatory character of the period protein (PER) in living organisms like Drosophila. Here, oscillations are induced by the negative feedback of PER on the transcription of the period gene and by the fact that PER has multiple phosphorylation sites. The minimal deterministic model capable of generating oscillations is provided in 41 by the system of 5 non-linear ODEs. The exact values of parameters and a detailed description of the reaction network are omitted here. Numerical integration shows that the system follows limit cycle oscillations for PER. It allows to investigate the influence of different factors onto the period length. The analysis shows that the sustained oscillations occur only when the maximum degradation rate of

PER and the rate of PER transport both fall into a certain region. This model is further developed in 6768 to analyze circadian rhythms in Neurospora and Drosophila and incorporates the influence of external stimuli. The authors investigate how day-night light cycles as well as light pulses change the oscillatory properties, where the models account for different effects of light in both organisms. The goal is to study the relative contribution of various molecular processes to the oscillatory behavior. The possibility of chaotic behavior was revealed in both systems for a certain range of parameter values, however the corresponding physiological aspects are not clear yet. In 67], the authors enrich the model by a collection of additional components in order to describe the mammalian circadian clock. The resulting system is capable of generating the oscillatory cycles in the complete absence of light. The obtained results help to explain certain human physiological disorders associated with sleep. It is also noted that in such a complex system the mechanism giving rise to oscillatory behavior can be nonunique. Other refinements of this model and a comparison with experimental data for another biological species (Arabidopsis) can be found in 93|105.

An important comparison with the results of stochastic simulation was conducted in 43 under low copy numbers of mRNA and protein molecules. The comparison includes the initial deterministic model and two newly developed stochastic models. It studies the influence of molecular noise (controlled through the volume of the compartment) on circadian oscillations. These oscillations revealed to be quite robust with respect to the noise in both developed models. If the influence of stochastic fluctuations is small (when the volume of the modeled compartment is large) stochastic and deterministic models provide similar predictions. This fact motivates the usage of a deterministic model whenever it is a-priori known that molecular noise does not play an important role.

### 4.4 Calcium Oscillations

A well-known oscillatory process is the cellular calcium oscillation. Here, we will present the analysis of a deterministic model of this process, for a stochastic treatment, we refer to 61. There are many more or less complex ODE models of calcium oscillations but we chose a simple model by Somogyi and Stucky 94 . The populations in this model are the calcium ions in different parts of a cell, i.e., $S_{1}$ denotes the ions in the endoplasm and $S_{2}$ the ions in the cytoplasm. $x_{1}$ and $x_{2}$ are the concentrations of $S_{1}$ and $S_{2}$. The model mostly describes transport processes from one of these regions to the other and the reactions are

$$
\emptyset \xrightarrow{c_{1}} S_{2}, \quad S_{2} \xrightarrow{c_{2}} S_{1}, \quad S_{1} \xrightarrow{c_{3} \cdot f\left(x_{2}\right)} S_{2}, \quad S_{2} \xrightarrow{c_{4}} \emptyset
$$

which describe the flow into the cytoplasm, transfer from cytoplasm to endoplasm, production of $\mathrm{Ca}^{2+}$ during the transport from endoplasm to the cytoplasm, and the outflow of ions from the cytoplasm ${ }^{4}$. The ODE system corresponding to the reactions is

[^3]$$
\left[\dot{x}_{1}, \quad \dot{x}_{2}\right]=\left[c_{2} \cdot x_{2}-c_{3} \cdot f\left(x_{2}\right) \cdot x_{1}, \quad c_{1}+c_{3} \cdot f\left(x_{2}\right) \cdot x_{1}-c_{2} \cdot x_{2}-c_{4} \cdot x_{2}\right] .
$$

In order to analyze this system, the steady state has to be obtained. Here, we first compute the nullclines for both species as in

$$
x_{1}=\frac{c_{2} \cdot x_{2}}{c_{3} \cdot f\left(x_{2}\right)} \text { for }\left(\dot{x_{1}}=0\right) \text { and } x_{1}=\frac{\left(c_{2}+c_{4}\right) \cdot x_{2}-c_{1}}{c_{3} \cdot f\left(x_{2}\right)} \text { for }\left(\dot{x_{2}}=0\right)
$$

The intersection of both nullclines is the steady states of the system

$$
x_{1}=c_{1} \cdot c_{2} /\left(c_{3} \cdot c_{4} \cdot f\left(x_{2}\right)\right), \quad x_{2}=c_{1} / c_{4}
$$

The next steps are the computation of the Jacobian matrix in the steady state and the calculation of the trace of the matrix to get the real part of the eigenvalue which is

$$
\operatorname{Re}(\lambda)=c_{2} \cdot c_{4} / c_{1} \cdot f^{\prime}\left(x_{2}\right)-c_{3} \cdot f\left(x_{2}\right)-c_{2}-c_{4} .
$$

With $\operatorname{Re}(\lambda)=0$ it is now possible to obtain the Hopf-Bifurcation points and to draw the bifurcation diagrams. For the Brusselator model such a diagram is given in Figure 1b in 99.

### 4.5 Other Applications

The presented examples are only a selection of models that exhibit oscillatory behavioral patterns. Another model is the repressilator [32, a chemical reaction network consisting of three chemical species mutually repressing each other, which has been studied mainly stochastically and which has already been implemented in vivo. Another biological system, which is analyzed in detail is the NF- $\kappa \mathrm{B}$ signalling system [60. This system is involved in several cellular processes and most of the analysis is based on ODEs. As shown above, the calcium oscillations can be used for intra-cellular communication. Another way to encode the information in extracellular communication as well is the cyclic AMP (cAMP) signaling. An example of such system is Dictyostelium discoideum studied in [72|98].

## 5 Conclusion

We have presented an overview of the literature on modeling and analyzing oscillatory population models. While the problem of characterizing such behavior for deterministic systems has been thoroughly studied, a unifying approach for stochastic models is not present so far. More precisely, there is no common formal agreement on what defines oscillatory behavior, neither how to define the respective period length and amplitude. Nevertheless, several approaches dealing with qualitative and quantitative aspects using manual and automated techniques have been discussed. Current work in progress by the authors tries to give a foundational definition of oscillatory character for stochastic systems and
develops a fast numerical algorithm to approximate the distributions of period length for a chosen amplitude. A problem of the fully stochastic treatment is the high computational demand from the runtime and memory perspectives. However, several recent evidences indicate that stochastic effects are essential for certain systems to maintain a sustained oscillatory pattern. Consequently, hybrid techniques treating one part of the system stochastically while approximating the rest deterministically, have been developed to increase the scalability and the efficiency of the analysis. We finally illustrated the presented approaches by a large collection of examples.
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#### Abstract

Interactive Markov chains (IMCs) constitute a powerful stochastic model that extends both continuous-time Markov chains and labelled transition systems. IMCs enable a wide range of modelling and analysis techniques and serve as a semantic model for many industrial and scientific formalisms, such as AADL, GSPNs and many more. Applications cover various engineering contexts ranging from industrial system-on-chip manufacturing to satellite designs. We present a survey of the state-of-the-art in modelling and analysis of IMCs.

We cover a set of techniques that can be utilised for compositional modelling, state space generation and reduction, and model checking. The significance of the presented material and corresponding tools is highlighted through multiple case studies.


## 1 Introduction

The increasing complexity of systems and software requires appropriate formal modelling and verification tools to gain insights into the system's possible behaviour and dependability. Imagine the construction of a satellite equipped with hardware components and software systems. Once sent into its orbit, the satellite has to work mostly autonomously. In case of any hardware or software component failure, the required maintenance work is time-consuming and cannot be executed immediately, leading to excessive costs and even complete system failures. To avoid such shortcomings, the system's components need to be highly dependable and any design mistakes must be identified as soon as possible. Rigorous modelling and analysis techniques can help significantly by accompanying the development process from the blue-print to the testing phase. They can answer quantitative questions like "what is the probability that the system fails within 3 years" by synthesising an abstract system model.

In the last years a plethora of formalisms [45, 25, 55, 47, 35, 23] and tools (PRISM [43], ETMCC [39, MRMC [42, YMER [58], VESTA 56] and MAMA [27]) have been developed for this purpose. The advent of large-scale, distributed, dependable systems requires formal specification and verification methods that
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capture both qualitative and quantitative aspects of systems. Labelled transition systems (LTS) allow to capture qualitative aspects of software and hardware systems by defining the interaction between system components, but they lack quantitative predicates. On the other hand, continuous time Markov chains (CTMC) allow to model and reason over quantitative aspects of systems. However, CTMCs do not allow to model component dependencies and interaction with the environment.

A prominent formalism to remedy these drawbacks are interactive Markov Chains (IMCs) 35. IMCs conservatively extend LTSs and CTMCs and thereby allow to accurately model system dependencies as well as quantitative aspects. IMCs strictly separate between nondeterministic choices, called interactive transitions, and exponentially distributed delays, called Markovian transitions. Hence, they can be considered as an extension of CTMCs with nondeterminism or, the other way around, as enriched labelled transition systems. Interactive transitions, denoted as $s \xrightarrow{\alpha} s^{\prime}$, allow to model actions that are executed in zero time and account for nondeterministic choices by the system's environment. They allow very efficient bisimulation minimisation since quotienting can be done in a compositional fashion. A system's progress over time can be modelled by Markovian transitions, denoted by $s \xrightarrow{\lambda} s^{\prime}$. They indicate that the system is moving from state $s$ to $s^{\prime}$ after a delay exponentially distributed with parameter $\lambda$, and thereby account for time dependencies between system states.

IMCs are closely related to continuous-time Markov decision processes (CTMDPs), but they are strictly more expressive. CTMDPs closely entangle nondeterminism and stochastic behaviour in their transition relation. The separation of nondeterministic and stochastic choices allows for a well-behaved and natural notion of composition and hierarchy. Recently, IMCs were extended to Markov automata (MA) [23] by adding the possibility of random switching to interactive transitions.

Recent works on model checking opened the door for far-reaching industrial applications. IMCs provide a strict formal semantics of modelling and engineering formalisms such as generalised stochastic Petri nets (GSPNs) [50, Dynamic Fault Trees (DFTs) 12, the Architectural Analysis and Design Language (AADL) [13], and STATEMATE [10]. The powerful compositional design and verification approach of IMCs is applied for instance to Globally Asynchronous Locally Synchronous (GALS) designs [19], supervisory control [48, 49], state-of-the-art satellite design [24], water-treatment facilities [34] and train control systems [10].

This paper aims to give an extensive introduction to IMCs and survey recent developments in the field. Therefore, we present a detailed description of the fundamentals of the IMC formalism. Besides, we introduce related concepts such as CTMDPs and describe their relationship to IMCs. An important aspect of IMCs is that they can be analysed with respect to certain properties. Therefore, we introduce a logic that is capable of specifying important properties like "is the system running at least $99 \%$ of the time?". Furthermore, we provide a rich set of model checking algorithms to efficiently compute and thus check these properties.

Especially for time-bounded reachability, expected time and long-run average properties, we give an in-depth description of the algorithms with accompanying examples. Another challenge in a model like IMCs is the state space explosion problem. The prevention of this is a major research topic and covered by this paper in terms of bisimulation minimisation. Therefore, we present the notion of strong and weak bisimulation, and provide an algorithm for computing the bisimulation quotient.

Organisation of the Paper. Section 2 introduces the model, semantics and compositional construction methods of IMCs. A survey on model checking techniques is provided in Section 3 and behavioural equivalences and abstraction are discussed in Section 4 Section 5 shows extensions of IMCs, Section 6 provides a number of case studies and applications, and Section 7 concludes the paper.

## 2 Preliminaries

This section summarises the basic notions and definitions to provide a formal underpinning of the concept of interactive Markov chains [35, 14 and related concepts. The interested reader can find more details in the referred material throughout this section.

Before we describe interactive Markov chains, we give a brief introduction to two widely used models which are related to them. We start with a discrete time and nondeterministic model, namely Markov Decision Processes (MDPs). They extend Markov chains by adding nondeterministic decisions.

Definition 1 (Markov Decision Process). A Markov decision process (MDP) is a tuple $\mathcal{M}=\left(S, A c t, \mathbf{P}, s_{0}\right)$ where $S$ is a finite set of states, Act a finite set of actions, $s_{0}$ the initial state, and $\mathbf{P}: S \times \operatorname{Act} \times S \rightarrow[0,1]$ the transition probability function such that $\sum_{s^{\prime} \in S} \mathbf{P}\left(s, \alpha, s^{\prime}\right) \in\{0,1\}$ for all $s \in S$ and $\alpha \in$ Act.

MDPs are a well studied model with a wide range of efficient algorithms 53] for various types of analysis. Later on in this survey, we exploit some of those algorithms to solve problems on interactive Markov chains.

Unsurprisingly, CTMDPs are the extension of MDPs to continuous time and are closely related to IMCs.

Definition 2 (Continuous Time Markov Decision Process). A CTMDP is a tuple $\mathcal{C}=\left(S, A c t, \mathbf{R}, s_{0}\right)$ where $S$ is a finite set of states, Act a finite set of actions, $s_{0}$ the initial state, and $\mathbf{R}: S \times \operatorname{Act} \times S \rightarrow \mathbb{R}_{>0}$ a three dimensional rate matrix.

A CTMDP is a stochastic nondeterministic model that describes the behaviour of a system in continuous time. The delay of each transition $\left(s_{1}, \alpha, s_{2}\right)$ is exponentially distributed with rate $\mathbf{R}\left(s_{1}, \alpha, s_{2}\right)$ for $s_{1}, s_{2} \in S$ and $\alpha \in$ Act. IMCs extend CTMDPs by breaking the tight connection between nondeterministic and stochastic behaviour.

### 2.1 Interactive Markov Chains

The Syntax of an IMC. IMCs are finite transition systems with actionlabelled interactive transitions, as well as Markovian transitions that are labelled with a positive real number identifying the rate of an exponential distribution. Hence, they strictly separate between interactive and Markovian behaviour. This enables for a wide range of modelling features. On the one hand, based on the action-labelled interactive transitions, IMCs can be used for compositional modelling with intermittent weak bisimulation [35]. On the other hand, the Markovian transitions allow to encode arbitrary distributions in terms of acyclic phase-type distributions [52]. An in depth discussion of the advantages of the IMC formalism is given in [14.

Definition 3 (Interactive Markov Chain). An interactive Markov chain is a tuple $\mathcal{I}=\left(S, A c t, \rightarrow,--\rightarrow, s_{0}\right)$ where $S$ is a nonempty, finite set of states with initial state $s_{0} \in S$, Act is a finite set of actions, $\rightarrow \subseteq S \times$ Act $\times S$ is a finite set of interactive transitions and $\rightarrow \subseteq S \times \mathbb{R}_{>0} \times S$ is a finite set of Markovian transitions.

We abbreviate $\left(s, \alpha, s^{\prime}\right) \in \rightarrow$ by $s \xrightarrow{\alpha} s^{\prime}$ and $\left(s, \lambda, s^{\prime}\right) \in \rightarrow$ by $s \rightarrow s^{\prime}$. Let:
$-I T(s)=\left\{s \xrightarrow{\alpha} s^{\prime}\right\}$ be the set of interactive transitions that leave $s$, and
$-M T(s)=\left\{s \stackrel{\lambda}{\rightarrow} s^{\prime}\right\}$ be the set of Markovian transitions that leave $s$.
We denote with $M S \subseteq S$ the set of Markovian states, with $I S \subseteq S$ the set of interactive states and with $H S \subseteq S$ the set of hybrid states of an IMC $\mathcal{I}$, where:
$-s \in M S$ iff $M T(s) \neq \emptyset$ and $I T(s)=\emptyset$,
$-s \in I S \quad$ iff $M T(s)=\emptyset$ and $I T(s) \neq \emptyset$, and
$-s \in H S$ iff $M T(s) \neq \emptyset$ and $I T(s) \neq \emptyset$.
Further, we distinguish external actions from internal $\tau$-actions. Note that a labelled transition system (LTS) is an IMC with $M S=\emptyset$ and $H S=\emptyset$. Further, a continuous-time Markov chain (CTMC) is an IMC with $I S=\emptyset$ and $H S=\emptyset$. Therefore, IMCs are a natural extension of LTSs as well as CTMCs.

The Semantics of an IMC. A distribution $\mu$ over a countable set $S$ is a function $\mu: S \mapsto[0,1]$ such that $\sum_{s \in S} \mu(s)=1$. If $\mu(s)=1$ for some $s \in S$, $\mu$ is a Dirac distribution, and is denoted $\mu_{s}$. Let $\operatorname{Distr}(S)$ be the set of all distributions over a set $S$. The interpretation of a Markovian transition $s \xrightarrow{\lambda} s^{\prime}$ is that the IMC moves from state $s$ to $s^{\prime}$ within $d$ time units with probability $\int_{0}^{d} \lambda e^{-\lambda t} d t=\left(1-e^{-\lambda \cdot d}\right)$. For a state $s \in M S$, let $\mathbf{R}\left(s, s^{\prime}\right)=\sum\left\{\lambda \mid s-\underset{\rightarrow}{ } s^{\prime}\right\}$ be the total rate to move from state $s$ to $s^{\prime}$, and let $E(s)=\sum_{s^{\prime} \in S} \mathbf{R}\left(s, s^{\prime}\right)$ be the total outgoing rate of $s$. If $s$ has multiple outgoing Markovian transitions to different successors, then we speak of a race between these transitions, known as the race condition. In this case, the probability to move from $s$ to $s^{\prime}$ within $d$ time units is $\frac{\mathbf{R}\left(s, s^{\prime}\right)}{E(s)} \cdot\left(1-e^{-E(s) d}\right)$, utilising that the IMC moves to a successor state $s^{\prime}$ after a delay of at most $d$ time units with discrete branching probability $\mathbf{P}\left(s, s^{\prime}\right)=\frac{\mathbf{R}\left(s, s^{\prime}\right)}{E(s)}$. As defined on CTMDPs [6], uniformity can also be adapted to IMCs [40]. An IMC is called uniform iff there exists an $e \in \mathbb{R}_{\geq 0}$ such that
$\forall s \in M S$ it holds that $E(s)=e$. Thus, the distribution of the sojourn time is the same for all Markovian states if the IMC is uniform.

IMCs are compositional, i.e. if a system comprises several IMC components, then it can be assembled via parallel composition of the components. The components can communicate through external actions visible to all of them, while internal $\tau$-actions are invisible and cannot communicate with any other action. Instead of communication, we say in the following that two IMCs synchronize on an action. Consider a state $s \in H S$ with a Markovian transition with rate $\lambda$ and a $\tau$-labelled transition. We assume that the $\tau$-transition takes no time and is fired immediately since it is not subject to any interaction and cannot be delayed. On the other hand, the probability that the Markovian transition fires immediately is zero. Thus, internal interactive transitions always take precedence over Markovian transitions.

Assumption 1 (Maximal Progress) In any IMC, internal interactive transitions take precedence over Markovian transitions.


Fig. 1. An interactive Markov chain

Example 1. Let $\mathcal{I}$ be the IMC depicted in Figure 1. Then $s_{0}$ is a hybrid state with Markovian transition $s_{0}-\xrightarrow{2} s_{3}$ and interactive transitions $s_{0} \xrightarrow{\alpha} s_{1}$ and $s_{0} \xrightarrow{\beta} s_{3}$. We assume that all actions are no longer subject to any further synchronisation. W.l.o.g. we consider $\alpha$ and $\beta$ as $\tau$-transitions. Hence, we can apply the maximal progress assumption and obtain $s_{0} \in I S$ with $s_{0} \xrightarrow{\alpha} s_{1}$ and $s_{0} \xrightarrow{\beta} s_{3}$. Therefore, in $s_{0}$ we have to choose between $\alpha$ and $\beta$. Since both transitions are fired without delay and take no precedence over each other, this choice has to be made nondeterministicly by a scheduler, see Section 2.3. The same holds for state $s_{6}$. If we choose $\beta$ in $s_{0}$, then the successor state is $s_{3}$, which is a Markovian state with transition $s_{3} \xrightarrow{-3} s_{4}$ with rate $\lambda=3$. The delay of this transition is exponentially distributed with parameter $\lambda$; thus, the transition fires in the next $z \in \mathbb{R}_{\geq 0}$ time units with probability $\int_{0}^{z} \lambda e^{-\lambda t} d t=\left(1-e^{-3 z}\right)$. In case we choose $\alpha$ in $s_{0}$ we reach state $s_{1}$, which has two Markovian transitions.

We encounter a race condition, and the IMC moves along the transition whose delay expires first. Consequently, the sojourn time in $s_{1}$ is determined by the delay of the first transition that executes. The minimum of exponential distributions with parameters $\lambda_{1}, \lambda_{2}, \ldots$ is again exponentially distributed with the parameter $\lambda_{1}+\lambda_{2}+\cdots$. Thus, the sojourn time is determined by the exit rate, in our case we have $E\left(s_{1}\right)=4$. The probability to move from a state $s \in M S$ to a successor state $s^{\prime} \in S$ equals the probability that one of the outgoing Markovian transitions from $s$ to $s^{\prime}$ wins the race. Therefore, the discrete branching probabilities for $s_{1}$ are given by $\mathbf{P}\left(s_{1}, s_{2}\right)=\mathbf{P}\left(s_{1}, s_{5}\right)=\frac{2}{4}=\frac{1}{2}$.

### 2.2 Behavioural and Measurability Concepts

In this section we define fundamental concepts relating to the behaviour and the measurability of IMCs. We start with the definition of paths and then define the $\sigma$-algebra over the set of paths.

Paths. Like in other transition systems, an execution in an IMC is described by a path. We define finite and infinite paths and provide several useful notations and operators relating to paths. Before proceeding with the definition, for the uniformity of notation, we use a distinguished action $\perp \notin$ Act to indicate Markovian transitions and extend the set of actions to $A c t_{\perp}=A c t \cup\{\perp\}$. Formally, a finite path is an initial state followed by a finite sequence of interactive and Markovian transitions annotated with times, i. e.

$$
\pi=s_{0} \xrightarrow{t_{0}, \alpha_{0}} s_{1} \xrightarrow{t_{1}, \alpha_{1}} \cdots s_{n-1} \xrightarrow{t_{n-1}, \alpha_{n-1}} s_{n}
$$

with $\alpha_{i} \in A c t_{\perp}, t_{i} \in \mathbb{R}_{\geq 0}, i=0 \ldots n-1$ and $s_{0} \ldots s_{n} \in S$. Each step of a path $\pi$ describes how the IMC evolves from one state to the next; with what action and after spending what sojourn time. For example, when the IMC is in an interactive state $s \in I S$ where only internal actions are enabled, it must immediately (in zero time) choose an enabled action $\alpha$ and go to state $s^{\prime}$. This gives rise to the finite path $s \xrightarrow{0, \alpha} s^{\prime}$. On the other hand, if $s \in M S$, the IMC stays in $s$ for $t>0$ time units and then moves to the next state $s^{\prime}$ based on the distribution $\mathbf{P}(s, \cdot)$ by $s \xrightarrow{t, \perp} s^{\prime}$.

For a finite path $\pi$ we use $|\pi|=n$ as the length of $\pi$ and $\pi \downarrow=s_{n}$ as the last state of $\pi$. Assume $k \leq n$ is an index, then $\pi[k]=s_{k}$ is the $k+1$-th state of $\pi$. Moreover, the time spent on $\pi$ up to state $\pi[k]$ is denoted by $\Delta(\pi, k)$ which is zero if $k=0$, and otherwise $\sum_{i=0}^{k-1} t_{i}$. We use $\Delta(\pi)$ as an abbreviation for $\Delta(\pi,|\pi|)$. For $t \leq \Delta(\pi)$, let $\pi @ t$ denote the set of states that $\pi$ occupies at time $t$. Note that $\pi @ t$ is in general not a single state, but rather a set of states, as an IMC may exhibit immediate transitions and thus may occupy various states at the same time instant. Operator Pref extracts the prefix of length $k$ from path $\pi$ by $\operatorname{Pref}(\pi, k)=s_{0} \xrightarrow{t_{0}, \alpha_{0}} s_{1} \cdots s_{k-1} \xrightarrow{t_{k-1}, \alpha_{k-1}} s_{k}$. By removing the sojourn time from transitions of path $\pi$, we obtain a time-abstract path denoted by $\operatorname{abs}(\pi)=s_{0} \xrightarrow{\alpha_{0}} s_{1} \xrightarrow{\alpha_{1}} \cdots s_{n-1} \xrightarrow{\alpha_{n-1}} s_{n}$. Furthermore, Paths ${ }^{n}$ refers to the set of all paths with length $n$ and Paths ${ }^{\star}$ to the set of all finite paths. In this

Table 1. An example derivation of $\pi @ t$ for IMCs

| $t \leq \Delta(\pi, i)$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | $\min j$ | $\max j$ | $\pi @ t$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | 0 | 3 | $\left\langle s_{0} s_{1} s_{2} s_{3}\right\rangle$ |
| $t_{3}-\epsilon$ | $\times$ | $\times$ | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | 4 | - | $\left\langle s_{3}\right\rangle$ |
| $t_{3}$ | $\times$ | $\times$ | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | 4 | 5 | $\left\langle s_{4} s_{5}\right\rangle$ |
| $t_{3}+\epsilon$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ | 6 | - | $\left\langle s_{5}\right\rangle$ |
| $t_{3}+t_{5}$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ | 6 | 7 | $\left\langle s_{6} s_{7}\right\rangle$ |

context, we add subscript abs for the set of time-abstract paths i. e. Paths $s_{\text {abs }}^{n}$ and Paths ${ }_{\mathrm{abs}}^{\star}$. A (possibly time-abstract) path could be infinite which means it is constructed by an infinite sequence of (time-abstract) transitions. Accordingly, we use Paths ${ }^{\omega}$ (Paths $s_{\mathrm{abs}}^{\omega}$ ) to refer to the set of all (time-abstract) infinite paths.
Example 2. Consider the path

$$
\pi=s_{0} \xrightarrow{0, \alpha_{0}} s_{1} \xrightarrow{0, \alpha_{1}} s_{2} \xrightarrow{0, \alpha_{2}} s_{3} \xrightarrow{t_{3}, \perp} s_{4} \xrightarrow{0, \alpha_{4}} s_{5} \xrightarrow{t_{5}, \perp} s_{6} \xrightarrow{0, \alpha_{6}} s_{7} .
$$

Let $0<\epsilon<\min \left\{t_{3}, t_{5}\right\}$. The derivations for the sequence $\pi @ 0, \pi @\left(t_{3}-\epsilon\right), \pi @\left(t_{3}\right)$, $\pi @\left(t_{3}+\epsilon\right)$ and $\pi @\left(t_{3}+t_{5}\right)$ are depicted in Table 11 where $\checkmark$ indicates that $t \leq \Delta(\pi, i)$, and $\times$ denotes the states where $t>\Delta(\pi, i)$. Further, $\min j$ describes the minimum path length and max $j$ the maximum path length such that $t \leq \Delta(\pi, j)$. Hence, with $\min j, \pi[j]$ describes the first state on path $\pi$ for the sequence $\pi @ t$, respectively for max $j$ the last state.
$\sigma$-Algebra. Here we recall the definition of $\sigma$-algebra for IMCs as described in 40, 50. First we recapitulate the concept of compound transitions. A compound transition is a triple of $(t, \alpha, s)$, which describes the behaviour of the IMC when it waits in its current state for $t$ time units then takes action $\alpha$ and finally evolves to the next state $s$. The set of all compound transitions over action space Act and state space $S$ is denoted by CT $=\mathbb{R}_{\geq 0} \times A c t_{\perp} \times S$. As a path in IMCs is composed of a sequence of compound transitions originating from an initial state, first we define a $\sigma$-algebra over compound transitions and then extend it over finite and infinite paths. Let $\mathfrak{F}_{S}=2^{S}$ and $\mathfrak{F}_{A c t_{\perp}}=2^{A c t_{\perp}}$ be $\sigma$-algebras over $S$ and $A c t_{\perp}$, respectively. We define the $\sigma$-algebra over compound transitions using the concept of Cartesian product of a collection of $\sigma$-algebras [4], as $\mathfrak{F}_{\mathrm{CT}}=$ $\sigma\left(\mathfrak{B}\left(\mathbb{R}_{\geq 0}\right) \times \mathfrak{F}_{A c t_{\perp}} \times \mathfrak{F}_{S}\right)$, where $\mathfrak{B}\left(\mathbb{R}_{\geq 0}\right)$ is the Borel $\sigma$-algebra over non-negative reals. Furthermore, it can be extended to the $\sigma$-algebra over finite paths using the same technique as follows. Let $\mathfrak{F}_{\text {Paths }}{ }^{n}=\sigma\left(\mathfrak{F}_{S} \times \prod_{i=1}^{n} \mathfrak{F}_{\mathrm{CT}}\right)$ be the $\sigma$-algebra over finite paths of length $n$, then the $\sigma$-algebra over finite paths is defined as $\mathfrak{F}_{\text {Paths }^{\star}}=\cup_{i=0}^{\infty} \mathfrak{F}_{\text {Paths }^{n}}$. The $\sigma$-algebra over infinite paths is defined using the standard cylinder set construction [4]. We define the cylinder set of a given base $B \in \mathfrak{F}_{\text {Paths }^{n}}$ as $\operatorname{Cyl}(B)=\left\{\pi \in \operatorname{Path}{ }^{\omega}: \operatorname{Pref}(\pi, n) \in B\right\} . \operatorname{Cyl}(B)$ is measurable if its base $B$ is measurable. The $\sigma$-algebra over infinite paths, $\mathfrak{F}_{\text {Paths }^{\omega}}$, is therefore the smallest $\sigma$-algebra over measurable cylinders. Finally the $\sigma$-algebra over the set of paths is the disjoint union of the $\sigma$-algebras over the finite paths and the infinite paths.

### 2.3 Schedulers

In states with more than one outgoing interactive transition the choice of the transition to be taken is nondeterministic, just as in the LTS setting. This nondeterminism is resolved by schedulers. Different classes of schedulers exist in order to resolve nondeterminism for different kinds of objectives. The most general scheduler class maps a finite path to a distribution over the set of interactive transitions that are enabled in the last state of the path:
Definition 4 (Generic Measurable Scheduler [40]). A generic scheduler over $I M C \mathcal{I}=\left(S, A c t, \longrightarrow,--, s_{0}\right)$ is a function, $D:$ Paths $^{\star} \longrightarrow \operatorname{Distr}(\longrightarrow)$, where the support of $D(\pi)$ is a subset of $(\{\pi \downarrow\} \times$ Act $\times S) \cap \longrightarrow$ and $\pi \downarrow \in I S$. A generic scheduler is measurable iff for all $T \subseteq \longrightarrow, D(\cdot)(T):$ Paths $^{\star} \hookrightarrow[0,1]$ is measurable.

For a finite path $\pi$ ending in an interactive state, a scheduler specifies how to resolve nondeterminism by defining a distribution over the set of enabled transitions of $\pi \downarrow$. Measurability of scheduler $D$ means that it never resolves nondeterminism in a way that induces a set of paths that is not measurable, i. e. $\{\pi \mid D(\pi)(T) \in B\} \in \mathfrak{F}_{\text {Path }^{\star}}$ for all $T \subseteq \longrightarrow$ and $B \in \mathfrak{B}([0,1])$, where $\mathfrak{B}([0,1])$ is the Borel $\sigma$-algebra over interval $[0,1]$. We use the term $\mathcal{G M}$ to refer to the set of all generic schedulers. Since schedulers in IMCs are closely related to schedulers in CTMDPs, most of the concepts are directly applied from the latter to the former. A slight difference is that schedulers in IMCs resolve nondeterminism only for finite paths that end up in interactive states.

A variety of scheduler classes in CTMDPs [40, 50, which can also be employed in IMCs, has been proposed in order to resolve nondeterminism for different kinds of objectives. These schedulers are classified according to the level of time and history details they use to resolve nondeterminism. Another criterion is whether they are deterministic, i.e. the distribution over the set of target transitions is Dirac, or randomised. In history-dependent schedulers the resolution of nondeterminism on an interactive state may depend on the path is visited upto the state. A scheduler is hop counting if all finite paths with the same length lead to the same resolution of nondeterminism. It is positional if its decision for a given path is only made based on the last state of the path. On the other hand, schedulers can be time-dependent, total time-dependent or time-abstract. Time-dependent schedulers utilise the whole timing information of a path including the sojourn time of all intermediate states for resolution of nondeterminism, while total timedependent schedulers only employ the total time that has elapsed to reach the current state for that purpose. No timing information is used by time-abstract schedulers and a path is thus considered time-abstract by them.

The most general class, $\mathcal{G M}$ schedulers, uses the complete trajectory up to the current interactive state to randomly determine the next state. Therefore, they are also called time- and history-dependent randomised (THR) schedulers. The class has an excessive power which is not necessary for most types of analysis. For example, for time-abstract criteria like expected reachability, long-run average and unbounded reachability, it suffices to consider time-abstract positional deterministic (TAPD) schedulers [27, which are also called stationary deterministic.

Table 2. Randomised scheduler classes for IMCs. The classification criteria are denoted by TA (Time-Abstract), TT (Total Time-dependent), T (Time-dependent), P (Positional), HOP (HOP counting) and H (History-dependent).

|  |  | Abbreviation | Scheduler Signature | Parameters of Scheduler for a given path $\pi$ |
| :---: | :---: | :---: | :---: | :---: |
| TA | P | TAPR | $D: I S \hookrightarrow \operatorname{Distr}(\longrightarrow)$ | $\pi \downarrow \in I S$ |
|  | HOP | TAHOPR | $D: I S \times \mathbb{N} \longrightarrow \operatorname{Distr}(\longrightarrow)$ | $\pi \downarrow \in I S,\|\pi\|$ |
|  | H | TAHR | $D:$ Paths $_{\text {abs }}^{\star} \rightarrow \operatorname{Distr}(\longrightarrow)$ | abs ( $\pi$ ) with $\pi \downarrow \in I S$ |
| TT | P | TTPR | $D: I S \times \mathbb{R}_{\geq 0} \mapsto \operatorname{Distr}(\longrightarrow)$ | $\pi \downarrow \in I S, \Delta(\pi)$ |
|  | HOP | TTHOPR | $D: I S \times \mathbb{N} \times \mathbb{R}_{\geq 0} \mapsto \operatorname{Distr}(\longrightarrow)$ | $\pi \downarrow \in I S,\|\pi\|, \Delta(\pi)$ |
|  | H | TTHR | $D:$ Paths $_{\text {abs }}^{\star} \times \mathbb{R}_{\geq 0} \mapsto \operatorname{Distr}(\longrightarrow)$ | $\operatorname{abs}(\pi)$ with $\pi \downarrow \in I S, \Delta(\pi)$ |
| T | P | TPR | $D: I S \times \mathbb{R}_{\geq 0} \mapsto \operatorname{Distr}(\longrightarrow)$ | $\begin{array}{\|l\|lll} \hline \pi \downarrow & \in & I S, & \Delta(\pi,\|\pi\|)- \\ \Delta(\pi,\|\pi\| & -1) \end{array}$ |
|  | H | THR (GM) | $D:$ Paths $^{\star} \hookrightarrow \operatorname{Distr}(\longrightarrow)$ | $\pi$ with $\pi \downarrow \in I S$ |

Furthermore, the optimal scheduler for computing time-bounded reachability probabilities is total time-dependent positional deterministic (TTPD) [50]. More classes of randomised schedulers are depicted in Table 2. The deterministic version of each class can be obtained under the assumption that $\operatorname{Distr}(\longrightarrow)$ is Dirac.

Example 3. We define a scheduler over the IMC in Figure 1. which always chooses action $\alpha$ in state $s_{0}$ with probability 1 . In addition, it selects $\alpha$ and $\beta$ in state $s_{6}$ with probability $p$ and $1-p$, respectively, provided that a path in the set $A\left(T_{1}, T_{5}\right)=\left\{s_{0} \xrightarrow{0, \alpha} s_{1} \xrightarrow{t_{1}, \perp} s_{5} \xrightarrow{t_{5}, \perp} s_{6}: t_{1}<T_{1} \wedge t_{5}<T_{5}\right\}$ has been observed. Otherwise, action $\beta$ (in state $s_{6}$ ) is almost surely picked. Assume that $p=0.5, T_{1}=1$ and $T_{5}=3$, then the scheduler is in the THR $(\mathcal{G M})$ class. It becomes deterministic (THD) by setting $p=1$ or $p=0$. By taking $p=1$, $T_{1}=\infty$ and $T_{5}=\infty, A\left(T_{1}, T_{5}\right)$ becomes time-abstract and the scheduler is then time-abstract history-dependent deterministic (TAHD). On the other hand when $A\left(T_{1}, T_{5}\right)$ is replaced by the set $B=\left\{\pi \in\right.$ Paths $\left.^{\star}: \pi \downarrow=s_{6} \wedge \Delta(\pi,|\pi|) \leq 4\right\}$, the scheduler is total time-dependent and positional deterministic (TTPD) or randomised (TTPR), depending on the value of $p$.

### 2.4 Probability Measures

The model induced by an IMC after the nondeterministic choices are resolved by a scheduler is pure stochastic and then can be analysed. To that end the unique probability measure [40, 50] for probability space (Paths ${ }^{\omega}, \mathfrak{F}_{\text {Paths }}{ }^{\omega}$ ) is proposed. Given a state $s$, a general measurable scheduler $D$ and a set $\Pi$ of infinite paths,
then $\operatorname{Pr}_{s, D}(\Pi)$ denotes the probability of visiting all paths in $\Pi$ under scheduler $D$ starting from state $s$. We omit the details due to lack of space.

Zenoness. Due to the presence of immediate state changes, an IMC might exhibit Zeno behaviour, where infinitely many interactive transitions are taken in finite time. This is an unrealistic phenomenon characterised by paths $\pi$, where $\Delta(\pi, n)$ for $n \rightarrow \infty$ does not diverge to $\infty$. In other words, the time spent in the system may stop increasing if the system follows path $\pi$. Accordingly, an IMC $\mathcal{I}$ with initial state $s_{0}$ is non-Zeno, if for all schedulers $D$, $\operatorname{Pr}_{s_{0}, D}\left(\left\{\pi \in\right.\right.$ Paths $\left.\left.^{\omega} \mid \lim _{n \rightarrow \infty} \Delta(\pi, n)<\infty\right\}\right)=0$. As the probability of a Zeno path in a finite CTMC is zero [5], IMC $\mathcal{I}$ is non-Zeno, if and only if no strongly connected component with states $T \subseteq I S$ is reachable from $s_{0}$. In the remainder of this paper we restrict to models without zenoness.

### 2.5 Composition

Compositionality is one of the key properties of IMCs. Complex models consisting of various interacting IMCs can be aggregated in a stepwise manner. This allows e.g. to model each subsystem separately and obtain a model of the whole system by applying the following parallel composition.

Definition 5 (Parallel Composition). Let $\mathcal{I}_{1}=\left(S_{1}\right.$, Act $\left._{1}, \rightarrow_{1}, \rightarrow_{1}, s_{0,1}\right)$ and $\mathcal{I}_{2}=\left(S_{2}\right.$, Act $\left.{ }_{2}, \rightarrow_{2},-\rightarrow_{2}, s_{0,2}\right)$ be IMCs. The parallel composition of $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ wrt. synchronisation set $\operatorname{Syn} \subseteq\left(\right.$ Act $_{1} \cap$ Act $\left.{ }_{2}\right) \backslash\{\tau\}$ of actions is defined by:

$$
\mathcal{I}_{1} \| \mathcal{I}_{2}=\left(S_{1} \times S_{2}, \text { Act }_{1} \cup A c t_{2}, \rightarrow,--\rightarrow,\left(s_{0,1}, s_{0,2}\right)\right)
$$

where $\rightarrow$ and $\rightarrow$ are defined as the smallest relations satisfying

1. $s_{1} \xrightarrow{\alpha}{ }_{1} s_{1}^{\prime}$ and $s_{2} \xrightarrow{\alpha}{ }_{2} s_{2}^{\prime}$ and $\alpha \in$ Syn, $\alpha \neq \tau$ implies $\left(s_{1}, s_{2}\right) \xrightarrow{\alpha}\left(s_{1}^{\prime}, s_{2}^{\prime}\right)$
2. $s_{1} \xrightarrow{\alpha}{ }_{1} s_{1}^{\prime}$ and $\alpha \notin$ Syn implies $\left(s_{1}, s_{2}\right) \xrightarrow{\alpha}\left(s_{1}^{\prime}, s_{2}\right)$ for any $s_{2} \in S_{2}$
3. $s_{2} \xrightarrow{\alpha}{ }_{2} s_{2}^{\prime}$ and $\alpha \notin$ Syn implies $\left(s_{1}, s_{2}\right) \xrightarrow{\alpha}\left(s_{1}, s_{2}^{\prime}\right)$ for any $s_{1} \in S_{1}$
4. $s_{1} \xrightarrow{\lambda} \rightarrow_{1} s_{1}^{\prime}$ implies $\left(s_{1}, s_{2}\right) \xrightarrow{\lambda}\left(s_{1}^{\prime}, s_{2}\right)$ for any $s_{2} \in S_{2}$
5. $s_{2} \xrightarrow{\lambda} 2 s_{2}^{\prime}$ implies $\left(s_{1}, s_{2}\right) \xrightarrow{\lambda}\left(s_{1}, s_{2}^{\prime}\right)$ for any $s_{1} \in S_{1}$.

The two IMCs have to synchronise on actions in Syn, i. e. any action $\alpha \in$ Syn needs to be performed by both IMCs at the same time, except if $\alpha$ is an internal action (first condition). The second and third conditions state that any other action can be performed autonomously by any of the two IMCs. According to the last two conditions, Markovian transitions are interleaved independently. This is justified by the memoryless property of the annotated exponential distributions.

Given a set of IMCs $B$ which need to be synchronised, the computational effort of the composition process is crucially dependent on the order in which these IMCs are aggregated. Crouzen and Hermanns [20] suggested an algorithm based on heuristics to determine a composition order which induces low computing costs. In a first step, the algorithm determines candidate subsets of $B$ up to a certain size. For each subset a metric is calculated which estimates how good
the composition of the IMCs in this subset is in keeping the cost of the overall composition low. The IMCs in the subset with the maximal metric are then composed and minimised, as described in Section 4 . This process iterates until only one IMC remains in $B$.

The composition of two or more IMCs involves two steps: After synchronisation on a set of actions, those actions which require no further synchronisation are hidden.

Definition 6 (Hiding). The hiding $I M C \mathcal{I}=\left(S, A c t, \rightarrow,--\rightarrow, s_{0}\right)$ wrt. the set $A$ of actions is the $I M C \mathcal{I} \backslash A=\left(S, A c t \backslash A, \rightarrow^{\prime},--\rightarrow, s_{0}\right)$ where $\rightarrow^{\prime}$ is the smallest relation defined by

1. $s \xrightarrow{\alpha} s^{\prime}$ and $\alpha \notin A$ implies $s \xrightarrow{\alpha} s^{\prime}$
2. $s \xrightarrow{\alpha} s^{\prime}$ and $\alpha \in A$ implies $s \xrightarrow{\tau}{ }^{\prime} s^{\prime}$

Through hiding, interactive transitions annotated with actions in $A$ are transformed into $\tau$-transitions. Further, we distinguish between two classes of IMCs:

- closed IMCs, where all interactive transitions are hidden, such that the IMC is not subject to any further synchronisation, and
- open IMCs, which still have visible interactive transitions, and can interact with other IMCs.

As we will see next, closed IMCs are closely related to CTMDPs.

### 2.6 IMCs versus CTMDPs

The modelling of a system usually involves the composition of various communicating subsystems. Therefore, open IMCs are used to describe those subsystems. Once all open IMCs are composed to a single closed IMC, it is subject to analysis. Note that a CTMDP combines the two transition relations of an IMC in one transition rate matrix. We recapitulate a transformation from an IMC to a CTMDP 40, 38, 37 which preserves important properties of the original IMC, and thus can be used to apply CTMDP analysis techniques [16, 6] on the transformed model.

IMC vs CTMDP. In general, closed IMCs are a generalisation of CTMDPs in which interactive and Markovian transitions are loosely coupled. Therefore, every CTMDP can be converted into an equivalent IMC in a straightforward way. The equivalent IMC is contained in a restricted subclass called strictly alternating IMCs that behaves exactly like CTMDPs. Note that in a strictly alternating IMC, Markovian and interactive transitions are exhibited in a strict alternation. The idea of the transformation from an IMC to a CTMDP 40 is to convert a given IMC to a strictly alternating IMC which is essentially a CTMDP.

Given an IMC $\mathcal{I}$, the following steps [38] are applied: (1) obtain an alternating IMC by transformation of hybrid states into interactive states, (2) turn all successors of any Markovian state into interactive states to obtain a Markov

Alternating IMC, (3) transform any immediate successor of all interactive states into Markovian states to obtain an Interactive Alternating IMC. By employing these transformation steps, an arbitrary IMC turns into a strictly alternating IMC. The strictly alternating IMC can then be transformed into a corresponding CTMDP in a straightforward way. Here we explain each step by an example.

Alternating IMC. In the first step, IMC $\mathcal{I}$ is transformed into an alternating IMC which does not contain any hybrid state. Owing to closeness of the IMC and imposing Assumption 1 interactive transitions take precedence over Markovian transitions. Hence all emanating Markovian transitions of a hybrid state can be safely eliminated.


Fig. 2. Step by step transformation of an IMC into a CTMDP

Markov Alternating IMC. The aim of the second step is to make sure that predecessors and successors of any Markov state are interactive. In this step, a fresh interactive state with internal action $\tau$ is inserted in between two consecutive Markovian states. Due to immmediate firing of the $\tau$ transition, the timing behaviour of the IMC is preserved.

Example 4. The state-labelled IMC (see Section(3) in Figure2alis closed and subject to analysis. The result of the first two steps of the transformation, namely the alternating IMC and the Markov alternating IMC, are illustrated in Figures 2b and 2C, respectively.

Strictly Alternating IMC. After this step we make sure that there is no sequence of interactive transitions, therefore each interactive state is preceded and succeeded by Markovian states. As discussed earlier, a sequence of consecutive interactive transitions occur in zero time and thus can be seen as a single transition labelled by a word of taken actions. Note that the sequence always ends in a Markovian state. There are interactive states in between that have only outgoing and incoming interactive transitions, which are eliminated from the state space. We call those states vanishing, and all others persistent.

The above transformation is not enough to reconstruct all information from the original model. In order to preserve the semantic structure of the model after eliminating vanishing states, their state labels (atomic propositions) must be adopted by persistent states. In this regard, state labels are decorated with an extra may and/or must tag. In other words, if starting from an interactive persistent state $s$, all sequences of interactive transitions ending in Markovian states visit label $\alpha$, then $s$ will be labelled by $\alpha^{!}(s$ must satisfy $\alpha$ ). On the other hand, if there exists such a sequence, $s$ will be labelled by $\alpha^{?}$ ( $s$ may satisfy $\alpha$ ). Note that must labelling implies may labelling, as a label that must occur, may also occur. At the end since all labelling information is inherited by interactive persistent states, labels of other states will be removed.

An alternating IMC is transformed into a strictly alternating one after the specified Markov and interactive alternating steps are applied. Since in a strictly alternating IMC, Markovian and interactive transitions exhibit in a strict alternation, the strictly alternating IMC can be interpreted as a CTMDP. It has been proven [38, 40] that the above transformation steps preserve the uniformity and timed reachability of the original model. The transformation is a crucial part of the evaluation of Statemate models as will be discussed in Section 6.2,

Example 5. The result of the transformation into the strictly alternating IMC is shown in Figure 2d and the transformed CTMDP is illustrated in Figure 2e

## 3 Model Checking

Consider we are confronted with a IMC originated from some high level-formalism and a performability requirement. How can one describe this performability property and then compute the set of satisfying states in the IMC? First of all we need a logic representing the desired property. Then the basic computational procedure of the satisfaction set is a simple recursive descent of the logical formulae.

In this section we provide an overview of the current model checking capabilities of IMCs to provide an answer to the preceded question. We first introduce a logic which is used to specify a wide range of properties and thereafter describe algorithms to check those properties for IMCs.

### 3.1 Continuous Stochastic Logic

This section describes Continuous Stochastic Logic [5] (CSL), which is suitable to express a broad range of performance and dependability measures. CSL is an
extension of Probabilistic Computation Tree Logic (PCTL) 30, 9 to continuoustime Markov models. This section reviews CSL and its related model checking algorithms as introduced in [59, 50] and enriches it with expected reachability and long-run average operators as described in 27]. CSL works on state-labelled IMCs.

Definition 7 (State-Labelled IMC). A state-labelled IMC is a tuple $\mathcal{I}=$ $\left(S\right.$, Act $\left.\rightarrow, \rightarrow-s_{0}, L\right)$ where $L: S \rightharpoondown 2^{A P}$ is a state labelling function with AP as a set of atomic propositions. All other elements are as in Definition 3.

Hence, given an IMC $\mathcal{I}$ and a finite set of atomic propositions $A P$, a state labelling function $L: S \hookrightarrow 2^{A P}$ decorates each state with a set of atomic propositions which do hold in that state.

Syntax of CSL. Let $\mathfrak{I}$ be the set of all nonempty nonnegative real intervals with real bounds, then Continuous Stochastic Logic (CSL) for IMCs is defined as follows.

Definition 8 (CSL Syntax). Let $a \in A P, \mathrm{p} \in[0,1], \mathrm{t} \in \mathbb{R}_{\geq 0}, I \in \mathfrak{I}$ an interval and $\unlhd \in\{<, \leq, \geq,>\}$, CSL state and path formulae are described by

$$
\begin{aligned}
& \Phi::=a|\quad \neg| \quad \Phi \wedge \Phi\left|\mathcal{P}_{\unlhd \mathrm{p}}(\phi)\right| \mathcal{E}_{\unlhd \mathrm{t}}(\Phi) \mid \mathcal{L}_{\unlhd \mathrm{p}}(\Phi) \\
& \phi::=\mathcal{X}^{I} \Phi \quad|\Phi \mathcal{U} \Phi| \Phi \mathcal{U}^{I} \Phi
\end{aligned}
$$

Except for the last two operators of the state formulae this logic corresponds to the CSL logic defined in [59]. Note that $\mathcal{P}_{\unlhd \mathrm{p}}(\phi)$ denotes the probability of the set of paths that satisfy $\phi$. The formula $\mathcal{E}_{\unlhd t}(\Phi)$ describes the expected time to reach some state satisfying $\Phi$ and $\mathcal{L}_{\unlhd \mathrm{p}}(\Phi)$ denotes the average time spent in states satisfying $\Phi$ in the long-run.

Given an infinite path $\pi \in$ Paths $^{\omega}, \pi$ satisfies $\mathcal{X}^{I} \Phi$ if the first transition of $\pi$ occurs within time interval $I$ and leads to a state that satisfies $\Phi$. Similarly, the bounded until formula $\Phi \mathcal{U}^{I} \Psi$ is satisfied by $\pi$ if $\pi$ visits states that satisfy formula $\Phi$ until it reaches a state that satisfies formula $\Psi$ within the time interval $I$. In contrast to the bounded until, an unbounded until formula does not constrain the time at which $\pi$ may visit a state which satisfies $\Psi$. This corresponds to the time interval $[0, \infty)$.

Semantics of CSL. To define the semantics of CSL we first introduce some important notations. We denote with $\gamma(\pi, n)$ the time interval during which a given path $\pi$ stays in its $n$-th state. More formally, it equals $[\Delta(\pi, n), \Delta(\pi, n+1)]$ if $\Delta(\pi, n)<\Delta(\pi, n+1)$, and $\{\Delta(\pi, n)\}$ otherwise. Let $V_{\Phi}:$ Paths $\rightarrow \mathbb{R}_{\geq 0}^{\infty}$ be the random variable which defines the elapsed time before visiting some state $s \vDash \Phi$ for the first time. In other words, for an infinite path $\pi=s_{0} \xrightarrow{\sigma_{0}, t_{0}} s_{1} \xrightarrow{\sigma_{1}, t_{1}} \cdots$ we have $V_{\Phi}(\pi)=\min \left\{t \in \mathbb{R}_{\geq 0} \mid s \in \pi @ t \wedge s \vDash \Phi\right\}$. Furthermore, let $\mathbf{I}_{\Phi}$ be the characteristic function of $\Phi$, such that $\mathbf{I}_{\Phi}(s)=1$ if $s \vDash \Phi$ and otherwise 0 . The fraction of time spent in states satisfying $\Phi$ on an infinite path $\pi$ is given
by the random variable $A_{\Phi}(\pi)=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \mathbf{I}_{\Phi}(\pi @ u) d u$ [2, 46]. The formal semantics of CSL formulae is then defined as follows.

Definition 9 (CSL Semantics). Let $\mathcal{I}=(S, A c t, \rightarrow,-\rightarrow, A P, L, \nu)$ be a statelabelled IMC, $s \in S$, $a \in A P, \mathrm{p} \in[0,1], \mathrm{t} \in \mathbb{R}_{\geq 0}, I \in \mathfrak{I}, \unlhd \in\{<, \leq, \geq,>\}$, and $\pi \in$ Paths ${ }^{\omega}$. We define the satisfaction relation $\vDash$ for state formulae: $s \vDash a$ iff $a \in L(s), s \vDash \neg \Phi$ iff $s \not \models \Phi, s \vDash \Phi \wedge \Psi$ iff $s \vDash \Phi \wedge s \vDash \Psi$, and

$$
\begin{array}{ll}
s \vDash \mathcal{P}_{\unlhd \mathrm{p}}(\phi) & \\
s \vDash \mathcal{E}_{\unlhd \mathrm{t}}(\Phi) & \\
\text { iff } \forall D \in \mathcal{G M} . \operatorname{Pr}_{s, D}\left(\left\{\pi \in \text { Paths }^{\omega} \mid \pi \vDash \phi\right\}\right) \unlhd \mathrm{p} \\
s \vDash \mathcal{L}_{\unlhd \mathrm{p}}(\Phi) & \\
V_{\Phi}(\pi) \operatorname{Pr}_{s, D}(\mathrm{~d} \pi) \unlhd \mathrm{t} \\
\text { Paths }{ }^{\omega}
\end{array}
$$

For path formulae:

$$
\begin{array}{lll}
\pi \vDash \mathcal{X}^{I} \Phi & \text { iff } & \pi[1] \vDash \Phi \wedge \Delta(\pi, 1) \in I \\
\pi \vDash \Phi \mathcal{U}^{I} \Psi & \text { iff } & \exists n \in \mathbb{N}_{0} \cdot \gamma(\pi, n) \cap I \neq \emptyset \wedge \pi[n] \vDash \Psi \wedge \forall k=0 \ldots n-1 . \pi[k] \vDash \Phi \\
\pi \vDash \Phi \mathcal{U} \Psi & \text { iff } & \exists n \in \mathbb{N}_{0} . \pi[n] \vDash \Psi \wedge \forall k=0 \ldots n-1 . \pi[k] \vDash \Phi
\end{array}
$$

Example 6. Consider a system with the two atomic propositions up and down. We are interested in the availability of the system and want to know if we are in an up state at least 90 percent of the time. This CSL property is described with the long-run average operator $\mathcal{L}_{\geq 0.9}(u p)$. It is satisfied, if we are in the set of up states with more than $90 \%$ in the long-run. We denote the states that satisfy this property with the atomic proposition available.

Besides the availability of the system, we are also interested in its safety. Therefore, we want to validate that the probability to reach a down state via up state is at most 0.01 during the first 5 time units . This condition is expressed by the CSL formula $\mathcal{P}_{\leq 0.01}$ (up $\mathcal{U}^{[0,5]}$ down). We denote all states that satisfy this property with the atomic proposition safe.

With these propositions, one can e.g. investigate if the average time to reach some available and safe state is at most 10 time units. This is be determined by the CSL formula $\mathcal{E}_{\leq 10}$ (available $\wedge$ safe).

### 3.2 Probability Bounds

Model checking a CSL formula $\Phi$ over an IMC $\mathcal{I}$ entails the computation of all subformulas $\Psi$ of $\Phi$ by determining the satisfaction sets $\operatorname{Sat}(\Psi)=\{s \in S \mid s \vDash \Psi\}$. Just like for other branching-time logics, we recursively compute those sets by starting with the inner most formula, represented by an atomic proposition. In general, we have $S a t(a)=\{s \in S \mid a \in L(s)\}$ for an atomic proposition $a \in A P$, $\operatorname{Sat}(\neg \Psi)=S \backslash \operatorname{Sat}(\Psi)$ for negation formulae, and $\operatorname{Sat}\left(\Psi_{1} \wedge \Psi_{2}\right)=\operatorname{Sat}\left(\Psi_{1}\right) \cap$ $\operatorname{Sat}\left(\Psi_{2}\right)$ for the conjunction of formulae.

Probability Bounds. The proper calculation of $\operatorname{Sat}\left(\mathcal{P}_{\unlhd \mathrm{p}}(\phi)\right)$, however, requires deeper considerations. $\operatorname{Sat}\left(\mathcal{P}_{\unlhd \mathrm{p}}(\phi)\right)$ is defined as:

$$
\left\{s \in S \mid \forall D \in \mathcal{G M} . \operatorname{Pr}_{s, D}\left(\left\{\pi \in \text { Paths }^{\omega} \mid \pi \vDash \phi\right\}\right) \unlhd \mathrm{p}\right\} .
$$

In a nutshell, determining this set requires the calculation of the maximum or minimum (depending on $\unlhd$ ) probability measures induced by all $\phi$-satisfying paths starting from state $s$, where the maximum or minimum are to be taken over all measurable schedulers. Let $p_{\text {max }}^{\mathcal{I}}(s, \phi)$ and $p_{\text {min }}^{\mathcal{I}}(s, \phi)$ be those values respectively. In the following, we show how to compute them for different types of path formulae $\phi$. We only consider the maximum, since the minimum can be handled analogously.

Next Formula. Assume that $\phi=\mathcal{X}^{I} \Phi$ and $\operatorname{Sat}(\Phi)$ have been already computed. Let $a=\inf I$ and $b=\sup I$. If $s \in M S$ is a Markovian state, then nondeterminism does not occur, and the computation can be done as for CTMCs [5], i.e. $p_{\max }^{\mathcal{I}}\left(s, \mathcal{X}^{I} \Phi\right)=\sum_{s^{\prime} \in \operatorname{Sat}(\Phi)} \mathbf{P}\left(s, s^{\prime}\right)\left(e^{-E(s) a}-e^{-E(s) b}\right)$. For $s \in I S$, we determine the possibility to move directly from $s$ to a $\Phi$-satisfying state. Hence $p_{\text {max }}^{\mathcal{I}}\left(s, \mathcal{X}^{I} \Phi\right)=1$ if $\exists s^{\prime} \in S, \alpha \in$ Act.s $\xrightarrow{\alpha} s^{\prime} \wedge s^{\prime} \vDash \Phi \wedge 0 \in I$, and it is zero otherwise.

Unbounded Until Formula. The evaluation of a given unbounded until formula in an IMC can be reduced to the computation of unbounded reachability, which in turn can be reduced to the computation of reachability in a timeabstract model. It utilises the same technique that is used for the model checking of an unbounded until formula in CTMCs 5. Let $\mathcal{I}$ be an IMC and $\phi=\Phi \mathcal{U} \Psi$ be an unbounded until formula. We assume that $\operatorname{Sat}(\Phi)$ and $\operatorname{Sat}(\Psi)$ have already been computed. At first, we reduce the problem to the computation of unbounded reachability in the IMC $\mathcal{I}_{\neg \Phi}$, which is built by turning all states $\operatorname{Sat}(\neg \Phi)$ in $\mathcal{I}$ into absorbing states. This is achieved by replacing all outgoing transitions of these states with a single Markovian self loop with an arbitrary rate, so that once a path has entered an absorbing state it cannot leave it anymore. The reasoning behind this transformation is that as soon as a path reaches some state in $\operatorname{Sat}(\neg \Phi) \backslash \operatorname{Sat}(\Psi)$, regardless of which states will be visited in future, it does not satisfy $\phi$. Consequently, making these states absorbing does not affect the evaluation of an unbounded until formula. More formally, let $\diamond G$ be the set of paths that eventually reach some goal states $G \subseteq S$, then $\forall s \in S . p_{\max }^{\mathcal{I}}(s, \Phi \mathcal{U} \Psi)=p_{\max }^{\mathcal{I}_{-\Phi}}(s, \diamond S a t(\Psi))$.

In a second step, the unbounded reachability problem in $\mathcal{I}_{\neg \Phi}$ can be transformed into the computation of unbounded reachability in a time-abstract model. We can use a time-abstract model, since the sojourn time in Markovian states is not of importance in the evaluation of unbounded reachability. In other words, it does not matter at which point in time a transition from a Markovian state $s$ to its successor $s^{\prime}$ occurs. It is sufficient to know the probability $\mathbf{P}\left(s, s^{\prime}\right)$ of eventually reaching $s^{\prime}$ from $s$. Therefore, it suffices to compute the unbounded
reachability in a discrete model in which all interactive transitions of $\mathcal{I}_{\neg \Phi}$ are mimicked and all Markovian transitions are replaced with the corresponding discrete branching probabilities. The discrete model is called the embedded Markov Decision Process induced from $\mathcal{I}_{\neg \Phi}$ and denoted as $\operatorname{emb}\left(\mathcal{I}_{\neg \Phi}\right)$. Formally speaking, the unbounded reachability property in $\mathcal{I}_{\neg \Phi}$ is preserved by the transformation in its embedded MDP, or $\forall s \in S$. $p_{\max }^{\mathcal{I}_{-\Phi}}(s, \diamond S a t(\Psi))=p_{\max }^{\operatorname{emb}\left(\mathcal{I}_{\rightarrow \Phi}\right)}(s, \diamond S a t(\Psi))$. In the final step, we can compute the unbounded reachability property in $\operatorname{emb}\left(\mathcal{I}_{\neg \Phi}\right)$ by using, for example, the algorithms described in [7] Chapter 10].

Time-Bounded Until Formula. The computation of a time-bounded until formula is more complicated and requires some innovation. As above, the problem can be transformed into the computation of reachability in a first step. Let $\mathcal{I}$ be an IMC, $\phi=\Phi \mathcal{U}^{I} \Psi$ with $I \in \mathfrak{I}$ be a CSL formula, and $\diamond^{I} G$ denote the set of paths that reach goal states $G \subseteq S$ within interval $I$. We assume that $\operatorname{Sat}(\Phi)$ and $\operatorname{Sat}(\Psi)$ has been already computed. Similarly to the unbounded until, all states in $\operatorname{Sat}(\Psi)$ are considered to be goal states and all states in $\operatorname{Sat}(\neg \Phi)$ are made absorbing. The analysis of time-bounded until analysis is then replaced by the analysis of time-bounded reachability, utilising the following theorem.
Theorem 1 (Bounded Until [50]). Let $\mathcal{I}=\left(S, A c t, \rightarrow, \rightarrow-s_{0}\right)$ be an IMC as before, and $\phi=\Phi \mathcal{U}^{I} \Psi$ with $I \in \mathfrak{I}$ be a CSL path formula and $G=\operatorname{Sat}(\Psi)$. We construct $\mathcal{I}_{\neg \Phi}$ from $\mathcal{I}$ by making all states in $\operatorname{Sat}(\neg \Phi)$ absorbing. Then $\forall s \in$ $S . p_{\max }^{\mathcal{I}}\left(s, \Phi \mathcal{U}^{I} \Psi\right)=p_{\max }^{\mathcal{I}_{-\Phi}}\left(s, \diamond^{I} G\right)$.

The computation of time-bounded reachability is explained in the following section.

### 3.3 Time-Bounded Reachability

This section presents the algorithm introduced in [59, 50] which approximates the probabilities of a time-bounded reachability analysis in IMCs. The algorithm is based on a discretisation technique with a predefined approximation error. Given IMC $\mathcal{I}$, interval $I \in \mathfrak{I}$, a set of goal states $G \subseteq S$ and $s \in S$, the technique provides a fixpoint characterisation for the computation of $p_{\max }^{\mathcal{I}}\left(s, \diamond^{I} G\right)$ (and similarly for $\left.p_{\min }^{\mathcal{I}}\left(s, \diamond^{I} G\right)\right)$. The characterisation implies that TTPD schedulers are sufficient for this purpose, i. e. $p_{\max }^{\mathcal{I}}\left(s, \diamond^{I} G\right)=\sup _{D \in \operatorname{TTPD}} \operatorname{Pr}_{s, D}\left(\diamond^{I} G\right)$. In other words, it suffices to find the optimal scheduler among all TTPD schedulers, which maximises time-bounded reachability. Note that similar results exist for the minimum.

Example 7. Consider the IMC in Figure 3 and assume we want to compute the maximum reachability probability from the initial state $s_{0}$ to the goal state $s_{5}$ within 3 time units. Thanks to the simple structure of the IMC, the fixpoint characterisation gives us the closed form of the maximum reachability as well as the optimal TTPD schedule. The optimal decision in state $s_{1}$ depends on the time when it is visited. Hence, the scheduler takes action $\alpha$ if the time is less than $3-\ln (3)$ time units, and action $\beta$ otherwise.


Fig. 3. An exemplary IMC

The fixpoint characterisation yields an integral equation system which is in general not tractable [5]. To circumvent this problem, the fixpoint characterisation is approximated by a discretisation technique. The time horizon is divided into equally-sized subintervals with length $\delta$, where $\delta$ is assumed to be small enough such that at most one Markovian transition fires with a high probability. Under this assumption we can transform the IMC into its induced interactive probabilistic chain [19, the discrete version of IMCs.

Definition 10 (Interactive Probabilistic Chain). An interactive probabilistic chain (IPC) is a tuple $\mathcal{D}=\left(S\right.$, Act, $\left.\longrightarrow, \rightarrow-\rightarrow d, s_{0}\right)$, where $S$, Act, $\longrightarrow$ and $s_{0}$ are as in Definition 3 and $\rightarrow \rightarrow_{d} \subseteq S \times \operatorname{Distr}(S)$ is the set of probabilistic transitions.

A probabilistic transition specifies the probability with which a state evolves to its successors after one time step. The notion of probabilistic transitions resembles the one-step transition matrix in DTMCs. The concepts of closed and open models can be transferred to IPCs. Additionally, since we do not consider continuous time, paths in an IPC can be seen as time-abstract paths in an IMC, implicitly still counting discretisation steps, and thus discrete time. The most general scheduler classes for IPCs are time-abstract history-dependent randomised (TAHR) schedulers.

Discretisation from IMC to IPC. Below we describe the discretisation technique that transforms an IMC into an IPC. Afterwards, we explain how reachability computation in an IMC can be approximated by an analysis on the corresponding IPC with a proven error bound.

Definition 11 (Discretisation [50]). Given an $\operatorname{IMCI}=\left(S, A c t, \rightarrow,--\rightarrow, s_{0}\right)$ and a discretisation constant $\delta, \mathcal{I}_{\delta}=\left(S, A c t, \longrightarrow,{\rightarrow-{ }_{\delta}}, s_{0}\right)$ is the induced IPC from $\mathcal{I}$ with respect to discretisation constant $\delta$, where $\rightarrow \rightarrow_{\delta}=\left\{\left(s, \mu^{s}\right) \mid s \in M S\right\}$ and

$$
\mu^{s}\left(s^{\prime}\right)= \begin{cases}\left(1-e^{-E(s) \delta}\right) \mathbf{P}\left(s, s^{\prime}\right) & s^{\prime} \neq s \\ \left(1-e^{-E(s) \delta}\right) \mathbf{P}\left(s, s^{\prime}\right)+e^{-E(s) \delta} & s^{\prime}=s\end{cases}
$$

This discretisation approximates the original model by assuming that at most one Markovian transition fires in each time-interval of length $\delta$. Accordingly, $\mu^{s}$ specifies the probability that either one or no Markovian transition occurs from state $s$ within each discretisation step. Using the fixpoint characterisation above, it is now possible to relate the probabilities of a reachability analysis in an IMC $\mathcal{I}$ to reachability probabilities in its $\operatorname{IPC} \mathcal{I}_{\delta}$.

Example 8. Consider the IMC in Figure 1 and assume that all actions are internal. Given discretisation constant $\delta>0$, Figure 4a shows the induced IPC of the original model w.r.t. $\delta$.


(b) Approximate maximum timebounded reachability computed by discretisation
(a) The induced IPC of the original model. $\delta$ is an arbitrary positive discretisation constant.

Fig. 4. Time-bounded reachability for the IMC depicted in Figure 1

Theorem 2 (Discretisation error [50]). Let $\mathcal{I}=\left(S, A c t, \rightarrow,--\rightarrow, s_{0}\right)$ be an $I M C, G \subseteq S$ and an interval I with rational bounds such that $a=\inf I, b=\sup I$ with $0 \leq a<b$ and $\lambda=\max _{s \in M S} E(s)$. Let $\delta>0$ be such that $a=k_{a} \delta, b=k_{b} \delta$ for some $k_{a}, k_{b} \in \mathbb{N}$. Then, for all $s \in S$ it holds that

$$
\begin{aligned}
p_{\max }^{\mathcal{I}_{\delta}}\left(s, \diamond^{\left(k_{a}, k_{b}\right]} G\right)-k_{a} \frac{(\lambda \delta)^{2}}{2} \leq p_{\max }^{\mathcal{I}}\left(s, \diamond^{I} G\right) \leq & p_{\max }^{\mathcal{I}_{\delta}}\left(s, \diamond^{\left(k_{a}, k_{b}\right]} G\right) \\
& +k_{b} \frac{(\lambda \delta)^{2}}{2}+\lambda \delta
\end{aligned}
$$

Theorem 2 states that the time-bounded reachability property in an IMC $\mathcal{I}$ can be arbitrarily closely approximated by evaluating the same property in the induced IPC $\mathcal{I}_{\delta}$. The error bound decreases linearly with smaller discretisation steps $\delta$. It has been recently improved in 33].

The remaining problem is to compute the maximum (or minimum) probability to reach $G$ in an IPC within step bound $k \in \mathbb{N}$. Let $\diamond^{[0, k]} G$ be the
set of infinite paths in an IPC that reach a state in $G$ within $k$ steps, and let $p_{\text {max }}^{\mathcal{D}}\left(s, \diamond^{[0, k]} G\right)$ denote the maximum probability of those paths that start from state $s$ and are subject to scheduler $\mathcal{D}$. Then, we have $p_{\text {max }}^{\mathcal{D}}\left(s, \diamond^{[0, k]} G\right)=$ $\sup _{D \in T A} \operatorname{Pr}_{s, D}\left(\diamond^{[0, k]} G\right)$. This expression can be solved by using an adaptation of the well-known value iteration scheme for MDPs to IPCs [59].

The algorithm unfolds the IPC backwards in an iterative manner, starting from the goal states. Each iteration intertwines the analysis of Markovian states and the analysis of interactive states. The main idea is that a path from interactive states to $G$ is split into two parts:(1) reaching Markovian states from interactive states in zero time and (2) reaching goal states from Markovian states in interval $[0, j]$, where $j$ is the step count of the iteration. The computation of the former can be reduced to an unbounded reachability analysis in the MDP induced by interactive states and rewards on Markovian states. For the latter, the algorithm operates on the previously computed reachability probabilities from all Markovian states up to step count $j$. We can generalise this recipe to step interval-bounded reachability [59].
Example 9. We want to compute the maximum reachability probability from the initial state $s_{0}$ to state $s_{5}$ of the IMC shown in Figure 1. Consider the induced IPC shown in Figure 4a which discretises the IMC. The maximum stepbounded reachability of the IPC is illustrated in Figure 4b The optimal decision in state $s_{0}$ depends on the time bound. When the time bound is small the optimal action in state $s_{0}$ is $\alpha$, whereas for larger time bounds taking action $\beta$ yields the maximum reachability. The discretisation constant $\delta=1.27 e-7$ is chosen on the basis of Theorem 2 to guarantee that the error bound is at most $1 \mathrm{e}-6$. Hence, the computation is completed after $8 \mathrm{e}+6$ iterations.

### 3.4 Time-Bounded Reachability in Open IMCs

IMCs feature compositional behaviour which allows them to communicate with their environment. As discussed in Section 2, the class of IMCs which can interact with other IMCs, in particular via parallel composition, is called open. Lately, model checking of open IMCs has been studied, where the IMC is considered to be placed in an unknown environment that may delay or influence its behaviour via synchronisation [15]. The approach is restricted to a subclass of IMCs that are non-Zeno and do not contain states that have both internal and external actions enabled at the same time. Let IMC $\mathcal{I}$ satisfy these restrictions and be subject to an environment $E$, which can be seen as the composition of several other IMCs and has the same external actions as $\mathcal{I}$. IMC $\mathcal{I}$ is then turned into a two-player controller-environment game, in which the controller controls $\mathcal{I}$ and the environment controls $E$. In each state of $\mathcal{I}$ the controller selects one of the enabled internal transitions, if there are some. Otherwise, the environment either chooses an external action and synchronises $\mathcal{I}$ and $E$, or it chooses an internal action. Given a set of goal states $G$ and time bound $b$, the controller tries to maximise the probability to reach the target set $G$ within $b$ time units. The environment tries to prevent the controller from reaching its goal by either delaying synchronisation steps or forcing the controller to take non-optimal
paths. In this setup, the time-bounded reachability can be computed by the approximation scheme laid out in [59, which we have discussed above.

### 3.5 Expected Time

This section presents an algorithm to obtain the minimum and maximum expected time to reach a given set of goal states in an IMC, introduced in [27: We describe the expected time objective with a fixpoint characterisation, and its transformation into a stochastic shortest path (SSP) problem. This SSP problem can then be used to solve the expected time CSL formula. Note that we only consider well-defined IMCs without Zeno paths.

Expected Time Objective. Let's assume that we already computed $\operatorname{Sat}(\Phi)$, and denote this set as our set of goal states $G$. We want to compute the minimum expected time to reach a state in $G$ from a given state $s \in S$. Thus, we have to consider all possible paths $\pi$ induced by a given scheduler $D$. We define the random variable $V_{G}$ : Paths $\rightarrow \mathbb{R}_{\geq 0}$ as the elapsed time before visiting a state in $G$. For an infinite path $\pi=s_{0} \xrightarrow{\sigma_{0}, t_{0}} s_{1} \xrightarrow{\sigma_{1}, t_{1}} \ldots$ let $V_{G}(\pi)=\min \{t \in$ $\left.\mathbb{R}_{\geq 0} \mid G \cap \pi @ t \neq \varnothing\right\}$ with $\min (\varnothing)=\infty[27]$. Then the minimal expected time to reach $G$ from $s \in S$ is given by:

$$
\begin{equation*}
\mathrm{e}^{\mathrm{min}}(s, \diamond G)=\inf _{D} \mathbb{E}_{s, D}\left(V_{G}\right)=\inf _{D} \int_{\text {Paths }} V_{G}(\pi) \operatorname{Pr}_{s, D}(\mathrm{~d} \pi) \tag{1}
\end{equation*}
$$

Formula (1) expresses that we have to find a scheduler $D$ which minimises the time until reaching a state in $G$. We therefore need to consider all paths induced by scheduler $D$. Note that, by definition of $V_{G}$, it is sufficient to consider the time before entering a goal state. Hence, we can transform all goal states into absorbing Markovian states without affecting the expected time reachability. This may result in a much smaller state space, since we can neglect those states that become unreachable from the initial state.
Theorem 3 ([27]). The function $\mathrm{e}^{\mathrm{min}}$ is a fixpoint of the Bellman operator

$$
v(s)= \begin{cases}\frac{1}{E(s)}+\sum_{s^{\prime} \in S} \mathbf{P}\left(s, s^{\prime}\right) \cdot v\left(s^{\prime}\right) & \text { if } s \in M S \backslash G \\ \min _{s \xrightarrow{\alpha} s^{\prime}} v\left(s^{\prime}\right) & \text { if } s \in I S \backslash G \\ 0 & \text { if } s \in G .\end{cases}
$$

Theorem 3 encodes expression (11) in a Bellman equation, in which we aim to find optimal values $v(s)$ for all states $s \in S$. If we are already in a goal state, we have by definition that $V_{G}(\pi)=0$ with $\pi=s_{0} \xrightarrow{\sigma_{0}, t_{0}} \ldots$ and $s_{0} \in G$. If $s \in I S$ and $s$ has only one outgoing interactive transition, then the expected time is the same as the one of its successor state. In case there is a nondeterministic choice between interactive transitions in $s$, the next transition is determined by the scheduler. Since we look for the infimum over all schedulers $D$, we choose the
action which induces the lowest expected time in the successor state. If $s \in M S$, we add the sojourn time in state $s$ to the time to reach a state in $G$ over all paths starting in $s$ induced by scheduler $D$. In other words, we add the sojourn time in state $s$ to the expected sojourn time of each successor state $s^{\prime}$ weighted with the probability to reach $s^{\prime}$.

As a result of Theorem 3 the nondeterminism in $\mathrm{e}^{\mathrm{min}}(s, \diamond G)$ can be resolved by using a stationary deterministic scheduler [27]. This implies that the scheduler chooses an action that results in the minimum expected time for each interactive state with a nondeterministic choice. To yield an effective algorithm as well as to show the correctness of Theorem3, we transform the expected time computation into a non-negative stochastic shortest path (SSP) problem for MDPs. A SSP problem derives the minimum expected cost to reach a set of goal states in a MDP.

Definition 12 (SSP Problem). A non-negative stochastic shortest path problem (SSP problem) is a tuple ssp $=\left(S, A c t, \mathbf{P}, s_{0}, G, c, g\right)$, where $\left(S, A c t, \mathbf{P}, s_{0}\right)$ is an $M D P, G \subseteq S$ is a set of goal states, $c: S \backslash G \times A c t \rightarrow \mathbb{R}_{\geq 0}$ is a cost function and $g: G \rightarrow \mathbb{R}_{\geq 0}$ is a terminal cost function.

Given a smallest index $k \in \mathbb{N}$ of a path $\pi$ with $\pi[k]=s_{k} \in G$, the accumulated costs to reach $G$ on $\pi$ is given by $\sum_{i=0}^{k-1} c\left(s_{i}\right)+g\left(s_{k}\right)$. The transformation of an IMC into an SSP problem is realized with the following definition.

Definition 13 (SSP for Minimum Expected Time Reachability). The SSP of $I M C \mathcal{I}=\left(S, A c t, \rightarrow,--\rightarrow, s_{0}\right)$ for the expected time reachability of $G \subseteq S$ is $\operatorname{ssp}_{\mathrm{e} \mathrm{T}^{\min }}(\mathcal{I})=\left(S, A c t \cup\{\perp\}, \mathbf{P}, s_{0}, G, c, g\right)$ where $g(s)=0$ for all $s \in G$ and for all $s, s^{\prime} \in S$ and $\sigma \in \operatorname{Act} \cup\{\perp\}$ :

$$
\begin{aligned}
\mathbf{P}\left(s, \sigma, s^{\prime}\right) & = \begin{cases}\frac{\mathbf{R}\left(s, s^{\prime}\right)}{E(s)} & \text { if } s \in M S \wedge \sigma=\perp \\
1 & \text { if } s \in I S \wedge s \stackrel{\sigma}{\rightarrow} s^{\prime} \\
0 & \text { otherwise, and }\end{cases} \\
c(s, \sigma) & = \begin{cases}\frac{1}{E(s)} & \text { if } s \in M S \backslash G \wedge \sigma=\perp \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

The Markovian states are equipped with costs, since they are the states in which time advances. The cost to traverse a Markovian state along path $\pi$ is determined by the sojourn time. Observe that the Bellman equation in Theorem 3 coincides with the definition of the SSP problem. The uniqueness of the minimum expected cost of an SSP problem [3, 8] implies that $\mathrm{e}^{\mathrm{min}}(\mathrm{s}, \diamond \mathrm{G})$ is the unique fixpoint of $v(s)$ [27].

Example 10. Consider IMC $\mathcal{I}$ depicted in Figure 1 with $G=\left\{s_{5}\right\}$ being the set of goal states and $s_{0}$ being the initial state. We want to obtain $\mathrm{eT}^{\mathrm{min}}\left(\mathrm{s}_{0}, \diamond \mathrm{G}\right)$. In a first step, we make goal state $s_{5}$ absorbing. Afterwards, we transform the resulting IMC into the SSP problem depicted in Figure5. From this SSP problem we can derive the following LP problem, where $x_{i}$ represents values for $s_{i}$ :


Fig. 5. Resulting $\operatorname{ssp}_{\text {e }}$ min $_{\text {min }}$ of the IMC depicted in Figure 1

Maximise $x_{0}+x_{1}+x_{3}+x_{4}$ subject to:

$$
\begin{array}{llrl}
x_{0} & \leq x_{1} & x_{1} & \leq \frac{1}{4}+\frac{1}{2} x_{2}+\frac{1}{2} x_{5}
\end{array} r x_{3} \leq \frac{1}{3}+x_{4} \quad x_{5}=0
$$

By solving these equations we obtain $x_{0}=\frac{2}{3}, x_{1}=\infty, x_{2}=\infty, x_{3}=\frac{2}{3}, x_{4}=\frac{1}{3}$, which yields $\mathrm{eT}^{\mathrm{min}}\left(s_{0}, \diamond G\right)=\frac{2}{3}$.

An analogous approach can be applied to obtain the maximum expected time. In this case, we search for the supremum over all schedulers, and thus, we resolve nondeterministic choices in such a way that the scheduler chooses the actions that maximises the expected time.

### 3.6 Long-Run Average

In this section we present an algorithm to compute the long-run average (LRA) time spent in a set of goal states, as introduced in [27]. We describe the long-run average objective and a three step procedure to obtain the long-run average and, thus, compute the LRA CSL formula. Again, we only consider well-defined IMCs without Zeno paths.

Long-Run Average Objective. We assume that $\operatorname{Sat}(\Phi)$ has already been computed with the technique explained before, and we denote this set as our set of goal states $G$. Random variable $A_{G, t}(\pi)=\frac{1}{t} \int_{0}^{t} \mathbf{1}_{G}(\pi @ u) d u$ defines the fraction of time that is spent in $G$ on an infinite path $\pi$ in $\mathcal{I}$ up to time bound $t \in \mathbb{R}_{\geq 0}[2]$. Note that $\mathbf{1}_{G}(s)=1$ if and only if $s \in G$ and otherwise 0 . For the computation of the long-run average we consider the limit $t \rightarrow \infty$ for random variable $A_{G, t}$, denoted by $A_{G}$. The expectation of $A_{G}$ under scheduler $D$ and initial state $s$ then yields the long-run average time spent in G, where the minimum long-run average time spent in G starting from $s$ is defined by:

$$
\begin{equation*}
\operatorname{LRA}^{\min }(s, G)=\inf _{D} \operatorname{LRA}^{D}(s, G)=\inf _{D} \mathbb{E}_{s, D}\left(A_{G}\right) \tag{2}
\end{equation*}
$$

In contrast to the computation of the expected time and time-bounded reachability, we may assume w.l.o.g. that $G \subseteq M S$, since the long-run average time spent in any interactive state is always 0 (see Section 2). In the remainder of this section we give the basic intuition of how to compute the minimum long-run average. The general idea is given by the following three-step procedure:

1. Determine the maximal end components $\left\{\mathcal{I}_{1}, \ldots, \mathcal{I}_{k}\right\}$ of IMC $\mathcal{I}$.
2. Determine $\mathrm{LRA}^{\min }(G)$ for each maximal end component $\mathcal{I}_{j}$.
3. Reduce the computation of LRA ${ }^{\min }\left(s_{0}, G\right)$ in IMC $\mathcal{I}$ to an SSP problem.

The first step can be performed by a graph-based algorithm [1, 17, whereas the latter two can be expressed as LP problems.

Definition 14 (End Component). An end component of IMC $\mathcal{I}$ is a subIMC defined by the tuple $\left(S^{\prime}, A\right)$ where $S^{\prime} \subseteq S$ and $A \subseteq$ Act such that:

- for all Markovian states $s \in S^{\prime}$ with $s-\underline{\lambda} \rightarrow s^{\prime}$ it follows that $s^{\prime} \in S^{\prime}$, and
- for all interactive states $s \in S^{\prime}$ and for all $\alpha \in A$ with $s \xrightarrow{\alpha} s^{\prime}$ it follows that $s^{\prime} \in S^{\prime}$, where at least one action is enabled in $s \in S^{\prime}$.
Further, the underlying graph of $\left(S^{\prime}, A\right)$ must be a strongly connected component.
Note that a maximal end component (MEC) is an end component which is not contained in any larger end component.

Long-Run Average in MECs. For the second step we show that for unichain IMCs the computation of $\operatorname{LRA}^{\min }(s, G)$ can be reduced to the determination of long-run ratio objectives in MDPs. An IMC is unichain if and only if under any stationary deterministic scheduler it yields a strongly connected graph structure. Note that an MEC is a unichain IMC. At first, we define long-run ratio objectives for MDPs, and then show how to transform them to LRA objectives in unichain IMCs.

Let $\mathcal{M}=\left(S, A c t, \mathbf{P}, s_{0}\right)$ be an MDP and $c_{1}, c_{2}: S \times A c t_{\perp} \rightarrow \mathbb{R}_{\geq 0}$ be cost functions. The operational interpretation is that $\operatorname{cost} c_{1}(s, \alpha)$ is incurred when $\alpha$ is selected in state $s$, similarly for $c_{2}$. The long-run ratio between the accumulated $\operatorname{costs} c_{1}$ and $c_{2}$ along an infinite path $\pi$ in $\operatorname{MDP} \mathcal{M}$ is defined as:

$$
\mathcal{R}(\pi)=\lim _{n \rightarrow \infty} \frac{\sum_{i=0}^{n-1} c_{1}\left(s_{i}, \alpha_{i}\right)}{\sum_{j=0}^{n-1} c_{2}\left(s_{j}, \alpha_{j}\right)}
$$

Example 11. Consider the infinite path $\pi=\left(s_{0} \xrightarrow{2} s_{1} \xrightarrow{3} s_{2} \xrightarrow{1} s_{3} \xrightarrow{4} s_{0}\right)^{\omega}$ where $c_{2}\left(s_{i}, \cdot\right)$ denotes the transition labels and $c_{1}\left(s_{0}, \cdot\right)=2$ and $c_{1}\left(s_{i}, \cdot\right)=0$ for $1 \leq i \leq$ 3. Table 3 depicts the computation of the long-run ratio until $n=6$. By setting the limit $n \rightarrow \infty$ we obtain a fixpoint with $\mathcal{R}(\pi)=\frac{1}{5}$.
The minimum long-run ratio objective for state $s$ of MDP $\mathcal{M}$ is then defined by:

$$
R^{\min }(s)=\inf _{D} \mathbb{E}_{s, D}(\mathcal{R})=\inf _{D} \sum_{\pi \in \text { Paths }_{\mathrm{abs}}} \mathcal{R}(\pi) \cdot \operatorname{Pr}_{s, D}^{\mathrm{abs}}(\pi)
$$

Table 3. Example computation for the long-run ratio

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{R}(\pi)$ | $\frac{2}{2}=1$ | $\frac{2}{2+3}=\frac{2}{5}$ | $\frac{2}{2+3+1}=\frac{1}{3}$ | $\frac{2}{2+3+1+4}=\frac{1}{5}$ | $\frac{2+2}{2+3+1+4+2}=\frac{1}{3}$ | $\frac{2+2}{2+3+1+4+2+3}=\frac{4}{15}$ |

Paths $s_{\text {abs }}$ denotes the time-abstract paths of the MDP $\mathcal{M}$ and $\operatorname{Pr}_{s, D}^{\text {abs }}$ represents the probability measure on the sets of paths starting from $s$ induced by scheduler $D$ in $\mathcal{M} . R^{\min }(s)$ can be obtained by solving a linear programming problem [1]. With real variable $k$ representing $R^{\min }$ and $x_{s}$ representing each $s \in S$ we have:

Maximise $k$ subject to:

$$
x_{s} \leq c_{1}(s, \alpha)-k \cdot c_{2}(s, \alpha)+\sum_{s^{\prime} \in S} \mathbf{P}\left(s, \alpha, s^{\prime}\right) \cdot x_{s^{\prime}} \quad \text { for each } s \in S, \alpha \in A c t .
$$

This system of inequations can be solved by linear programming algorithms, e.g. with the simplex method [54].
Example 12. We take path $\pi$ from Example 11 and assume that it is the only path in an MDP $\mathcal{M}$. Deriving the system of linear inequations with variables $k, x_{s_{i}}$ for $0 \leq i \leq 3$ then yields:

Maximise $k$ subject to:

$$
\begin{array}{ll}
x_{s_{0}} \leq 2-2 \cdot k+x_{s_{1}} & x_{s_{2}} \leq-1 \cdot k+x_{s_{3}} \\
x_{s_{1}} \leq-3 \cdot k+x_{s_{2}} & x_{s_{3}} \leq-4 \cdot k+x_{s_{0}}
\end{array}
$$

By solving the inequation system we obtain $k=\frac{1}{5}$, which is the minimum longrun ratio on $\mathcal{M}$. Note that this value equals the product of the long-run ratio as obtained in Example 11 and the probability that path $\pi$ is chosen, which is 1 in our case.

This result can now be transferred to a unichain IMC by transforming it into an MDP with two cost functions.
Definition 15. Let $\mathcal{I}=\left(S\right.$, Act, $\left.\rightarrow,--\rightarrow, s_{0}\right)$ be an IMC and $G \subseteq S$ a set of goal states. We define the $M D P \operatorname{mdp}(\mathcal{I})=\left(S, A c t_{\perp}, \mathbf{P}, s_{0}\right)$ with cost functions $c_{1}$ and $c_{2}$, where $\mathbf{P}$ is defined as in Definition 13 and

$$
c_{1}(s, \sigma)=\left\{\begin{array}{ll}
\frac{1}{E(s)} & \text { if } s \in M S \cap G \wedge \sigma=\perp \\
0 & \text { otherwise, }
\end{array} \quad c_{2}(s, \sigma)= \begin{cases}\frac{1}{E(s)} & \text { if } s \in M S \wedge \sigma=\perp \\
0 & \text { otherwise. }\end{cases}\right.
$$

Observe that cost function $c_{2}$ keeps track of the average sojourn time in all states $s \in S$ whereas $c_{1}$ only does so for states $s \in G$.

For a unichain IMC $\mathcal{I}, L R A^{\min }(s, G)$ equals the long-run ratio $R^{\min }(s)$ in the transformed $\operatorname{MDP} \operatorname{mdp}(\mathcal{I})$ [27]. Further, in a unichain IMC we have that LrA $^{\min }(s, G)$ and LRA ${ }^{\min }\left(s^{\prime}, G\right)$ are the same for any two states $s$ and $s^{\prime}$. Therefore, we will omit the state and write $\operatorname{LRA}^{\min }(G)$ when considering unichain IMCs.


Fig. 6. IMC with two maximal end components

Reducing Lra Objectives to an SSP Problem. Let $\mathcal{I}$ be an IMC with initial state $s_{0}$ and maximal end components $\left\{\mathcal{I}_{1}, \ldots, \mathcal{I}_{k}\right\}$ for $k>0$, where $\mathcal{I}_{j}$ has state space $S_{j}$. Using this decomposition of $\mathcal{I}$ into maximal end components, we obtain the following result:

Theorem $4([\mathbf{2 7}]) .{ }^{1}$ For $I M C \mathcal{I}=\left(S\right.$, Act, $\left.\rightarrow,--\rightarrow, s_{0}\right)$ with MECs $\left\{\mathcal{I}_{1}, \ldots, \mathcal{I}_{k}\right\}$ with state spaces $S_{1}, \ldots, S_{k} \subseteq S$, and set of goal states $G \subseteq S$ :

$$
\mathrm{LRA}^{\min }\left(s_{0}, G\right)=\inf _{D} \sum_{j=1}^{k} \mathrm{LRA}_{j}^{\min }(G) \cdot \operatorname{Pr}^{D}\left(s_{0} \models \diamond \square S_{j}\right),
$$

where $\operatorname{Pr}^{D}\left(s_{0} \models \diamond \square S_{j}\right)$ is the probability to eventually reach and continuously stay in $S_{j}$ from $s_{0}$ under policy $D$ and $\operatorname{LRA}_{j}^{\min }(G)$ is the LRA of $G \cap S_{j}$ in unichain $M A \mathcal{I}_{j}$.

Intuitively we have to find a scheduler that minimises the product of the probability to eventually reach and stay in a MEC and the minimum LRA, over all possible combinations of MECs. We illustrate this procedure more clearly in the following example.

Example 13. Consider the IMC in Figure 6] with $G=\left\{s_{2}\right\}$. It consists of the two maximal end components $\mathrm{MEC}_{1}$ with $S_{1}=\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$ and $\operatorname{Act}\left(s_{3}\right)=\{\beta\}$, and $\mathrm{MEC}_{2}$ with $S_{2}=\left\{s_{5}, s_{6}\right\}$. Note that only $\mathrm{MEC}_{1}$ contains a goal state. Hence, the long-run average for $\mathrm{MEC}_{2}$ is automatically 0 , wheras for $\mathrm{MEC}_{1}$ it is greater than 0 . Since we are looking for the minimum long-run average of $s_{2}$ and are starting in $s_{0}$, we choose action $\alpha$ in $s_{3}$ so that we end up in $\mathrm{MEC}_{2}$. According to Theorem 4 we have to look for the scheduler that minimises the LRA in such a way that we eventually always stay in the desired MEC. With the choice of $\alpha$ we can neglect the LRA for $\mathrm{MEC}_{1}$, since we will almost surely leave $\mathrm{MEC}_{1}$, and thus obtain $\operatorname{LRA}^{\min }\left(s_{0}, G\right)=0$.

The computation of the minimum LRA for IMCs is now reducible to a nonnegative SSP problem. In IMC $\mathcal{I}$ we replace each maximal end component $\mathcal{I}_{j}$
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Fig. 7. Resulting SSP for LRA ${ }^{\text {min }}$ of the IMC depicted in Figure 1
with two fresh states $q_{j}$ and $u_{j}$. Intuitively, $q_{j}$ represents the MEC $\mathcal{I}_{j}$ and $u_{j}$ represents a decision state that has a transition to $q_{j}$ and contains all outgoing interactive transitions of $S_{j}$. Let $U$ denote the set of $u_{j}$ states and $Q$ the set of $q_{j}$ states. For simplification, we assume w.l.o.g. that all actions are unique and replace actions of a state $s_{i} \in S$ by $\tau_{i, j}$ where $j \in\left\{1 \ldots n_{i}\right\}$ with $n_{i} \in \mathbb{N}$ defined as the number of nondeterministic choices in state $s_{i}$.

Definition 16 (SSP for Long-Run Average). Let $\mathcal{I}, S, G \subseteq S, \mathcal{I}_{j}$ and $S_{j}$ be as before. The SSP induced by $\mathcal{I}$ for the long-run average fraction of time spent in $G$ is the tuple $\operatorname{ssp}_{\mathrm{LRA}^{\min }(\mathcal{I})}=\left(S \backslash \bigcup_{i=1}^{k} S_{i} \cup U \cup Q, \operatorname{Act} \cup\{\perp\}, \mathbf{P}^{\prime}, s_{0}, U, c, g\right)$, where $g\left(q_{j}\right)=\operatorname{LRA}_{j}^{\min }(G)$ for $q_{j} \in Q$ and $c(s, \sigma)=0$ for all $s$ and $\sigma \in A c t_{\perp} . \mathbf{P}^{\prime}$ is defined as follows: Let $S^{\prime}=S \backslash \bigcup_{i=1}^{k} S_{i} . \mathbf{P}^{\prime}$ equals $\mathbf{P}$ for all $s, s^{\prime} \in S^{\prime}$ and for the new states in $U$ :

$$
\begin{aligned}
\mathbf{P}^{\prime}\left(u_{i}, \tau_{k, l}, s^{\prime}\right) & =\mathbf{P}\left(s_{k}, \tau_{k, l}, s^{\prime}\right) & & \text { if } s^{\prime} \in S^{\prime} \wedge s_{k} \in S_{i} \wedge l \in\left\{1 \ldots n_{k}\right\} \quad \text { and } \\
\mathbf{P}^{\prime}\left(u_{i}, \tau_{k, l}, u_{j}\right) & =\mathbf{P}\left(s_{k}, \tau_{k, l}, s^{\prime}\right) & & \text { if } s_{k} \in S_{i} \wedge s^{\prime} \in S_{j} \wedge l \in\left\{1 \ldots n_{k}\right\}
\end{aligned}
$$

Finally, we have: $\mathbf{P}^{\prime}\left(q_{i}, \perp, q_{j}\right)=1=\mathbf{P}^{\prime}\left(u_{i}, \perp, q_{i}\right)$ and $\mathbf{P}^{\prime}\left(s, \sigma, u_{i}\right)=P\left(s, \sigma, S_{i}\right)$.
Here, $P\left(s, \sigma, S_{i}\right)$ is a shorthand for $\sum_{s^{\prime} \in S^{\prime}} \mathbf{P}\left(s, \sigma, s^{\prime}\right)$. An example of the SSP transformation of IMC $\mathcal{I}$ from Figure 1 is given in Figure 7

Example 14. Consider the IMC in Figure 1 with two maximal end components $\mathrm{MEC}_{1}$ with $S_{1}=\left\{s_{2}\right\}$ and $\mathrm{MEC}_{2}$ with $S_{2}=\left\{s_{3}, s_{4}, s_{5}, s_{6}\right\}$. For each MEC we introduce new states $u_{i}$ and $q_{i}$, which substitute the states of $\mathrm{MEC}_{i}$. Further, we substitute $\alpha$ with $\tau_{1,1}$ and $\beta$ with $\tau_{1,2}$. Note that both MECs are bottom strongly connected components, which means that, under all schedulers of IMC $\mathcal{I}$, we cannot leave the MEC after entering it. Therefore, decision state $u_{i}$ has only one outgoing transition to the corresponding $q_{i}$ state. After the transformation to the IMC in Figure 6, the decision state of $\mathrm{MEC}_{1}$ has a nondeterministic choice between $\beta$, to stay in $\mathrm{MEC}_{1}$, and $\alpha$, to leave it.

Note that an analogous approach can be applied to obtain the maximum Lra. The main difference is that, in this case, we look for the supremum over all
schedulers. In the second and the third step we now resolve the nondeterminsitic choices according to maximise the LRA.

## 4 Abstraction

In the previous chapter we introduced a number of IMC properties and presented algorithms for their computation. For each presented algorithm the runtime is crucially depends on the size of the considered IMC. On average, the complexity of most algorithms grows polynomially in the size of the state space, but in the worst case it grows exponentially resulting in extremely long computation times for complex models. Abstraction provides the means to reduce the state space of investigated IMCs and thereby to reduce the complexity of the verification of certain properties. In this section, we will first define the most important behavioural equivalences, namely strong and weak bisimulation, and outline efficient algorithms to compute bisimulation quotients. We remark that bisimulation can be decided in polynomial time but most coarser behavioural equivalences like trace and testing equivalences are PSPACE-complete 41.

### 4.1 Behavioural Equivalences

Behavioural equivalences relate states which are indistinguishable for an external observer of the system. In the following we will present the concepts of strong and weak bisimulation. As for non-probabilistic systems, these behavioural equivalences relate states that can mimic each other's behaviour. Weak bisimulation relaxes strong bisimulation by allowing that interactive transitions with visible actions may be interleaved with transitions annotated with the internal action $\tau$. In the context of model checking, the most important application of behavioural equivalences is to provide the means for 'quotienting' a system with respect to the behavioural equivalence to reduce its state space.

Definition 17 (Strong Bisimulation). Let $\mathcal{I}=\left(S, A c t, \rightarrow,--\rightarrow, s_{0}\right)$ be an IMC. An equivalence relation $R \subseteq S \times S$ is a strong bisimulation on $\mathcal{I}$, iff for all $(s, t) \in R, a \in$ Act and $C \in S / R$ we have that:
$-s \xrightarrow{a} s^{\prime}$ for some $s^{\prime} \in C$ iff $t \xrightarrow{a} t^{\prime}$ for some $t^{\prime} \in C$
$-\mathbf{R}(s, C)=\mathbf{R}(t, C)$ whenever $s \stackrel{\tau}{\Delta}$.
Here, $\mathbf{R}(s, C)$ is a shorthand for $\sum_{s^{\prime} \in C} \mathbf{R}\left(s, s^{\prime}\right)$, as defined in Section 2 The first condition expresses the classical bisimulation condition, requiring that for related states $s R t$ every interactive transition $s \xrightarrow{a} s^{\prime}$ can be mimicked by an interactive transition $t \xrightarrow{a} t^{\prime}$ such that the target states are again related, i.e. $s^{\prime} R t^{\prime}$. The second condition expresses that related states $s R t$ need to agree on the cumulative rates of moving from $s$, respectively $t$, to any equivalence class $C$; it thereby corresponds to conditions for lumpability of Markov chains and probabilistic bisimulation of DTMCs [44. This condition is only required for states which can perform Markovian transitions. Due to the maximal progress
assumption, these can only be states that have no internal action $\tau$ enabled, denoted by $\stackrel{\tau}{\nrightarrow}$. Bisimulation relations on IMCs are closed under union which allows to define the largest bisimulation $\sim$ by the union on all bisimulations of the considered IMC. As shown in [35, Theorem. 4.3.1] both parallel composition and hiding are defined with respect to $\sim$. Moreover, time-bounded and unbounded reachability properties are preserved by bisimilar states [51, Theorem 4]. This allows us to reason over IMCs in a compositional manner.

Strong bisimulation is rigid in the sense that it requires the mimicking of interactive transitions for visible and internal actions $\tau$. To achieve a higher degree of abstraction, we relate states that cannot be distinguished by an external observer by considering the visible actions only. For interactive transitions we apply the same machinery as for LTS. We denote by $\xrightarrow{\tau^{*}}$ the transitive reflexive closure of interactive transitions labelled with the internal action $\tau$. Weak interactive transitions are then given by $\stackrel{a}{\Longrightarrow}=\xrightarrow{\tau^{*}} \circ \xrightarrow{a} \circ \xrightarrow{\tau^{*}}$. On the other hand, this does not work for Markovian transitions, since sequencing of Markovian transitions leads to the formation of the more general phase-type distributions. Thus, Markovian transitions need to be mimicked in the same way as in strong bisimulation.

Definition 18 (Weak Bisimulation). Let $\mathcal{I}=\left(S, A c t, \rightarrow,--\rightarrow, s_{0}\right)$ be an IMC. An equivalence relation $R \subseteq S \times S$ is a weak bisimulation on $\mathcal{I}$, iff for all $(s, t) \in R, a \in \operatorname{Act}$ and $C \in S / R$ we have that:
$-s \stackrel{a}{\Longrightarrow} s^{\prime}$ for some $s^{\prime} \in C$ if and only if $t \stackrel{a}{\Longrightarrow} t^{\prime}$ for some $t^{\prime} \in C$
$-\mathbf{R}\left(s^{\prime}, C\right)=\mathbf{R}\left(t^{\prime}, C\right)$ for some $t \xrightarrow{\tau^{*}} t^{\prime}$ and $t^{\prime} \xrightarrow{\tau}$ whenever $s \xrightarrow{\tau^{*}} s^{\prime}$ and $s^{\prime} \stackrel{\tau}{\Rightarrow}$ 。

Weak bisimulation is closed under union and we denote the largest weak bisimulation by $\approx$. Similarly to strong bisimulation, parallel composition and hiding are compatible with $\approx$ [35, Theorem. 4.4.1]. Moreover, weak bisimilarity preserves maximal time-bounded reachability properties [36, Theorem 10]. Strong and weak bisimulation are suitable to compare systems and to reduce their state space by deriving strong bisimilar (resp. weak bisimilar) IMCs with smaller state spaces constructed from the equivalence classes of the strong bisimilarity (resp. weak bisimilarity) and with the interactive and Markovian transitions defined in the natural way [36, Definition 10]. We remark that, in order to reason over the refinement of IMCs, there are appropriate notions of strong and weak simulations available, for which parallel composition and hiding are precongruences 36.

Example 15. Consider the IMC in Figure 8. We have $s_{3} \approx s_{4}$ and $s_{3} \sim s_{4}$ since these states can mimic each other's behaviour. It follows that $s_{1} \approx s_{2}$ and $s_{1} \sim s_{2}$; the accumulated transition rate into the bisimulation class $C_{0}=\left\{s_{3}, s_{4}\right\}$ is the same for both states. Because $s_{0}$ reaches $s_{1}$ and $s_{2}$ via internal $\tau$ transitions we have $s_{0} \approx s_{1} \approx s_{2}$, but $s_{0}$ is not strongly bisimilar to $s_{1}$ and $s_{2}$.


Fig. 8. An interactive Markov chain with 5 states

### 4.2 Algorithmic Computation of the Strong Bisimulation Quotient

Given an IMC $\mathcal{I}$, we want to determine its counterpart $\mathcal{I}^{\prime}$ in which strongly bisimilar states are collapsed into one state so that $\mathcal{I} \sim \mathcal{I}$ '. The result $\mathcal{I}^{\prime}$ of this collapsing process is called the bisimulation quotient. In the following, we present an algorithm based on partition refinement techniques [35]. The core idea of the algorithm is to partition the states in $S$, and refine the resulting partition step by step. The refinement procedure of one particular partition consists of two stages that validate the two conditions of Definition 14 with respect to a so-called splitter. A splitter is a tuple formed by a set of states $C$ and an action $a$. Given a partition $P$ of $S$, in each set of $P$ we group all those states together that can reach $C$ via an $a$-transition, and those that cannot. This process is illustrated in Figure 9. More formally, given a splitter $(C, a)$ we refine the partition according to the first condition in Definition 14 by applying

$$
\operatorname{Refine}(P, a, C):=\left(\bigcup_{X \in P}\left(\bigcup_{\nu \in\{\text { true }, \text { false }\}}\{\{s \in X \mid \gamma(s, a, C)=\nu\}\}\right)\right) \backslash\{\emptyset\} .
$$

The function $\gamma: S \times$ Act $\times S^{*} \rightarrow\{$ true, false $\}$ applied to ( $s, a, C$ ) returns true if there is an $a$-transition from $s$ to at least one state in $C$. Thus, the function Refine splits each set of the partition by grouping those states together that can reach states in $C$ by at least one interactive $a$-transition and those that cannot. Similarly, the second condition for strongly bisimilar states is validated by refining the partition with

$$
M_{-} \operatorname{Refine}(P, C):=\left(\bigcup_{X \in P}\left(\bigcup_{\nu \in \mathbb{R}^{+}}\{\{s \in X \mid R(s, C)=\nu\}\}\right)\right) \backslash\{\emptyset\} .
$$

In other words, $M_{-}$Refine splits each set of the partition $P$ into classes so that all states in one class reach the set $C$ with the same accumulated rate. Note that the result might be a set of singletons in case that all values of $R(s, C)$ are different. These two functions highlight the naming of the tuple ( $a, C$ ) as splitter: It splits sets of states according to the two conditions of strongly bisimilar states and thereby refines the initial partition step by step.


Fig. 9. One refinement step

Equipped with these two functions we construct the algorithm. The algorithm starts with a splitter $(a, C)$ build from an arbitrary action $a \in A c t$ an the set of states $C$ either comprising all states which can perform a $\tau$ step or all states which cannot perform $\tau$. The original partition consists of one set which contains all states. We then apply Refine and M_Refine iteratively by choosing a different splitter in each step. After each iteration we possibly obtain a finer partition and, thus, we need to add newly formed classes to the set of splitters. A final observation speeds this procedure up: States with outgoing internal $\tau$-transition will never take Markovian transitions due to the maximal progress assumption. We therefore do not need to apply M_Refine on these states. Furthermore, they cannot be strongly bisimilar to states without outgoing $\tau$-transition. For these reasons we evaluate these two classes of states separately from the very start.

## Algorithm 3 (Computation of the Strong Bisimulation Quotient)

Strong-bisim-quotien $(S, R)$

```
\(S_{-}\)Part \(\leftarrow\left\{\left\{P^{\prime} \in S \mid P^{\prime} \xrightarrow{\tau}\right\}\right\} \backslash\{\emptyset\} ;\)
\(U_{\mathbf{-}}\) Part \(\leftarrow\left\{\left\{P^{\prime} \in S \mid P^{\prime} \xrightarrow{\tau}\right\}\right\} \backslash\{\emptyset\} ;\)
Spl \(\leftarrow\) Act× (S_Part \(\cup U_{\mathbf{-}}\) Part);
while Spl not empty
    do
        Choose ( \(a, C\) ) in Spl;
        Old:=S_Part \(\cup U_{-}\)Part,
        S_Part \(\leftarrow\) Refine (S_Part, a, C);
        U_Part \(\leftarrow\) Refine(U_Part, a, C);
        S_Part \(\leftarrow M_{\mathbf{-}}\) Refine(S_Part,C);
        New \(\leftarrow\left(\right.\) S_Part \(\left.\cup U_{-} P a r t\right)\)-Old;
        \(S p l \leftarrow(S p l-\{(a, C)\}) \cup(A c t \times N e w)\);
return S_Part \(\cup U_{-}\)Part
```

The algorithm can be implemented with a time complexity of $\mathcal{O}\left(\left(m_{I}+m_{M}\right) \log n\right)$, where $m_{I}$ is the number of interactive transitions, $m_{M}$ the number of Markovian transitions and $n$ the number of states [35].

### 4.3 Algorithmic Computation of the Weak Bisimulation Quotient

The computation of the weak bisimulation quotient of an IMC is more involved and we will only briefly outline the ideas formalised in [35], which uses an adaptation of the partition refinement technique described above. In contrast to strong bisimulation, weak bisimulation does not mimic internal $\tau$ actions to achieve a higher degree of abstraction. We therefore have to identify those states that have no outgoing interactive transition annotated with a $\tau$ action, also called stable
states, and those that have at least one, called unstable states. We then partition the whole state space by grouping those states together that can reach stable states by taking only internal $\tau$ transitions, and those that cannot. We call the first class $C_{1}$ and the latter $C_{2}$. This step requires the a priori computation of the transitive reflexive closure $\xrightarrow{\tau^{*}}$ of internal $\tau$ actions. The algorithm is then similar to the computation of the strong bisimulation quotient: We initialise the set of splitters and refine the classes $C_{1}$ and $C_{2}$ separately in a stepwise fashion. The class $C_{2}$ is refined with function Refine and $C_{1}$ with Refine and $M_{-}$RefineS, where Refine is as before and M_RefineS an adaptation of M_Refine. The algorithm then computes the weak bisimulation quotient in $\mathcal{O}\left(\left(m_{I}^{\prime}+m_{M}\right) n\right)$ time where $m_{I}^{\prime}$ is the number of interactive transitions after transitive closure of internal transitions [35.

### 4.4 Bisimulation Quotient of Acyclic IMCs

In case that the considered IMC is acyclic, the minimum strong bisimulation can be determined at a much lower time-complexity of $\mathcal{O}(m)$ as suggested in [21, where $m$ is the total number of transitions.

Definition 19 (Acyclic IMC). An IMC P is acyclic, if it does not contain any plausible path $\pi$ with $k \in \mathbb{N}_{\geq 0}$ and $\pi[k]=s$ such that $\exists n . k<n \leq|\pi|$ with $\pi[n]=s$ for all $s \in S$. A path is plausible, if it does not contain any Markovian transition such that the maximum progress assumption is violated.

Since $S$ is finite and $P$ is acyclic, there is at least one state which cannot be left by a plausible path. The idea of the following algorithm is to order the states according to their longest distance to such an absorbing state. To do so we define the notion of ranks for IMCs.

Definition 20 (Rank Function). The rank function $R: S \rightarrow \mathbb{N}$ is defined by $R(s)=\max \left\{|\pi| \mid \pi \in\right.$ Paths $\left.^{P}(s)\right\}$.

Here, Paths ${ }^{P}(s)$ denotes the set of all plausible paths - which are finite - such that $R(s)<\infty$ for all $s \in S$. The observation which sets the groundwork for the algorithm below is that any two strongly bisimilar states have the same rank. Vice-versa, two states with the same rank are strongly bisimular if and only if they fulfil the two conditions of strongly bisimilar states. Note that transitions go only from states with a higher rank to states with a lower rank. This observation is exploited in the following algorithm. First, check states with rank 1 (states with rank 0 are by default strongly bisimilar) for strong bisimilarity. This computation requires only states with rank 0 . We apply the same procedure iteratively to all states with rank 2 , then to all states with rank 3 and so forth. In each iteration states with the same rank are analysed by looking at their transitions to states at the next lower rank. The time-complexity $\mathcal{O}(m)$ is defined by the depth-first search which is required for the rank computation 21. A similar algorithm can be adopted for the computation of the weak bisimulation quotient.

## 5 Extensions

The remarkable progress in the theoretic developments of IMCs in the last decade has also triggered research on related concepts. In this section we review inhomogeneous IMCs and Markov automata as specific extensions of IMCs.

### 5.1 Inhomogeneous IMCs

Inhomogeneous IMCs extend IMCs by allowing the annotations of Markovian transitions with functions rather than real values. So far we assumed that the rates of the Markovian transitions were static and independent of time, i.e. the dynamics of IMCs were assumed to be time-homogeneous. However, in many real-world applications the progress of time crucially influences the system's dynamics. Hardware components tend to degrade over time due to oxidation and deterioration, so that their failure rate is a monotonically increasing function over time rather than a static value. Another example is the power extraction rate of a battery, which depends on the remaining amount of stored energy. Those natural phenomena can be accurately captured with the help of timeinhomogeneous IMCs ( $I^{2} \mathrm{MCs}$ ) as introduced in [29]. Technically, the Markovian transitions $-\underset{\rightarrow}{\boldsymbol{\lambda}}$ of IMCs (labelled with a positive real number $\lambda$ ) are generalized to transitions of the form $s \xrightarrow[r_{s_{2}}{ }_{-}^{\prime}(t)]{ } s^{\prime}$ of $I^{2} \mathrm{MCs}$ (labelled with a continuous functions $r_{s, s^{\prime}}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ ). The rate to execute the transition $s \stackrel{r_{s_{-} s_{-}^{\prime}}^{\rightarrow}(t)}{ } s^{\prime}$ from $s$ to $s^{\prime}$ at time $t$, is determined by $r_{s, s^{\prime}}(t)$. The state transition probabilities respecting the respective race condition if multiple transitions leave a single state can be formulated analogously [29].

A process algebra and congruence results for weak and strong bisimulation for $I^{2} \mathrm{MCs}$ can be found in [29]. On the other hand, the model checking of inhomogeneous systems is quite intricate since one needs to account for the time-dependent dynamics and it still needs to be investigated further.

### 5.2 Markov Automata

Markov automata (MA) constitute a compositional behavioural model for continuous time stochastic and nondeterministic systems [23. Markov automata are on the one hand rooted in interactive Markov chains by extending the expressiveness of IMCs with instantaneous random switching. They are on the other hand an orthogonal composition of probabilistic automata and continuous time Markov chains. Formally, $\mathcal{M}=\left(S, A c t, \rightarrow,--, s_{0}\right)$ is a Markov automaton, where all components of $\mathcal{M}$, but $\rightarrow$, are as Definition 3 and the set of interactive transitions $\rightarrow$ is a subset of $S \times \operatorname{Act} \times \operatorname{Distr}(S)$. The definition of interactive transitions characterises the ability of random switching in Markov automata. Consequently, IMCs are special cases of Markov automata, where all distributions which prevail in the set of interactive transitions $\rightarrow$ are Dirac. Markov automata are expressive enough to capture the complete semantics of generalised stochastic Petri nets and of stochastic activity networks [22]. Due to these attractive semantic and compositionality features, there is a growing interest in tool and technique support for modelling and analysis with MA [57, 26, 32.


Fig. 10. The cardiac assist system DFT

## 6 Case Studies

IMCs have shown their practical relevance in diverse areas where memoryless continuous delay prevails. They serve as the semantics of several modelling and engineering formalisms such as generalised stochastic Petri nets [50], and Architectural Analysis and Design Language (AADL) [13]. Furthermore, they have proven their practical importance in various applications like Globally Asynchronous Locally Synchronous (GALS) designs [19, supervisory control [48, 49, satellite design [24], water-treatment facilities [34, and train control systems [10].

In the following, we will demonstrate how IMCs provide a precise formal semantics and enable compositional design and verification by examples about the industrial specification formalisms of dynamic fault trees 12 and Statemate 10.

### 6.1 Dynamic Fault Trees with Input/Output IMCs

Fault trees (FT) constitute a prominent formalism in reliability analysis to model how the failure propagation of a system's components induces a failure of the whole system [13, 12]. Its intuitive graphical syntax is often used for reliability analysis in industry. The leaves of a FT represent component failures called basic events, and all non-leaves indicate how component failures propagate through the system, modelled by so called gates. The root node represents the system failure, called the top-level event.

Static fault trees allow the use of the logic AND, OR and VOTING gates. Dynamic Fault Trees (DFT) extend them with a number of dynamic gates, to model common patterns in reliability engineering: functional dependencies can be specified via the FDEP gate; spare management via the SPARE gate ; and sequencing via the PAND gate. Further, each basic event is equipped with a probability distribution showing how the failure behaviour evolves over time.
Example 16 (Cardiac assist system). Figure 10 depicts a DFT representing a cardiac assist system (CAS) [11] consisting of three types of subsystems: the CPU, the motor unit, and the pump unit. If either one of these subsystem fails then the entire CAS fails, as modelled by the top-level OR gate.

The CPU unit consists of a primary (P) and backup (B) CPU, indicated by the SPARE gate. Both are subject to a common cause failure represented by the CPU FDEP gate: if either a crossbar switch (CS) or the system supervisor (SS) fails, both become unavailable.

The motor unit consists of a primary (MA) and backup motor (MB). If the primary motor fails and the switching component (MS) is still available, the backup motor is turned on. If the switching component fails afterwards, this can be ignored, as modelled by the PAND gate.

The pump unit consists of two primary pumps (PA and PB) which share a backup pump (PS). Thus, one of the primary pumps can be replaced after failing, and the pump unit fails, if all pumps are unavailable, represented by the AND gate.

Given a DFT, one is typically interested in calculating the reliability of the whole system over time. An efficient way to do so is the transformation of a DFT into an Input/Output Interactive Markov Chains (I/O-IMC). I/O-IMCs [12] extend IMCs by integrating features from input/output automata. Interactive transitions are partitioned into input actions and output actions. Input actions can only be taken, if another I/O-IMC executes a matching output action. This refinement enables one to define which component triggers a synchronization and which merely reacts. This can be readily exploited to model the components' dependencies with respect to failure propagation in DFTs.

The process chain from a DFT to its semantical IMC is depicted in Figure 11 The behaviour of each leaf and gate is encoded as an I/O-IMC. The interaction between components is modelled by means of input and matching output actions. Composition and abstraction techniques explained in Section 4 can then be used to aggregate a DFT into one IMC representation for the whole system. Finally, the IMC can be analysed either directly or after the transformation to a CTMDP.

### 6.2 Compositional Performability Evaluation for Statemate

Statemate [31] is a statechart-based tool set used by engineers in several avionic and automotive companies like AIRBUS and BMW 10. In this section we explain an approach proposed in [10, which enables performability evaluation of Statemate models. It applies various construction, optimisation and analysis techniques including compositional modelling using IMCs. In fact, the use of IMCs plays a crucial role in the model construction part of the methodology. We first recapitulate an example taken from [10] to show the applicability of Statemate and then explain the function of IMCs in the methodology.


Fig. 11. Graphical overview of the compositional aggregation of DFT models


Fig. 12. An example of Statemate design and the tool chain for quantitative evaluation of Statemate

Example 17. Figure 12 a shows a Statemate design that represents the functional behaviour of a heating system. It consists of a CONTROLLER, a MONITOR, a SENSOR, and an OBSERVER. The SENSOR repeatedly measures and stores the temperature. However, it is an unreliable component, which means that it might become inactive due to a defect and, therefore, does not update the temperature value. As soon as the MONITOR detects a sensor failure, it shuts the system down in order to avoid severe damage. The CONTROLLER constantly checks the current temperature and turns the heater on/off when the temperature is too cold/too hot. The OBSERVER's role is to observe whether a safety-critical state has been reached. In this example, the high level state TLE of the OBSERVER, which specifies a situation where the sensor has failed while the heater is still on, is safety-critical. There are also delay transitions denoted by bold arrows. They specify the event that is triggered as a delay passes. Here they signal a component failure; for example FM and FC indicate failures of the monitor and the sensor respectively.

The question that is naturally raised in such models is whether the risk of reaching some safety-critical state within a certain time bound is below a certain threshold. Such a question can be answered by using the tool chain (Figure 12b) devised in [10]. The input of the tool chain consists of several parts including the Statemate model, specification of safety-critical states and distributions of delay transitions. Based on these inputs, the tool chain computes the worst-case probability to reach some safety-critical state within the provided time bound. The given delay distribution is specified as a uniform IMC (uIMC), which is then composed with the model generated from input Statemate design. The result is later transformed into a uniform CTMDP (uCTMDP) by applying the steps in Section 2.6. Finally, a worst case time-bounded reachability analysis 6]
is performed on the uCTMDP. As a case study, the proposed technique has been successfully employed in the area of train control systems [10].

### 6.3 Tool Support

IMCA [27] is a tool for the quantitative analysis of IMCs and was recently extended to Markov automata. In particular, it supports the verification of IMCs against unbounded reachability, time- and interval-bounded reachability, expected-time objectives, and long-run average objectives. Hence, it supports the model-checking algorithms presented in this paper, whereas it is not capable of parsing a CSL formula. IMCA computes the maximum and minimum values for a set of goal states.
$C A D P$. 18] supports construction, minimisation and analysis of extended Markovian models including IMCs. It compiles and generates the state space from a specification. The compositional verification engine of CADP then composes a network of communicating IMCs. The tool set also enables minimisation modulo strong and branching bisimulation. Furthermore, it supports the steadystate and transient analysis of the final model via numerical verification techniques or simulation. The analysis is, however, restricted to models that exhibit only spurious nondeterminism.

SCOOP. 57] is a tool that symbolically optimises process-algebraic specifications of probabilistic processes including IMCs. Optimisations such as dead-variable reduction and confluence reduction are applied automatically by SCOOP. The optimised state spaces are ready to be analysed by, for instance, CADP or IMCA. Moreover, SCOOP and IMCA constitute a tool chain called MaMa [28, which supports construction, minimisation and analysis of IMCs, among other models (e. g. MA).

MRMC. 42] is a model checker for discrete-time and continuous-time Markov reward models. It supports the verification of PCTL and CSL as well as their reward extensions CSRL and PCTRL. There is also a CTMDP extension availabl ${ }^{2}$ which provides recent analysis techniques based on 16 .

## 7 Conclusion

This paper presents an overview about IMCs, a fruitful combination of CTMCs and LTSs which facilitates the modeling of and reasoning about probabilistic systems. A great strength of IMCs is their compositional semantics which established them as a prominent formalism for a wide range of applications. We presented the theoretical framework of IMCs and introduced related concepts such as composition and schedulers. The main reason for the application of IMCs in

[^5]system models is the plethora of available analysis techniques. Given a certain model, one typically wants to examine qualitative aspects such as reachability of certain system states but also quantitative aspects such as time-dependent probabilities and long-run behaviour. We provided an overview of state-of-the-art algorithms to answer these questions. A key to efficient computations is the reduction of the state space of the underlying model by exploitation of behavioural equivalences. In this context we introduced the notion of strong and weak bisimulation and presented algorithms to derive bisimulation quotients. Equipped with these techniques, IMCs have been successfully applied to a number of real-world problems and integrated into various models, especially as semantical model. We presented IMCs as the semantics of two industrial specification formalisms: Dynamic fault trees and Statemate.

Despite extensive progress on theoretical results and numerous tools and application developments over the last decade, IMCs still form a highly active field of research. First progress towards the measurability and analysis of IMCs has been made in [40] and future works might exploit IMCs' close entanglement with CTMDPs. Two extensions of IMCs, time-inhomogeneous IMCs and Markov automata, have been introduced. The former exhibits inhomogeneity in its embedded CTMC, while the latter adds the capability of random switching to interactive transitions. Tool support for IMCs is already available, for instance by CADP and IMCA. The latter has recently been integrated with SCOOP as a fully-fledged tool chain, called MAMA, which supports modelling, reduction and analysis of Markov automata, and IMCs as a special case of Markov automata. However, there is still room for improvements in time-bounded computations and possible extensions to Markov reward analysis. Given the advantages of IMCs, especially their expressiveness and compositional semantics, one can investigate opportunities to widen their application range to new concepts and formalisms.
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#### Abstract

The description of complex systems involving physical or biological components usually requires to model complex continuous behavior induced by variables such as time, distance, speed, temperature, alkalinity of a solution, etc. Often, such variables can be quantified probabilistically to better understand the behavior of the complex systems. For example, the arrival time of events may be considered a Poisson process or the weight of an individual may be assumed to be distributed according to a log-normal distribution. However, it is also common that the uncertainty on how these variables behave makes us prefer to leave out the choice of a particular probability and rather model it as a purely non-deterministic decision, as it is the case when a system is intended to be deployed in a variety of very different computer or network architectures. Therefore, the semantics of these systems needs to be represented by a variant of probabilistic automata that involves continuous domains on the state space and the transition relation.

In this paper, we provide a survey on the theory of such kind of models. We present the theory of the so-called labeled Markov processes (LMP) and its extension with internal non-determinism (NLMP). We show that in these complex domains, the bisimulation relation can be understood in different manners. We show the relation between the different bisimulations and try to understand their expressiveness through examples. We also study variants of Hennessy-Milner logic that provides logical characterizations of some of these bisimulations.


## 1 Introduction

The interplay of probabilistic and non-deterministic choices in systems that live in a continuous state space is becoming more common. For example, they arise naturally on software applications for mobile devices. This type of system has discrete state (memory hierarchy) as well as continuous state (position, orientation, acceleration, battery voltage, etc.). These continuous quantities are disrupted by the environment, and such disruption may be stochastically quantifiable. Besides, many algorithms make internal decisions sampling according to discrete probabilities. Moreover, they operate in meshes of devices where the relative speeds of execution among them are not known in

[^6]advance, therefore there is no information on how these devices interleave their operations in the time-line. Observations of discrete values like enabled or disabled buttons, and observations of continuous values like displayed roll angle in a cell phone, are part of these systems.

Examples of this kind which need to interact with physical or biological components abound and they exceed the modeling capabilities of Markov processes with continuous-state spaces or continuous time evolution (or both): they also need the consideration of non-determinism. Many formal frameworks have been defined to study them from a process theory or process algebra perspective [5] $68,9,14-16|20,21,44| 45$, etc.]. A prominent and extensive work on this area is the one that builds on top of the so-called labeled Markov processes (LMP) [14, 20, 21, 39]. This is due to its solid and well understood mathematical foundations. An LMP allows for many transition probability functions (or Markov kernels) leaving each state (instead of only one as in usual Markov processes). Each transition probability function is a measure ranging on a (possibly continuous) measurable space, and the different transition probability functions can be singled out through labels. Thus this model does not consider internal nondeterminism. From the modeling point of view, this is a significant drawback for this theory since internal non-determinism immediately arises in the analysis of systems, e.g., because of abstracting internal activity (such as weak bisimulation [37]) or because of state abstraction techniques (such as in model checking [2, 12]).

Many variants of continuous Markov processes that include internal non-determinism have been defined [5,6,8, 9, 15, 16, 45], including a continuous probabilistic variant of the (strong) bisimulation. Contrarily to LMPs, these models lack the sufficient structure to ensure that bisimilar models share the same observable behavior. Although [8,9] deal with the same unstructured type of model, they lift the burden of checking measurability to the semantic tools (such as bisimulation or schedulers). In particular, this results in the definition of a bisimulation as a relation between measures rather than states.

Contrarily to [8, 9] we preferred to follow the approach of Desharnais, Panangaden, et al. and extend LMPs with internal non-determinism using the power of the mathematics provided by measure theory. This led us to develop a theory of non-deterministic labeled Markov processes (NLMP) [7,10,17,1848]. An NLMP has a non-deterministic transition function $T_{a}$ for each label $a$ that, given a state, it returns a measurable set of probability measures, rather than only one probability measure as in LMPs.

In this paper, we provide a survey to the theory of labeled Markov processes (LMP) and its extension with internal non-determinism (NLMP). Moreover, we introduce a structured version of NLMPs (SNLMP) where action labels are also endowed with a measurable structure.

The natural notion of identity on measurable spaces is given by the $\sigma$-algebra: two points can be considered indistinguishable if they cannot be separated by the $\sigma$-algebra (i.e. there is no measurable set that contains one point but not the other). As a consequence, it is expected that bisimulation respects this principle in a setting where states are endowed with a $\sigma$-algebra. However, Danos et al. [14] showed that this is not the case in the LMP model and that there are bisimulation relations that may distinguish more than what the underlying $\sigma$-algebra can distinguish. That is, states that cannot
be separated by any measurable set (and hence always equated in the $\sigma$-algebra) may not be related by some bisimulation relation. This is awkward since measurable sets are the smallest distinguishable objects in a $\sigma$-algebra. Therefore, this raises the question of whether this problem extends to the bisimulation equivalence. To overcome this, [14] defines the so-called event bisimulation (in opposition to the previously existing state bisimulation-name which we will use from now on). The same situation arises on NLMPs. Moreover two candidates for state bisimulation appear if internal non-determinism is considered [17, 18, 48]. We recall here the definitions of the bisimulations on the different settings. In addition, we report the relations between the different bisimulations and try to understand their expressiveness through examples.

Behavioral equivalences like bisimulation have been characterized using logics with modalities, notably the Hennessy-Milner logic [33] (see also [29]). Similarly, there are Hennessy-Milner-like logics to completely characterize the different event bisimulation equivalences in LMPs [14], NLMPs [17|18|48], and SNLMPs [7] which we also present in this survey and show how they relate among themselves and the other bisimulations.

The next section summarizes some preliminaries on measure theory required to understand the paper. The rest of the text is structured according to each of the models. Section 3 reviews the theory of LMPs which deals with label-deterministic models. Section 4 reviews the theory of NLMPs which deals with internal non-determinism. Section 5 introduces SNLMPs which are a restriction of NLMPs where non-determinism in general is requested to be structured in a measurable space by endowing the set of labels with a $\sigma$-algebra. The paper concludes in Section6by reviewing some additional results that strongly relates to these models. We remark that the proofs of all results presented in Section 3 can be found in [14], the proofs of Section 4 can be found in [17] or, with more detail, in [48], and the proofs of Section [5] can be found in [7]. The results reported in Section 5have only appeared as part of the theses [7, 48].

## 2 Preliminaries on Measure Theory

In this section, we recall some fundamental notions of measure theory that will be useful throughout the paper.

Given a set $S$ and a collection $\Sigma$ of subsets of $S$, we call $\Sigma$ a $\sigma$-algebra iff $S \in \Sigma$ and $\Sigma$ is closed under complement and denumerable union. By $\sigma(\mathcal{G})$ we denote the $\sigma$-algebra generated by the family $\mathcal{G} \subseteq 2^{S}$, i.e., the minimal $\sigma$-algebra containing $\mathcal{G}$. Each element of $\mathcal{G}$ is called a generator and $\mathcal{G}$ is called the generator set. We call the pair $(S, \Sigma)$ a measurable space. A measurable set is a set $Q \in \Sigma$. Let $(L, \Lambda)$ and $(S, \Sigma)$ be measurable spaces. A measurable rectangle is a set $A \times B$ with $A \in \Lambda$ and $B \in \Sigma$. The product $\sigma$-algebra on $L \times S$ is the smallest $\sigma$-algebra containing all measurable rectangles, and is denoted by $\Lambda \otimes \Sigma$.

A function $\mu: \Sigma \rightarrow[0,1]$ is a probability measure if (i) it is $\sigma$-additive, i.e. $\mu\left(\bigcup_{i \in \mathbb{N}} Q_{i}\right)=\sum_{i \in \mathbb{N}} \mu\left(Q_{i}\right)$ for all countable family of pairwise disjoint measurable sets $\left\{Q_{i} \mid i \in \mathbb{N}\right\} \subseteq \Sigma$, and (ii) $\mu(S)=1$. By $\delta_{a}$ we denote the Dirac probability measure concentrated in $\{a\}$. Let $\Delta(S)$ denote the set of all probability measures over the measurable space $(S, \Sigma)$. We let $\mu, \mu^{\prime}, \mu_{1}, \ldots$ range over $\Delta(S)$. Let $\left(S_{1}, \Sigma_{1}\right)$ and $\left(S_{2}, \Sigma_{2}\right)$ be two measurable spaces. A function $f: S_{1} \rightarrow S_{2}$ is said to be measurable if for all $Q_{2} \in \Sigma_{2}$,
$f^{-1}\left(Q_{2}\right) \in \Sigma_{1}$, i.e., its inverse image maps measurable sets to measurable sets. In this case we denote $f:\left(S_{1}, \Sigma_{1}\right) \rightarrow\left(S_{2}, \Sigma_{2}\right)$ and say that $f$ is $\Sigma_{1}-\Sigma_{2}$ measurable.

Along the article we will often set our examples on Borel $\sigma$-algebras. A $\sigma$-algebra is Borel if it is generated by the set of all open sets in a topology. Particularly, the Borel $\sigma$-algebra on the real line is $\mathcal{B}(\mathbb{R})=\sigma(\{(a, b) \mid a, b \in \mathbb{R}$ and $a<b\})$. Similarly, $\mathcal{B}([0,1])$ is the Borel $\sigma$-algebra on the interval $[0,1]$ generated by the open sets in the interval [0, 1].

There is a standard construction by Giry [28] to endow $\Delta(S)$ with a $\sigma$-algebrd ${ }^{1}$ as follows: $\Delta(\Sigma)$ is defined as the $\sigma$-algebra generated by the sets of probability measures $\Delta^{B}(Q) \doteq\{\mu \mid \mu(Q) \in B\}$, with $Q \in \Sigma$ and $B \in \mathcal{B}([0,1])$. If $p \in[0,1]$, we will write $\Delta^{\geq p}(Q), \Delta^{>p}(Q), \Delta^{<p}(Q)$, etc. for $\Delta^{B}(Q)$ with $B=[p, 1],(p, 1],[0, p)$, respectively. It is known that the set $\left\{\Delta^{\geq p}(Q) \mid p \in(\mathbb{Q} \cap[0,1]), Q \in \Sigma\right\}$ generates $\Delta(\Sigma)$. We let $\xi, \zeta, \xi^{\prime}, \zeta^{\prime}, \xi_{1}, \zeta_{1}, \ldots$ range over $\Delta(\Sigma)$.

## 3 Labeled Markov Processes

Labeled Markov processes (LMP) were developed in [20, 21] by Desharnais et al. An LMP has a labeled set of actions where an action represents the interaction with the environment. Thus, an LMP is a reactive model in which there are different transition probabilities for each action. In this model, uncertainty is (only) considered to be probabilistic; therefore, the LMP model can be regarded as a generalization of deterministic processes. The thesis of Josée Desharnais [20] and the book of Prakash Panangaden [39] contain a thorough study on LMPs.

Definition 1. A labeled Markov process is a triple ( $S, \Sigma,\left\{\tau_{a} \mid a \in L\right\}$ ) where $\Sigma$ is $a$ $\sigma$-algebra on the set of states $S$, and for each label $a \in L$, the transition probability function $\tau_{a}: S \rightarrow \Delta(S) \cup\{\mathbf{0}\}$ is a measurable function. Here, we let $\mathbf{0}: \Sigma \rightarrow[0,1]$ be the null measure such that $\mathbf{0}(Q)=0$ for all $Q \in \Sigma$.

The value $\tau_{a}(s)(Q)$ represents the probability of making a transition to a state in $Q$ provided that the system is in state $s$ and action $a$ has been accepted. Therefore, the transition probability is actually a conditional probability: the probability of $Q$ is conditioned to the fact that the system is in state $s$ and that it reacts to action $a$. Originally, [20, 39] allow $\tau_{a}(s)$ to be a subprobability measure (i.e., $\left.\tau_{a}(s)(S) \leq 1\right)$ where the value $1-\tau_{a}(s)(S)$ represents the probability of refusing $a$. As we are going to review other models we prefer to deal only with full probability measures and let $\tau_{a}(s)=\mathbf{0}$ indicate that action $a$ is refused at the state $s$ with probability 1 .

Example 2. Consider a computer system that measures a movement of a particle in the real line $\mathbb{R}$. The particle moves according to the dynamics of a Brownian motion, but the system can only measure the position of the particle at discrete time. We also want to distinguish whether the particle has passed a particular threshold $h \in \mathbb{R}$.

[^7]The movement of the particle is described by a Wiener process which states that if the particle is observed at position $r$, the new position after a delay of $t$ time units is a random variable with distribution $N(r, t)$, i.e., a normal distribution with mean $r$ and variance $t$. More precisely, this distribution is defined by

$$
\mu_{r}^{t}([l, u])=\frac{1}{\sqrt{2 \pi t}} \int_{l}^{u} e^{\frac{(x-r)^{2}}{2 t}} \mathbf{d} x .
$$

To construct the LMP modeling the system, we let $\mathbb{R}$ be the set of states with the usual Borel $\sigma$-algebra $\mathcal{B}(\mathbb{R})$, where each state indicates the current position of the particle. The LMP has two types of probability transitions: one that represents the measure of the position of the particle after $n \in \mathbb{N}$ time units, and the other that indicates if the system is below or above the threshold through the labels low and high respectively. Thus, for each $n \in \mathbb{N}$ and state $r \in \mathbb{R}, \tau_{n}(r)=\mu_{r}^{n}$ represents the probability at position $r$ to read that the particle has jumped to a new position in a given interval after $n$ (discrete) time units have elapsed. Besides, $\tau_{\text {low }}(r)=$ if $r<h$ then $\delta_{r}$ else $\mathbf{0}$ is used to indicate whether the system is below or above the threshold; if $r$ is below the threshold $\tau_{\text {low }}(r)$ is a self-loop with probability 1 , otherwise it refuses action low. Similarly, $\tau_{\text {high }}(r)=$ if $r<h$ then 0 else $\delta_{r}$ indicates whether the system is above the threshold.

The system is then modeled by the LMP $\left(\mathbb{R}, \mathcal{B}(\mathbb{R}),\left\{\tau_{a} \mid a \in \mathbb{N} \cup\{\right.\right.$ low, high $\}$ ).
Probabilistic bisimulation was introduced by Larsen and Skou [35] in a discrete setting very much like the LMP, only that distributions run on discrete sets. This notion has been adapted by Desharnais et al. in [20, 21] to the continuous case of LMPs. The idea behind the bisimulation equivalence is that from two equivalent states, an $a$-transition should lead with equal probability to any measurable aggregate of equivalence classes (properly speaking, to any measurable set that results of an arbitrary union of equivalence classes).

Given a relation $R \subseteq S \times S$, a set $Q \subseteq S$ is $R$-closed if $R(Q) \subseteq Q$. Notice that if $R$ is symmetric, $Q$ is $R$-closed if and only if for all $s, t \in S$ such that $s R t, s \in Q \Leftrightarrow t \in Q$. Using this definition, a symmetric relation $R$ can be lifted to an equivalence relation in $\Delta(S)$ as follows: $\mu R \mu^{\prime}$ iff for every $R$-closed $Q \in \Sigma, \mu(Q)=\mu^{\prime}(Q)$.

Using this idea Desharnais et al. defined the notion of bisimulation that was called state bisimulation in [14] to stress the fact that the relation is defined directly on states.

Definition 3. $R \subseteq S \times S$ is $a$ state bisimulation on the $L M P\left(S, \Sigma,\left\{\tau_{a} \mid a \in L\right\}\right)$ if it is symmetric and for all $s, t \in S, a \in L$, $s R$ t implies that $\tau_{a}(s) R \tau_{a}(t)$.

We say that two states $s$ and $t$ are state bisimilar (or state bisimulation equivalent), denoted by $s \sim_{s} t$, if there is a state bisimulation $R$ such that $s R t$.

Relation $\sim_{s}$ can be proved to be a state bisimulation and also an equivalence relation [20, 21].

The definition of state bisimulation is point-wise and not event-wise as one should expect in a measure-theoretic realm, since $R$ has no measurability restrictions. Indeed, as shown in [14], a state bisimulation can distinguish more states than what the underlying $\sigma$-algebra can distinguish. Suppose the set of states $\{1,2,3,4\}$ with the $\sigma$-algebra $\{\varnothing,\{1,2\},\{3,4\},\{1,2,3,4\}\}$. No matter what the transition function is, the identity relation is a state bisimulation. However, the identity relation distinguishes states that
cannot be distinguished through measurable sets (i.e., events) on the $\sigma$-algebra. Take for instance states 1 and 2: they are not related by the identity relation but they cannot be distinguished through transition probability functions because the transition probability function has to be measurable with respect to the $\sigma$-algebra.

The question is whether this problem extends to the state bisimulation equivalence $\sim_{\mathrm{s}}$. To understand the problem, [14] introduced a measure-theory aware notion of behavioral equivalence.

Definition 4. An event bisimulation on an $\operatorname{LMP}\left(S, \Sigma,\left\{\tau_{a} \mid a \in L\right\}\right)$ is a sub- $\sigma$-algebra $\Xi$ of $\Sigma$ s.t. $\left(S, \Xi,\left\{\tau_{a} \mid a \in L\right\}\right)$ is an LMP.

We extend the notion of event bisimulation to relations. We say that a relation $R$ is an event bisimulation if there is an event bisimulation $\Xi$ such that $R=\mathcal{R}(\Xi)$, where $\mathcal{R}(\Xi) \doteq\{(s, t) \in S \times S \mid \forall Q \in \Xi: s \in Q \Leftrightarrow t \in Q\}$. More generally, we say that two states $s, t \in S$ are event bisimilar, denoted by $s \sim_{\mathrm{e}} t$, if there is an event bisimulation $\Xi$ such that $s \mathcal{R}(\Xi) t$. The fact that $\sim_{\mathrm{e}}$ is an equivalence relation is an immediate corollary of Theorem [5]

The article [14] shows that $R$ is a state bisimulation iff $\Sigma(R)$, defined by $\Sigma(R)=$ $\{Q \in \Sigma \mid Q$ is $R$-closed $\}$, is an event bisimulation. This is an important result that leads to prove that the largest state bisimulation $\sim_{\mathrm{s}}$ is also an event bisimulation. That is $\sim_{\mathrm{s}} \subseteq \sim_{\mathrm{e}}$.

Another way to understand the semantics of a process is through a modal logic. The semantics of a process is defined by the set of properties that it satisfies. Particularly, a formula in a Hennessy-Milner-like logic defines a possible observation of the execution of the system [29, 33].

Besides, it would be useful if the semantics from the point of view of the logic agrees with that defined by the bisimulation. Thus, if two states are not bisimilar there must be an observation (a formula) that distinguishes them.

In [20, 21] a variant of the Hennessy-Milner logic for LMPs is introduced. The logic, that we call $\mathcal{L}^{0}$, is given by the following productions:

$$
\varphi \equiv \top\left|\varphi_{1} \wedge \varphi_{2}\right|\langle a\rangle_{q} \varphi
$$

where $a \in L$ and $q \in \mathbb{Q} \cap[0,1]$.
Formulas in $\mathcal{L}^{0}$ are interpreted as sets of states. Thus, a formula $\varphi$ is satisfied by a state $s$ if and only if $s \in \llbracket \varphi \rrbracket$.

$$
\llbracket \uparrow \rrbracket:=S \quad \llbracket \varphi_{1} \wedge \varphi_{2} \rrbracket:=\llbracket \varphi_{1} \rrbracket \cap \llbracket \varphi_{2} \rrbracket \quad \llbracket\langle a\rangle_{q} \varphi \rrbracket:=\left\{s \in S: \tau_{a}(s, \llbracket \varphi \rrbracket) \geq q\right\}
$$

Notice, in particular, that $\langle a\rangle_{q} \varphi$ is satisfied by a state $s$ if there is an $a$-labeled transition from $s$ reaching a set of states that satisfy $\varphi$ with probability at least $q$. Therefore, for the semantics to be well defined, $\llbracket \varphi \rrbracket$ should be measurable for any formula $\varphi$. To show this, first notice that all operations involved on the definition of the semantics preserve measurability (in particular $\tau_{a}$ is a measurable function). Then, by structural induction on the formula $\varphi$, it is straightforward to conclude that $\llbracket \varphi \rrbracket$ is measurable. Let $\llbracket \mathcal{L}^{0} \rrbracket:=\left\{\llbracket \varphi \rrbracket: \varphi \in \mathcal{L}^{0}\right\}$. By the previous observation, $\llbracket \mathcal{L}^{0} \rrbracket \subseteq \Sigma$.

It has been proved in [20,21] that if the set of states is an analytic space ${ }^{2}$ and the set of labels $L$ is countable, then $\mathcal{L}^{0}$ characterizes state bisimulation; that is, for any two given states $s, t \in S, s \sim_{\mathrm{s}} t$ if and only if $s \mathcal{R}\left(\mathcal{L}^{0}\right) t$ (i.e., for all $\varphi \in \mathcal{L}^{0}, s \in \llbracket \varphi \rrbracket \Leftrightarrow t \in$ $\llbracket \varphi \rrbracket)$. Besides, [14] showed that $\mathcal{L}^{0}$ completely characterizes the event bisimulation in general. More precisely, they proved that $\sigma\left(\llbracket \mathcal{L}^{0} \rrbracket\right)$, the $\sigma$-algebra generated by $\llbracket \mathcal{L}^{0} \rrbracket$, is the smallest $\sigma$-algebra that is also an event bisimulation.

Summarizing the results, we have:
Theorem 5. For every $L M P\left(S, \Sigma,\left\{\tau_{a} \mid a \in L\right\}\right), \sim_{s} \subseteq \sim_{\mathrm{e}}=\mathcal{R}\left(\mathcal{L}^{0}\right)$. Moreover, if $(S, \Sigma)$ is an analytic Borel space and $L$ is countable then $\sim_{s}=\sim_{e}=\mathcal{R}\left(\mathcal{L}^{0}\right)$.

It was shown in [42] that this result does not generalize to arbitrary measurable spaces.
As we mentioned, an LMP is an inherently deterministic model in the sense that the label determines a unique transition probability function. Thus, this model does not consider internal non-determinism. From the process algebra point of view, this is a significant drawback of this theory since internal non-determinism immediately arises in the modeling and analysis of systems. For example, internal non-determinism arises by abstracting internal activity (to later use weak bisimulation [37]) or by using state abstraction techniques (such as in model checking [12]). This can be seen more clearly in the next example.

Example 6. This time we consider two computer systems, each measuring a different particle moving in the real line. One of them moves half as fast as the other, and for this reason, the system that monitors this new particle, also samples half as fast. These two systems can be modeled in a single LMP where the state space is defined by $\mathbb{R} \times\{1,2\}$ and each state $(r, k)$ indicates that the particle $k$ is in position $r$. As in Ex. 2] we also consider a threshold $h$.

The complete LMP is defined by: $\left(\mathbb{R} \times\{1,2\}, \mathcal{B}(\mathbb{R} \times\{1,2\}),\left\{\tau_{a} \mid a \in \mathbb{N} \cup\{\right.\right.$ low, high $\left.\left.\}\right\}\right)$, where $\tau_{\text {low }}(r, k)=$ if $r<h$ then $\delta_{(r, k)}$ else $\mathbf{0}, \tau_{\text {high }}(r, k)=$ if $r<h$ then $\mathbf{0}$ else $\delta_{(r, k)}$, and for all $n \in \mathbb{N}, \tau_{n}(r, 1)=\mu_{r}^{n} \circ f_{1}^{-1}, \tau_{2 n}(r, 2)=\mu_{r}^{n} \circ f_{2}^{-1}$, and $\tau_{2 n-1}(r, 2)=\mathbf{0}$, with $f_{k}(x)=(x, k)$ for all $x \in \mathbb{R}$.

Notice that the probability of the first particle going beyond the threshold is the same as the probability of the second particle going beyond the threshold if both are at the same position (i.e., in states $(r, 1)$ and $(r, 2)$ respectively) and the time to reach the threshold is not important. This is easy to see since each $\tau_{n}$ transition of the fast particle $(k=1)$ can be matched with a $\tau_{2 n}$ transition of the slow particle $(k=2)$ and vice versa. Nevertheless, it is also clear that $(r, 1)$ and $(r, 2)$ are not (event nor state) bisimilar. In particular, if $q=\mu_{h-d}^{n}([h, \infty)),(h-d, 1) \in \llbracket\langle n\rangle_{q}\langle h i g h\rangle_{1} \top \rrbracket$ but $(h-d, 2) \notin$ $\mathbb{K}\langle n\rangle_{q}\langle h i g h\rangle_{1} \top \rrbracket$.

The distinction occurs only because the label $n \in \mathbb{N}$ (the elapsed time) is observable. Abstracting from time would require hiding this class of label, and any reasonable hiding operation will immediately end up with an object not expressible in terms of an LMP.

[^8]
## 4 Non-deterministic Labeled Markov Processes

Non-deterministic Labeled Markov Processes (NLMP) were introduced in [17, 18] as a generalization of LMPs that enable the modeling of internal non-determinism. That is, in an NLMP, two different but equally labeled transition probabilities are allowed to leave the same state.

There have been several attempts to define non-deterministic continuous probabilistic transition systems and all of them are straightforward extensions of (simpler) discrete versions. There are two fundamental differences in the NLMP model. The first one is that the non-deterministic transition function $T_{a}$ now maps states to measurable sets of probability measures rather than arbitrary sets as previous approaches do. This is motivated by the fact that the non-determinism has to be resolved using schedulers. If we allowed the target set of states to be an arbitrary subset (as in [6, 9, 15]), the system as a whole could suffer from non-measurability issues, which would mean that it could not be quantified. (Rigorously speaking, labels should also be provided with a $\sigma$-algebra in order to define schedulers, but we omit it in this first approach.) The second difference is inspired by the definition of LMP: we ask that, for each label $a \in L, T_{a}$ is a measurable function. One of the reasons for this restriction is to have well defined modal operators of a probabilistic Hennessy-Milner logic, like in the LMP case.

Definition 7. A non-deterministic labeled Markov process (NLMP for short) is a structure ( $S, \Sigma,\left\{T_{a} \mid a \in L\right\}$ ) where $\Sigma$ is a $\sigma$-algebra on the set of states $S$, and for each label $a \in L, T_{a}: S \rightarrow \Delta(\Sigma)$ is measurable.

For the requirement that $T_{a}$ is measurable, we need to endow $\Delta(\Sigma)$ with a $\sigma$-algebra. This is a key construction for the development of the theory of NLMPs.
Definition 8. $H(\Delta(\Sigma))$ is the minimal $\sigma$-algebra containing all sets $H_{\xi} \doteq\{\zeta \in \Delta(\Sigma) \mid$ $\zeta \cap \xi \neq \varnothing\}$ with $\xi \in \Delta(\Sigma)$.

This construction is similar to that of the Effros-Borel spaces [34] and resembles the so-called hit-and-miss topologies [38]. Note that the generator set $H_{\xi}$ contains all measurable sets that "hit" the measurable set $\xi$. Also observe that $T_{a}^{-1}\left(H_{\xi}\right)$ is the set of all states that "hit" the set of measures $\xi$ through label $a$ (i.e., $T_{a}^{-1}\left(H_{\xi}\right)=\left\{s \mid T_{a}(s) \cap \xi \neq\right.$ $\varnothing\}$ ). This forms the basis to existentially quantify over the non-determinism, and it is fundamental for the behavioral equivalences and the logic.

The next two examples (inspired by an example in [8]) show why $T_{a}$ is required to map into measurable sets and to be measurable. For these examples we let the state space and $\sigma$-algebra be the real unit interval with the standard Borel $\sigma$-algebra.

Example 9. Let $\mathcal{V}=\left\{\delta_{q} \mid q \in V\right\}$, where $V$ is a non-measurable set in [0,1] (that is, $V \subseteq[0,1]$ and $V \notin \Sigma)$. It can be shown that $\mathcal{V}$ is not measurable in $\Delta(\Sigma)$. Let $T_{a}(s)=\mathcal{V}$ for all $s \in[0,1]$. The resolution of the internal non-determinism by means of so-called schedulers (also adversaries or policies) [41,46], would require to assign probabilities to all possible choices. This amounts to measure the non-measurable set $T_{a}(s)$. This is why we require that $T_{a}$ maps into measurable sets.

Example 10. Let $T_{a}(s)=\{\mu\}$ for a fixed measure $\mu$, and let $T_{b}(s)=$ if $(s \in V)$ then $\left\{\delta_{1}\right\}$ else $\varnothing$, for every $s \in[0,1]$, with $V$ being a non-measurable set. Notice that both
$T_{a}(s)$ and $T_{b}(s)$ are measurable sets for every $s \in[0,1]$. Assume that there is a scheduler that chooses to first do $a$ and then $b$ starting at some state $s$. The probability under such scheduler of reaching state 1 after preforming both transitions cannot be measured since it requires to apply $\mu$ to the set $T_{b}^{-1}\left(H_{\Delta(S)}\right)=V$ which is not measurable. Besides, we will later need that sets $T_{a}^{-1}\left(H_{\xi}\right)$ are measurable so that the semantics of the logic $\mathcal{L}^{1}$ maps into measurable sets.

Notice that an LMP can be regarded as an NLMP without internal non-determinism, that is, an NLMP in which $T_{a}(s)$ is either a singleton or the empty set for all $a \in L$ and $s \in S$. In fact, an LMP can be encoded as an NLMP by taking $T_{a}(s)=\left\{\tau_{a}(s)\right\} \backslash\{\mathbf{0}\}$. For this, it is necessary that singletons $\{\mu\}$ are measurable in $\Delta(\Sigma)$ for the NLMP to be well defined. (In general, it suffices that $\Sigma$ is countably generated to ensure that singleton sets are measurable [17].) Moreover, it is also necessary that function $T_{a}$ is measurable, which is actually the case. Indeed, it is not difficult to verify that $T_{a}$ is measurable iff $\tau_{a}$ is measurable [48].

Example 11. Taking the previous definition, the LMP of the two particles moving on the real line of Ex. 6 can be translated into the $\operatorname{NLMP}\left(\mathbb{R} \times\{1,2\}, \mathcal{B}(\mathbb{R} \times\{1,2\}),\left\{T_{a} \mid\right.\right.$ $a \in \mathbb{N} \cup\{$ low, high $\}\}$ ), where $T_{\text {low }}(r, k)=$ if $(r<h)$ then $\left\{\delta_{(r, k)}\right\}$ else $\varnothing, \quad T_{\text {high }}(r, k)=$ if $(r<h)$ then $\varnothing$ else $\left\{\delta_{(r, k)}\right\}$, and for all $n \in \mathbb{N}, T_{n}(r, 1)=\left\{\mu_{r}^{n} \circ f_{1}^{-1}\right\}, T_{2 n}(r, 2)=\left\{\mu_{r}^{n} \circ\right.$ $\left.f_{2}^{-1}\right\}$, and $T_{2 n-1}(r, 2)=\varnothing$, with $f_{k}(x)=(x, k)$ for all $x \in \mathbb{R}$.

Notice that if we abstract the time just like in process algebra, then we obtain the NLMP $\left(\mathbb{R} \times\{1,2\}, \mathcal{B}(\mathbb{R} \times\{1,2\}),\left\{T_{a} \mid a \in\{\epsilon\right.\right.$, low, high $\left.\left.\}\right\}\right)$, with $T_{\text {low }}$ and $T_{\text {high }}$ as before and $T_{\epsilon}(r, k)=\left\{\mu_{r}^{n} \circ f_{k}^{-1} \mid n \in \mathbb{N}\right\}$. Clearly this last set is measurable in $\Delta(\mathcal{B}(\mathbb{R} \times\{1,2\}))$ since it is countable (singleton sets are measurable in $\Delta(\mathcal{B}(\mathbb{R} \times\{1,2\})$ ), see [17]). Besides, it can be proved that $T_{\epsilon}$ is measurable which shows that this abstraction defines a proper NLMP.

The original definition of bisimulation given by Larsen and Skou [35] has been generalized to a continuous setting in, e.g., [5 6, 15, 16 45]. These definitions closely resemble the definition of Larsen and Skou, the only difference being that two measures are considered equivalent if they agree in every measurable union of equivalence classes induced by the relation. In our setting, this definition can be instantiated as follows
Definition 12. A relation $R$ is a state bisimulation on an $\operatorname{NLMP}\left(S, \Sigma,\left\{T_{a} \mid a \in L\right\}\right)$ if it is symmetric and for all $a \in L, s R$ t implies that for all $\mu \in T_{a}(s)$, there is $\mu^{\prime} \in T_{a}(t)$ s.t. $\mu R \mu^{\prime}$. We say that $s, t \in S$ are state bisimilar, denoted by $s \sim_{s} t$, if there is a state bisimulation $R$ such that $s R t$.

The relation $\sim_{s}$ is the largest state bisimulation and it is also an equivalence relation [17,48]. The proof of this follows the standard strategy of the classic bisimulation (see [37]). Apart from the probabilistic treatment, it only differs in that the composition $R \circ R^{\prime}$ is granted to be state bisimulation if $R$ and $R^{\prime}$ are reflexive state bisimulations. (If one of $R$ or $R^{\prime}$ is not reflexive, $R \circ R^{\prime}$ may not be a state bisimulation.) Besides, it is easy to show that a state bisimulation on an LMP is also a state bisimulation on the encoding NLMP and vice versa.

The next example revisits Example 6 Using the timed abstracted version of Example 11] it shows that it is possible to prove that the two particles behave the same (modulo state bisimulation).

Example 13. Take the time-abstracted NLMP of Ex. 11 and let $R=\{((r, 1),(r, 2)) \mid r \in$ $\mathbb{R}\}$. Notice that any measurable $R$-closed set has the form $Q_{B}=B \times\{1,2\}$ for some $B \in$ $\mathcal{B}(\mathbb{R})$. Hence $\mu_{r}^{n} \circ f_{1}^{-1}\left(Q_{B}\right)=\mu_{r}^{n}(B)=\mu_{r}^{n} \circ f_{2}^{-1}\left(Q_{B}\right)$ and therefore $\left(\mu_{r}^{n} \circ f_{1}^{-1}\right) R\left(\mu_{r}^{n} \circ f_{2}^{-1}\right)$. Since $\mu \in T_{\epsilon}(r, 1)$ implies that $\mu=\mu_{r}^{n} \circ f_{1}^{-1}$ for some $n$, then there is some $\mu^{\prime} \in T_{\epsilon}(r, 2)$ such that $\mu R \mu^{\prime}$ (in fact, $\mu^{\prime}=\mu_{r}^{n} \circ f_{2}^{-1}$ ). From here (and the cases of $T_{\text {low }}$ and $T_{\text {high }}$, which we omit) it follows that $R$ is a state bisimulation.

In the case of an $\operatorname{LMP}\left(S, \Sigma,\left\{\tau_{a} \mid a \in L\right\}\right)$, an event bisimulation is a sub- $\sigma$-algebra $\Xi \subseteq \Sigma$ such that all transition probability functions are $\Xi-\Delta(\Xi)$ measurable. We state our generalization following the same idea.

Definition 14. An event bisimulation on an $\operatorname{NLMP}\left(S, \Sigma,\left\{T_{a} \mid a \in L\right\}\right)$ is a sub- $\sigma$ algebra $\Xi$ of $\Sigma$ s.t. $T_{a}:(S, \Xi) \rightarrow(\Delta(\Sigma), H(\Delta(\Xi)))$ is measurable for each $a \in L$.

Note that $T_{a}$ is the same function from $S$ to $\Delta(\Sigma)$ only that, for $\Xi$ to be an event bisimulation, it should be measurable from $\Xi$ to $H(\Delta(\Xi)$ ). Here, $H(\Delta(\Xi)$ ) is the sub- $\sigma$-algebra of $H(\Delta(\Sigma))$ generated by $\left\{H_{\xi} \mid \xi \in \Delta(\Xi)\right\}$.

Just like for LMPs, the notion of event bisimulation can be extended to relations: $R$ is an event bisimulation if there is an event bisimulation $\Xi$ s.t. $R=\mathcal{R}(\Xi)$. More generally, we say that two states $s, t \in S$ are event bisimilar, denoted by $s \sim_{e} t$, if there is an event bisimulation $\Xi$ such that $s \mathcal{R}(\Xi) t$. The fact that $\sim_{\mathrm{e}}$ is an equivalence relation is an immediate corollary of Theorem 16given below. We remark that an event bisimulation on an LMP is also an event bisimulation on the encoding NLMP and vice versa.

For NLMPs, we introduce a third kind of bisimulation that we call hit bisimulation ${ }^{3}$. Rather than looking point-wise at probability measures as state bisimulations do, the definition of the hit bisimulation follows the idea of Def. 8 and verifies that both $T_{a}(s)$ and $T_{a}(t)$ hit the same measurable sets of probability measures which measure only $R$-closed sets.

Definition 15. A relation $R \subseteq S \times S$ is a hit bisimulation on the $\operatorname{NLMP}\left(S, \Sigma,\left\{T_{a} \mid\right.\right.$ $a \in L\}$ ) if it is symmetric and for all $a \in L, s R$ t implies that, for all $\xi \in \Delta(\Sigma(R))$, $T_{a}(s) \cap \xi \neq \varnothing \Leftrightarrow T_{a}(t) \cap \xi \neq \varnothing$. We say that $s, t \in S$ are hit bisimilar, denoted by $s \sim_{h} t$, if there is a hit bisimulation $R$ such that $s R t$.

The relation $\sim_{h}$ is the largest hit bisimulation and an equivalence relation. Hit bisimulations relate to the event bisimulations in NLMPs very much like the the state bisimulations relate to the event bisimulations in LMPs. In particular, $R$ is a hit bisimulation if and only if $\Sigma(R)$ is an event bisimulation. This is indeed an important result that is central to eventually prove that $\sim_{h}$ is also an event bisimulation and hence $\sim_{h} \subseteq \sim_{\mathrm{e}}$. The fact that $\sim_{\mathrm{h}}$ is an equivalence relation is actually a consequence of the fact that it is also an event bisimulation (every event bisimulation is an equivalence relation directly from its definition). The details of all these results appeared in [17, 48].

A state bisimulation $R$ is also a hit bisimulation. The proof of this relies on the fact that if $\xi \in \Delta(\Sigma(R)), \mu \in \xi$ and $\mu R \mu^{\prime}$, then $\mu^{\prime} \in \xi$. The rest of the proof is straightforward from the definitions. An immediate consequence is that $\sim_{\mathrm{s}} \subseteq \sim_{\mathrm{h}}$. As we will see later, the inclusion is proper.

[^9]Nevertheless both notions of bisimulation agree on NLMPs that are image denumerable. That is, a hit bisimulation $R$ is also a state bisimulation on any NLMP satisfying that for all $a \in L, s \in S, T_{a}(s)$ is denumerable. As a consequence of this, a state bisimulation on an LMP is a hit bisimulation on the translated NLMP and vice versa, since the translated NLMP is deterministic and hence image denumerable $\left(\left|T_{a}(s)\right| \leq 1\right.$ for all $a \in L$ and $s \in S$ ).

Like for LMPs, we can also provide a Hennessy-Milner-like logic for NLMPs that characterizes event bisimulation in general and all the bisimulations under some conditions. As we will see in Ex. $18, \mathcal{L}^{0}$ is not sufficiently expressive to characterize event bisimulation in NLMPs. Therefore, we need a richer logic. The logic we present below was introduced in [17,18] and is related to the logic of Parma and Segala [40]. The main difference is that we consider two kinds of formulas: one that is interpreted on states, and another that is interpreted on measures. The syntax is as follows,

$$
\begin{aligned}
\varphi & \equiv \top\left|\varphi_{1} \wedge \varphi_{2}\right|\langle a\rangle \psi \\
\psi & \equiv \bigvee_{i \in I} \psi_{i}|\neg \psi|[\varphi]_{\geq q}
\end{aligned}
$$

where $a \in L, I$ is a denumerable index set, and $q \in \mathbb{Q} \cap[0,1]$. We denote by $\mathcal{L}^{1}$ the set of all formulas generated by the first production and by $\mathcal{L}_{\Delta}^{1}$ the set of all formulas generated by the second production.

The semantics is defined with respect to an NLMP $(S, \Sigma, T)$. Formulas in $\mathcal{L}^{1}$ are interpreted as sets of states, and formulas in $\mathcal{L}_{\Delta}^{1}$ are interpreted as sets of measures on the state space as follows,

$$
\begin{array}{ll}
\llbracket \supset \rrbracket=S & \llbracket \bigvee_{i \in I} \psi_{i} \rrbracket=\bigcup_{i} \llbracket \psi_{i} \rrbracket \\
\llbracket \varphi_{1} \wedge \varphi_{2} \rrbracket=\llbracket \varphi_{1} \rrbracket \cap \llbracket \varphi_{2} \rrbracket & \llbracket \neg \psi \rrbracket=\llbracket \psi \rrbracket^{c} \\
\llbracket\langle a\rangle \psi \rrbracket=T_{a}^{-1}\left(H_{\llbracket \psi \rrbracket}\right) & \llbracket[\varphi]_{\geq q} \rrbracket=\Delta^{\geq q}(\llbracket \varphi \rrbracket)
\end{array}
$$

In particular, notice that $\langle a\rangle \psi$ is satisfied at a state $s$ whenever there is some measure $\mu \in$ $T_{a}(s)$ that satisfies $\psi$, and that $[\varphi]_{\geq q}$ is satisfied by a measure $\mu$ whenever $\mu(\llbracket \varphi \rrbracket) \geq q$. As in the case of LMPs, the sets $\llbracket \varphi \rrbracket$ and $\llbracket \psi \rrbracket$ are measurable in $\Sigma$ and $\Delta(\Sigma)$, respectively. For the rest of the section, fix $\llbracket \mathcal{L}^{1} \rrbracket=\left\{\llbracket \varphi \rrbracket \mid \varphi \in \mathcal{L}^{1}\right\}$.

Note that some other operators can be encoded as syntactic sugar. For instance, we can define $[\varphi]_{>r} \equiv \bigvee_{q \in \mathbb{Q} n[0,1] \wedge q>r}[\varphi]_{\geq q}$ for any real $r \in[0,1]$, and $[\varphi]_{\leq r} \equiv \neg[\varphi]_{>r}$.

It can be shown that $\mathcal{L}^{1}$ characterizes event bisimulation for NLMPs. Following the lines of the proof for the logical characterization of event bisimilarity for LMPs, it can be proved that $\sigma\left(\llbracket \mathcal{L}^{1} \rrbracket\right)$ is the smallest $\sigma$-algebra that is also an event bisimulation. A mild generalization of the concept of event bisimulation, namely families of sets being stabl $\sqrt[4]{4}$ plays a role in the proof; it is immediate from the definition that stable $\sigma$-algebras are exactly the event bisimulations. It is shown in [17, Sect. 5] that $\llbracket \mathcal{L}^{1} \rrbracket$ is the smallest stable family of subsets that is closed under finite intersections. A key lemma that appears in [47] ensures that $\sigma(C)$ is stable whenever $C$ is, and the result follows:

[^10]Theorem 16. The logic $\mathcal{L}^{1}$ completely characterizes event bisimulation. In other words, $\mathcal{R}\left(\mathcal{L}^{1}\right)=\sim_{\mathrm{e}}$.

A consequence of this theorem together with the previously discussed relations between the different bisimulations, is that both state and hit bisimulation are sound for $\mathcal{L}^{1}$, i.e., they preserve the validity of formulas.

Theorem 17. $\sim_{\mathrm{s}} \subseteq \sim_{\mathrm{h}} \subseteq \sim_{\mathrm{e}}=\mathcal{R}\left(\mathcal{L}^{1}\right)$.
As we will review in Examples 20 and 21 these inclusions are proper in general. Nevertheless, for image-finite NLMPs over analytic spaces it can be proved that the same logic is complete for state bisimilarity, and hence all notions are the same. (An NLMP is image finite if $T_{a}(s)$ is finite for all $a \in L$ and $s \in S$.) In fact, the sub-logic of $\mathcal{L}^{1}$ defined by

$$
\begin{equation*}
\varphi \equiv \mathrm{\top}\left|\varphi_{1} \wedge \varphi_{2}\right|\langle a\rangle \bigwedge_{i=1}^{n}\left[\varphi_{i}\right]_{\bowtie_{i} q_{i}} \tag{1}
\end{equation*}
$$

where $\bowtie_{i} \in\{>,<\}$ and $q_{i} \in \mathbb{Q} \cap[0,1]$, is complete for $\sim_{s}$ under those restriction. Let $\mathcal{L}^{1-}$ be the set of all formulas generated by (11).

It should be noted that the expression $\langle a\rangle \bigwedge_{i=1}^{n}\left[\varphi_{i}\right]_{\bowtie_{i} q_{i}}$ may not be expressed as a conjunction of formulas $\langle a\rangle\left[\varphi_{i}\right]_{\bowtie_{i} q_{i}}$ because the probabilistic bounds must be satisfied by the same non-deterministic transition. The next example from [10] illustrates this fact.

Example 18. Take the discrete NLMPs depicted in Fig. 1 States $s$ and $t$ are not bisimilar since given a measure $\mu \in T_{a}(s)$, there is no $\mu^{\prime} \in T_{a}(t)$ such that $\mu(Q)=\mu^{\prime}(Q)$ for all $Q \in\{\{x\},\{y\},\{z\}\}$ (which are the only relevant possible $R$-closed sets). A logic having a modality that can only describe one behavior after a label will not be able to distinguish between $s$ and $t$. For example, $\llbracket\langle a\rangle[\varphi]_{>q} \rrbracket=\left\{w \mid T_{a}(w) \cap \Delta^{>q}(\llbracket \varphi \rrbracket) \neq \varnothing\right\}$ will always have $s$ and $t$ together, or none of them. Observe that negation, denumerable conjunction or disjunction, do not add any distinguishing power (on an image finite setting).


|  | $\mu_{0}$ | $\mu_{1}$ | $\mu_{2}$ | $\mu_{0}^{\prime}$ | $\mu_{1}^{\prime}$ | $\mu_{2}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\{x\}$ | $\frac{1}{3}$ | $\frac{2}{3}$ | 0 | $\frac{2}{3}$ | $\frac{1}{3}$ | 0 |
| $\{y\}$ | 0 | $\frac{1}{3}$ | $\frac{2}{3}$ | 0 | $\frac{2}{3}$ | $\frac{1}{3}$ |
| $\{z\}$ | $\frac{2}{3}$ | 0 | $\frac{1}{3}$ | $\frac{1}{3}$ | 0 | $\frac{2}{3}$ |

Fig. 1. $s$ and $t$ are not bisimilar

Notice, however, that the $\mathcal{L}^{1-}$ formula $\langle a\rangle\left([\langle b\rangle \top]_{<\frac{2}{3}} \wedge[\langle c\rangle \top]_{>\frac{1}{3}}\right)$ is satisfied by $s$ but not by $t$.

The essential need for this new modal operator also shows that our $\sigma$-algebra $H(\Delta(\Sigma))$ in Def. 8 cannot be simplified to $\sigma\left(\left\{H_{\Delta^{B}(Q)}: B \in \mathcal{B}([0,1]), Q \in \Sigma\right\}\right)$. States $s$ and $t$ in the
example above should be observationally distinguished from each other. Formally, this amounts to saying that there must be some label $a$ and some measurable $\Theta \in H(\Delta(\Sigma))$ such that $T_{a}^{-1}(\Theta)$ separates $s$ from $t$. Therefore, the same must be true for some generator $\Theta$, but this does not hold for the family $\left\{H_{\Delta^{B}(Q)}: B \in \mathcal{B}([0,1]), Q \in \Sigma\right\}$.

The proof that our logic is complete for state bisimilarity follows from [17] Lemma 5.8] that states that given an $\operatorname{NLMP}(S, \Sigma, T)$ with $(S, \Sigma)$ analytic, if we have a countable logic $\mathfrak{L}$ with $\llbracket \mathfrak{L} \rrbracket \subseteq \Sigma$ satisfying some local criteria, then that logic must characterize $\sim_{s}$ completely. (Logic $\mathfrak{L}$ is countable if the number of formulas in $\mathfrak{L}$ is countable.) In our case, $\mathcal{L}^{1}$ is not countable but the sub-logic $\mathcal{L}^{1-}$ given by (1) satisfies all the requirements and hence $\sim_{s}=\mathcal{R}\left(\mathcal{L}^{1-}\right)$. Since $\mathcal{R}\left(\mathcal{L}^{1}\right) \subseteq \mathcal{R}\left(\mathcal{L}^{1-}\right)$, by Theorem 17we have the following result.

Theorem 19. Let $(S, \Sigma, T)$ be an image finite $\operatorname{NLMP}$ with $(S, \Sigma)$ being analytic. For all $s, t \in S$,

$$
s \sim_{\mathrm{s}} t \Leftrightarrow s \sim_{\mathrm{h}} t \Leftrightarrow s \sim_{\mathrm{e}} t \Leftrightarrow s \mathcal{R}\left(\mathcal{L}^{1}\right) t
$$

There are two delimiting results on possible generalizations of this theorem. First, the hypothesis of an analytic state space cannot be dropped completely (even for deterministic processes). This was seen in [42], where it is shown that state bisimilarity for LMPs is not characterized by $\mathcal{L}^{0}$ in general. Secondly, a generalization of the same arguments to image-countable processes is not feasible since there is no countable logic having formulas with measurable extensions that characterize state bisimilarity on such processes [43].

In fact, as we have already anticipated, the inclusions in Theorem 17 are proper in the general case. In the following, we construct counterexamples over standard Borel spaces witnessing that all our notions of bisimilarity are different in the case of uncountable non-determinism.

Moreover, it suffices to consider a non-probabilistic variant of NLMP, in which transitions only map into a set of Dirac measures. These structures look very much like LTSs, with the additional requirement that the set of states is endowed with a $\sigma$-algebra that the transition should respect. More formally, let $(S, \Sigma)$ be a standard Borel space and $\delta(Q)=\left\{\delta_{s} \mid s \in Q\right\}$ for each $Q \in \Sigma$. An NLMP $\mathbf{S}=\left(S, \Sigma,\left\{T_{a} \mid a \in L\right\}\right)$ is called non-probabilistic if for all $a \in L$ and $s \in S, T_{a}(s) \subseteq \delta(S)$.

Example 20. We will first construct a non-probabilistic NLMP witnessing the fact that state bisimilarity is strictly finer than the other notions. Consider the standard Borel space $\left(S_{1}, \Sigma_{1}\right)=([0,1] \cup[2,3] \cup\{s, t, x\}, \mathcal{B}([0,1] \cup[2,3] \cup\{s, t, x\}))$ where $s, t, x \in$ $\mathbb{R} \backslash[0,3]$ are different. Let $V$ be a non-Borel subset of $[2.5,3]$. Clearly, $[0,1]$ is equinumerous with $[2,3] \backslash V$; pick a bijection $f$ between them. Now, let $L_{1}=\{a\} \cup[0,1]$ be the set of labels and let $\mathbf{S}_{\mathbf{1}}=\left(S_{1}, \Sigma_{1},\left\{T_{a}: a \in L_{1}\right\}\right)$ be non-probabilistic such that

$$
\begin{array}{lll}
T_{a}(s)=\left\{\delta_{d} \mid d \in[2,3]\right\} & & T_{r}(r)=T_{r}(f(r))=\left\{\delta_{x}\right\} \\
T_{a}(t)=\left\{\delta_{d} \mid d \in[0,1]\right\} & & \text { if } r \in[0,1] \\
& T_{c}(y)=\varnothing & \text { otherwise } .
\end{array}
$$

Now, take $\mathcal{F}$ to be $\left\{\{s, t\},\{r, f(r)\}_{r \in[0,1]}\right\}$ and $R=\mathcal{R}(\sigma(\mathcal{F}))$. It is not hard to prove that $\mathbf{S}_{\mathbf{1}}$ is a non-probabilistic NLMP, $\sigma(\mathcal{F})$ is an event bisimulation and $R$ is a hit bisimulation that relate $s$ and $t$. Also, it can be seen that $s$ and $t$ are not state bisimilar. But this shows that $\sim_{s}$ differs from $\sim_{e}$ and $\sim_{h}$.

Example 21. By modifying slightly $\mathbf{S}_{\mathbf{1}}$ we can show that the largest event bisimulation $\sim_{\mathrm{e}}$ is not contained in $\sim_{\mathrm{h}}$. Take $V$ to be the interval (2.5,3] and let $\left(S_{2}, \Sigma_{2}\right)=\left(S_{1}, \Sigma_{1}\right)$. We complete the construction of a non-probabilistic NLMP $\mathbf{S}_{\mathbf{2}}$ by picking any bijection $f$ between [ 0,1 ] and [2,2.5]. The transition is defined just like for $\mathbf{S}_{\mathbf{1}}$ only that using the the new $f$. We also use family $\mathcal{F}$ but defined with the new $f$. The same arguments for $\mathbf{S}_{\mathbf{1}}$ go through here, showing that $s \sim_{\mathrm{e}} t$ but $s \not \chi_{\mathrm{h}} t$.

Some observations on the counterexamples are in order. First, counterexample $\mathbf{S}_{\mathbf{1}}$ relies on the fact that hit bisimulation cannot distinguish a non-measurable set $V$ while state bisimulation can. From our point of view, such distinction should not be possible since $V$ has no measure. Second, counterexample $\mathbf{S}_{\mathbf{2}}$ makes a difference on the measurable set $V$ that the event bisimulation cannot distinguish. In our opinion, such distinction should be possible since some scheduler may lead to such set of states with certain probability. Note that in this example, states in $V$ do not allow the system to reach state $x$ from $s$, while $x$ can always be reached from $t$. In particular, if the scheduler chooses uniformly the branching on the $a$-transition in both cases, the system starting from $s$ will deadlock with probability 0.5 immediately while no deadlock is possible after $a$ when starting from $t$. In this sense, we argue that hit bisimulation is the most appropriate definition.

Somehow, this is disappointing since logic $\mathcal{L}^{1}$ has a natural definition but, as it completely characterizes event bisimulation, it will not be able to test the presence of states like those in $V$ in $\mathbf{S}_{\mathbf{2}}$. This is due to the fact that the modality $\langle a\rangle_{-}$can only test one transition at a time and, together with the other operators, any $\mathcal{L}^{1}$ formula can only test countably many transitions at a time. Notice that a state in the set $V$ can only be distinguished through a formula testing that no action (in the uncountable set $[0,1]$ ) can be performed.

Therefore, both examples call for adding structure to the set of labels on the NLMP. In the first case, endowing the set of labels with a $\sigma$-algebra exclude the "bad behaved" NLMPs like $\mathbf{S}_{\mathbf{1}}$ from the set of definable objects. In the second case, this will allow to define a richer logic that can test measurable sets of labels in a single formula. Regardless of these situations, a $\sigma$-algebra on the labels is also necessary for the definition of schedulers and probabilistic trace semantics [48].

## 5 Structured Non-deterministic Labeled Markov Processes

In view of the previous observations we developed a variant of NLMPs that requires that the set of labels has a measurable space associated. Since one of the aims of introducing structure on labels is to be able to define schedulers that resolve the (continuous) nondeterminism of the model, we need to adapt the transition probability function to the new setting so that the different measurability aspects interact properly.

First, notice that a transition label is intended to represent the occurrence of a single action. Therefore, we will assume that, if $L$ is the set of labels and $\Lambda$ its associated $\sigma$-algebra, all singleton subsets of $L$ are measurable in $\Lambda$.

Recall that a scheduler is a function that, given a particular execution history of the system, randomly selects a transition from those enabled at the last state of the execution. That is, given the fact that the execution finishes at state $s$ in a given NLMP,
the scheduler has to randomly chose first a label $a$ and then a measure in $T_{a}(s)$. More precisely, a scheduler will have to randomly choose an element in $\theta=\{(a, \mu) \mid \mu \in$ $\left.T_{a}(s)\right\}$. So, we actually need $\theta$ to be measurable in $\Lambda \otimes \Delta(\Sigma)$.

Therefore, a structured NLMP has a single transition function $T: S \rightarrow \Lambda \otimes \Delta(\Sigma)$ that assigns to each state a measurable set of pairs of label-probability measure on states. As in the case of LMP and NLMP, we will also need that the transition function is a measurable mapping. Hence, we need to endow $\Lambda \otimes \Delta(\Sigma)$ with a $\sigma$-algebra. We proceed in a similar way to Def. 8 .

Definition 22. $H(\Lambda \otimes \Delta(\Sigma))$ is the smallest $\sigma$-algebra containing all sets $H_{\lambda \times \xi}=\{\theta \in$ $\Lambda \otimes \Delta(\Sigma) \mid \theta \cap(\lambda \times \xi) \neq \varnothing\}$, with $\lambda \in \Lambda$ and $\xi \in \Delta(\Sigma)$.

Here we follow a slightly different approach to that of Def. 8 by taking only hit sets induced by rectangles rather than arbitrary measurable sets in the product $\sigma$-algebra.

Now, we can formally define the structured version of NLMPs:
Definition 23. A structured non-deterministic labeled Markov process (SNLMP for short) is a structure ( $S, \Sigma, L, \Lambda, T$ ) where $\Sigma$ is a $\sigma$-algebra on the set of states $S, \Lambda$ is a $\sigma$-algebra on the set of labels $L$ so that $\{a\} \in \Lambda$ for all $a \in L$, and $T: S \rightarrow \Lambda \otimes \Delta(\Sigma)$ is measurable.

An SNLMP can be straightforwardly encoded as an NLMP by taking $T_{a}(\cdot)=\left.T(\cdot)\right|_{a}$, where $\left.\theta\right|_{a} \doteq\{\mu \in \Delta(S) \mid(a, \mu) \in \theta\}$ is the $a$-section of $\theta$, known to be measurable if $\theta$ is measurable. Also, it is not difficult to see that, in our setting, the section seen as a function $\left.(\cdot)\right|_{a}$ is a measurable function. This ensures the required properties of $T_{a}$. As it can be expected, NLMPs can not be encoded as SNLMPs in general. This is confirmed in the following example.

Example 24. Consider the NLMP $\mathbf{S}_{\mathbf{1}}$ of Ex. 20 To translate it into an SNLMP, take $T(d)=\left\{(a, \mu) \mid \mu \in T_{a}(d)\right\}$ for all $d \in S_{1}$. Notice that

$$
\begin{array}{rlrl}
T(s) & =\{a\} \times\left\{\delta_{d} \mid d \in[2,3]\right\} & & T(r)=T(f(r))=\left\{\left(r, \delta_{x}\right)\right\} \\
& & \text { if } r \in[0,1] \\
T(t) & =\{a\} \times\left\{\delta_{d} \mid d \in[0,1]\right\} & & T(y)=\varnothing
\end{array}
$$

Though clearly $T(d)$ is a measurable set for any $d \in S_{1}, T$ is not a measurable function. In effect, $T^{-1}\left(H_{[0,1] \times \Delta(S)}\right)=\{d \mid T(d) \cap([0,1] \times \Delta(S)) \neq \varnothing\}=[0,1] \cup([2,3] \backslash V)$ which is not measurable, since $V$ was chosen to be a non-Borel subset of [2.5,3].

Example 25. Notice, however, that $\mathbf{S}_{\mathbf{2}}$ in Ex. 21 can be encoded as an SNLMP provided function $f^{-1}$ is measurable. This is immediate after observing that

$$
\begin{aligned}
T^{-1}\left(H_{\lambda \times \xi}\right)= & \left\{s \mid a \in \lambda \wedge\left\{\delta_{d} \mid d \in[2,3]\right\} \cap \xi \neq \varnothing\right\} \\
& \cup\left\{t \mid a \in \lambda \wedge\left\{\delta_{d} \mid d \in[0,1]\right\} \cap \xi \neq \varnothing\right\} \\
& \cup\left\{d \mid d \in \lambda \cup f(\lambda) \wedge \delta_{x} \in \xi\right\}
\end{aligned}
$$

All bisimulations introduced for NLMPs have their counterpart in SNLMPs. In fact, state bisimulation and hit bisimulation are defined exactly in the same way as for NLMPs by taking $T_{a}(\cdot)=\left.T(\cdot)\right|_{a}$. For the event bisimulation, we also have to consider the fact that, in addition to states, labels are also observed through events.

Definition 26. An event bisimulation on an $\operatorname{SNLMP}(S, \Sigma, L, \Lambda, T)$ is a sub- $\sigma$-algebra $\Xi$ of $\Sigma$ s.t. $T:(S, \Xi) \rightarrow(\Lambda \otimes \Delta(\Sigma), H(\Lambda \otimes \Delta(\Xi)))$ is measurable.

Just like for LMPs and NLMPs, the notion of event bisimulation can be extended to relations and the largest event bisimulation relation $\sim_{e}$ can be analogously defined.

This way of defining event bisimulation raises the question on why not redefining also the hit bisimulation so that it considers the new hit sets containing pairs of labels and probability measures as in Def. 22. It turns out that this variant does not alter the definition of hit bisimulation as we state in the following.

Theorem 27. Consider the $\operatorname{SNLMP}(S, \Sigma, L, \Lambda, T)$ and let $R \subseteq S \times S$ be a symmetric relation over states. The following characterizations for $R$ are equivalent:
(1) if $s R$ then $\left.T(s)\right|_{a} \cap \xi \neq\left.\varnothing \Leftrightarrow T(t)\right|_{a} \cap \xi \neq \varnothing$, for all $a \in L$ and $\xi \in \Delta(\Sigma(R))$;
(2) if $s R$ then $T(s) \cap(\lambda \times \xi) \neq \varnothing \Leftrightarrow T(t) \cap(\lambda \times \xi) \neq \varnothing$, for all $\lambda \in \Lambda$ and $\xi \in \Delta(\Sigma(R))$;
(3) if $s R$ then $T(s) \cap \theta \neq \varnothing \Leftrightarrow T(t) \cap \theta \neq \varnothing$, for all $\theta \in \Lambda \otimes \Delta(\Sigma(R))$.

Clearly (3) implies (2) which implies (1). The proof that (1) implies (3) relies on the fact that $\left.((\{a\} \times \Delta(S)) \cap \theta)\right|_{a} \in \Delta(\Sigma(R))$. Notice that (1) is in fact the same definition of hit bisimulation as given in Def. 15 interpreting $T_{a}$ as $\left.T(\cdot)\right|_{a}$.

All results presented for the different bisimulations on NLMPs repeat on SNLMPs. In particular, it also holds that $R$ is a hit bisimulation if and only if $\Sigma(R)$ is an event bisimulation (with the new definition of event bisimulation). Details can be found in [7].

Schedulers aside, the other reason to define SNLMPs was motivated by Ex. 21 in which the $\operatorname{logic} \mathcal{L}^{1}$ failed to distinguish states $s$ and $t$ in $\mathbf{S}_{\mathbf{2}}$. As we saw in Ex. 25 , $\mathbf{S}_{\mathbf{2}}$ is also an SNLMP. Therefore we would like to define a new logic that can distinguish $s$ and $t$. To understand the difference, notice that $t$ can perform and $a$-transition and reach a state where no transition labeled with $r \in[0,1]$ can be performed with probability 1 . This behavior could be described by a formula like $\langle a\rangle \neg\left[\langle[0,1]\rangle[T]_{\geq 1}\right]_{\geq 1}$.

Indeed, the logic $\mathcal{L}^{2}$ is the same logic as $\mathcal{L}^{1}$ where the modal construct $\langle a\rangle \psi$ has been replaced by $\langle\lambda\rangle \psi$ with $\lambda \in \Lambda$. The semantics of this new operator is given by

$$
\llbracket\langle\lambda\rangle \psi \rrbracket \doteq T^{-1}\left(H_{\lambda \times \llbracket \psi \rrbracket}\right) .
$$

The semantics for the rest of the operations of $\mathcal{L}^{2}$ are defined just like for $\mathcal{L}^{1}$. Again, $\llbracket \psi \rrbracket$ is measurable for all $\varphi \in \mathcal{L}^{2}$.

Because singletons are measurable in $\Lambda,\langle\{a\}\rangle \psi \in \mathcal{L}^{2}$ provided $a \in L$ and $\psi \in \mathcal{L}^{2}$ (we will use $\langle a\rangle \psi$ as a shorthand). Therefore $\mathcal{L}^{2}$ is at least as expressive as $\mathcal{L}^{1}$. Moreover, it is strictly more expressive since $t \in \llbracket\langle a\rangle \neg\left[\langle[0,1]\rangle[\mathrm{T}]_{\geq 1}\right]_{\geq 1} \rrbracket$ but $s \notin \llbracket\langle a\rangle \neg\left[\langle[0,1]\rangle[\top]_{\geq 1}\right]_{\geq 1} \rrbracket$ and hence $\mathcal{L}^{2}$ can distinguish states $s$ and $t$ in $\mathbf{S}_{\mathbf{2}}$.

It can be shown that $\mathcal{L}^{2}$ characterizes the event bisimulation for SNLMPs. The proof follows the same strategy as that of Theorem 16
Theorem 28. The logic $\mathcal{L}^{2}$ completely characterizes event bisimulation on SNLMPs. I.e. $\mathcal{R}\left(\mathcal{L}^{2}\right)=\sim_{\mathrm{e}}$.

For the next result, we need to interpret logics $\mathcal{L}^{0}$ and $\mathcal{L}^{1}$ on SNLMP, but this is easy since $\langle a\rangle \psi$ of $\mathcal{L}^{1}$ corresponds to $\langle\{a\rangle\rangle \psi$ in $\mathcal{L}^{2}$ and $\langle a\rangle_{q} \varphi$ of $\mathcal{L}^{0}$ corresponds to $\langle\{a\}\rangle[\varphi]_{\geq q}$ in $\mathcal{L}^{2}$. The following theorem summarizes the results for bisimulations and logics in SNLMPs.

Theorem 29. $\sim_{\mathrm{s}} \subseteq \sim_{\mathrm{h}} \varsubsetneqq \sim_{\mathrm{e}}=\mathcal{R}\left(\mathcal{L}^{2}\right) \varsubsetneqq \mathcal{R}\left(\mathcal{L}^{1}\right) \varsubsetneqq \mathcal{R}\left(\mathcal{L}^{0}\right)$.
The last inclusion is shown to be proper in Ex. 18 Besides we also showed that the inclusion $\mathcal{R}\left(\mathcal{L}^{2}\right) \subseteq \mathcal{R}\left(\mathcal{L}^{1}\right)$ is proper using SNLMP $\mathbf{S}_{\mathbf{2}}$. The next example shows that inclusion $\sim_{h} \subseteq \sim_{\mathrm{e}}$ is also proper.

Example 30. Consider the SNLMP $\mathbf{S}_{\mathbf{3}}$ which is a variant of $\mathbf{S}_{\mathbf{2}}$ where $V=(2.5,3], f$ is measurable, and $T$ is redefined as follows.

$$
\begin{aligned}
T(s) & =\{a\} \times\left\{\delta_{d} \mid d \in[2,3]\right\} & & \\
T(t) & =\{a\} \times\left\{\delta_{d} \mid d \in[0,1]\right\} & & \\
T(r) & =T(f(r))=\left\{\left(r, \delta_{x}\right) \mid r \in[0,1] \backslash\{r\}\right\} & & \text { if } r \in[0,1] \\
T(d) & =\left\{\left(r, \delta_{x}\right) \mid r \in[0,1]\right\} & & \text { if } d \in V \\
T(y) & =\varnothing & & \text { otherwise. }
\end{aligned}
$$

Note that the states $r$ and $f(r)$ can perform any [0,1]-labeled transition except for the $r$-labeled transition whenever $r \in[0,1]$. Instead, every $d \in V$ can perform all [0,1]labeled transitions. Therefore, every pair of states in $V$ are hit bisimilar, and every state $d \in V$ can be distinguished from states in $[0,1] \cup[2,3] \backslash V$ since $\left.T(d)\right|_{r} \cap \Delta(S)=\left\{\delta_{x}\right\} \neq$ $\varnothing=\left.T(r)\right|_{r} \cap \Delta(S)=\left.T(f(r))\right|_{r} \cap \Delta(S)$. Thus, $V \in \Sigma$ is $\sim_{h}$-closed and consequently $\delta_{V}=$ $\left\{\delta_{d} \mid d \in V\right\} \in \Delta\left(\Sigma\left(\sim_{\mathrm{h}}\right)\right)$. From here we have that $\left.T(s)\right|_{a} \cap \delta_{V}=\delta_{V} \neq \varnothing=\left.T(t)\right|_{a} \cap \delta_{V}$, and therefore $s$ and $t$ are not hit bisimilar.

Now, take $\mathcal{F}=\left\{\{s, t\},\{x\},\{r, f(r)\}_{r \in[0,1]}\right\}$. It is not hard to prove that $\sigma(\mathcal{F})$ is an event bisimulation. Hence $s \sim_{\mathrm{e}} t$.

Contrarily to what happens in NLMPs with example $\mathbf{S}_{\mathbf{2}}$, the example above questions the hit bisimulation (rather than the event bisimulation) as it seems to distinguish sets of null measure. In fact any definable scheduler starting from state $t$ has an "almost surely equivalent" scheduler starting from $s$ (modulo state renaming).

Also, the question of whether state bisimilarity is strictly finer than hit bisimilarity on SNLMPs remains open. Notice that Ex. 20 is not a valid counterexample in the realm of SNLMPs because $\mathbf{S}_{\mathbf{1}}$ is not an SNLMP.

## 6 Concluding Remarks

In this paper, we have presented the basic theory of LMPs and its extensions with internal non-determinism, namely NLMPs and SNLMPs. Much more research on this subject has been done. For instance, pseudometrics that behave like bisimulation in the limit have been defined and different kind of approximations for LMPs have been studied [4, 11, 13, 23, 24, 39, etc.].

When it comes to give semantics to languages or symbolic models that includes stochastic continuous behavior, NLMPs showed to be useful. Stochastic automata [15, 16] provide a symbolic framework to model soft real-timed systems. They can be seen as a non-deterministic extension of generalized semi-Markov processes that are amenable to composition. The semantics of a stochastic automaton naturally arises as a
(structured) NLMP [48]. In a similar manner NLMPs have been used to give semantics to more complex models, particularly stochastic hybrid automata [27, 31]. As a consequence, NLMPs are also the concrete underlying semantics of a process algebra like Spades [15, 16] and modeling languages like Modest and HModest [3, 31]. These languages have been used to analyze real case studies (e.g. [30, 32]). [48] presents also mappings from pGCL [36] and abstract probabilistic automata [19] into NLMPs.

We have made use of the concept of schedulers to introduce SNLMPs. In fact, we have formally defined schedulers on SNLMPs and used them to define trace distribution semantics. See [48] for these results. We remark that a still overdue result in the setting of LMPs and NLMPs is a correspondence execution theorem which states that if two states are bisimilar (in any of the senses defined here), they share the same probabilistic execution structure and hence they are also trace distribution equivalent.

Desharnais et al. [22] followed a different approach to extend LMPs with some kind of internal non-determinism. Rather than explicitly introducing the branching set of probability measures as in NLMPs, they relax the requirements on the LMP by only asking that $\tau_{a}(s)$ is a super-additive function on $\Sigma$ (instead of a sub-probability measure). They call this new model infLMP. An infLMP can be understood as a partially specified system where a possible implementation is an LMP in which its transition probability function is greater than or equal to the transition super-additive function of the infLMP. It would be interesting to draw conclusions whether NLMPs can capture infLMPs or not. A first (but inconclusive) approach to this relation is reported in [48].

Finally, the results in [42,43] show that the generality of the models immediately leads to unwanted results. It seems reasonable to restrict only to standard Borel spaces. Confining to standard Borel spaces is not as restricting as it seems since most natural problems arise in this setting. For example, we have that the underlying semantics of stochastic (hybrid) automata is given in terms of an NLMP on standard Borel spaces, and in the case of stochastic automata, such NLMP is also image finite. Recall that stochastic automata and similar models are used to give semantics to stochastic process algebras and specification languages, see e.g. [3, 5, 6, 15, 16, 31]. Moreover, LMP-like models restricted to standard Borel spaces have been studied in [26].
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#### Abstract

Probabilistic model checking extends traditional model checking by incorporating quantitative information about the probability of system transitions. However, probabilistic models that describe interesting behavior are often too complex for straightforward analysis. Abstraction is one way to deal with this complexity: instead of analyzing the ("concrete") model, a simpler ("abstract") model that preserves the relevant properties is built and analyzed. This paper surveys various abstraction techniques proposed in the past decade. For each abstraction technique we identify in what sense properties are preserved or provide alternatively suitable boundaries.


## 1 Introduction

The advent of large-scale, distributed, dependable systems requires formal specification and verification methods which capture both qualitative and quantitative properties of systems. Performance and dependability evaluation of distributed systems therefore demands to use formal models and methods where both aspects are represented. Labeled transition systems (LTS) allow to capture qualitative (functional) aspects of software and hardware systems. To model the mentioned quantitative phenomena, one uses a probabilistic formalism, typically some extension of Markov chains. For instance, exchanging messages between distributed systems typically suffers from a failure probability. Hence, interesting properties of real systems often express that some functional behavior can be guaranteed to happen with at least some given probability or, dually, some bad behavior appears with at most some given probability. Probabilistic models, such as Markov chains and Markov decision processes, allow to model and reason over both qualitative (functional) and quantitative (non-functional) aspects.

The properties of probabilistic systems are typically specified in temporal logics such as the probabilistic computation tree logic (PCTL) [25, 6]. Model checking is a method to verify those properties. However, it suffers from the state space explosion problem, which means that the number of reachable states of the model under investigation is too large. In models specified compositionally, it is often exponential in the number of components of the model. Additionally,
probabilistic model checking relies on expensive numerical methods, making the problem even more pressing. Consequently, it is generally of crucial importance to simplify the model prior to verification. However, given the complexity of typical models, this procedure needs to be both automated and efficient.

In this paper, we present selected abstraction techniques for probabilistic systems. Intuitively, abstraction removes details from concrete models that are not relevant to the property of interest. In many cases, only abstraction makes the analysis of the model feasible or at least speeds up verification considerably. Verification of realistic models requires the application of aggressive abstraction techniques (c.f. [10]). We present the following abstraction techniques:

Multi-valued abstraction allows to partition the state space and to abstract transition probabilities by intervals. Both positive and negative verification results in the abstract model carry over to the concrete model. However, in the abstract model some properties may evaluate to "unknown" if the abstract model does not allow a conclusive evaluation of the property.
Counterexample-guided abstraction refinement (CEGAR) uses counterexamples for the abstract model obtained from a model checker to refine the abstraction. By (dis)proving realizability of the abstract counterexample in the concrete model, this allows for an automatic abstraction-refinement technique that proves or refutes properties. We survey the probabilistic CEGAR algorithm introduced by [27] and [45, Section 7].
Game-based abstraction provides the means to abstraction while maintaining the separation between nondeterminism present in the concrete model and nondeterminism introduced by the abstraction. We present probabilistic game-based and menu-based abstraction, which employ two-player games where opponent and defender take different roles in resolving the nondeterminism. The resulting game allows to give distinct upper and lower bounds on reachability properties. This interval can also be understood as a measure of the quality of the abstraction.

Organization of the paper. Section 2 provides a survey on the available literature and the tools for the discussed subject. Section 3 introduces the formal framework, i.e. probabilistic models, probabilistic temporal logics and probabilistic games. Multi-valued abstraction is covered in Section 4. Probabilistic CEGAR is surveyed in Section 5 and, finally, game-based abstraction techniques are presented in Section 6. We summarize and conclude in Section 7

## 2 Related Work

### 2.1 Literature

Abstraction is of immense importance for the analysis of large probabilistic systems. Consequently, the field has been studied extensively. One of the most popular techniques is bisimulation minimization [4. Here, the states of the abstract system represent equivalence classes of an equivalence relation on the states, a
bisimulation, such that the abstract system is guaranteed to preserve certain properties. [18] investigates several kinds of strong and weak bisimulations regarding the minimality of the quotient system with respect to the number of states, the number of transitions and transition fan-out. In [32, the authors show that (strong) bisimulation can, in practice, lead to significant savings in memory and runtime of explicit state probabilistic model checking. Approaches that compute the bisimulation quotients on a symbolic representation of the abstract state space are proposed in both [47] and [14], where the former uses multi-terminal binary decision diagrams and the latter focuses on a representation of the state space in terms of predicates. [37, 17] compute a bisimulation based on symmetry in the models that is easier to compute than strong bisimulation, but may produce larger quotients. [15] proposes an abstraction technique for probabilistic automata based on may and must modalities inspired by modal transition systems [41. [12, 13] pioneered the use of an abstraction-refinement approach for probabilistic systems that tries to prove a reachability property on a very coarse abstraction of the system. If the verification fails, the system is successively refined until a conclusive answer can be given. While probabilistic CE$G A R$ [27, 8] uses counterexamples obtained from a (probabilistic) model checker to refine the abstract system, the game-based techniques [35, 45] typically rely on disagreeing strategies for the individual players to make the abstraction more precise when required. Magnifying-lens abstraction [1] uses a similar scheme, but rather considers the concrete states contained in an abstract state in each step and thus "magnifies" the state.

In infinite state probabilistic models, typically almost the whole probability mass is concentrated in a finite subset of the states. Sliding-window abstraction [26] is a technique to abstract from an infinite state space by "hiding" irrelevant states (in the sense that they possess a negligible amount of probability mass) in a way similar to the view through a window. Over time, as different states become relevant, the window slides to different areas of the state space.

Often, probabilistic models arise from the parallel composition of several components. Assume-guarantee verification [36, 21, 39] aims at proving a property of the composed model without actually building a representation of the full model by verifying the components in isolation. As the interaction between the components is typically essential to prove a given property, these techniques try to create small assumptions that can be proven on one component and suffice to establish the property on the other components. Note that some of the aforementioned techniques, for example bisimulation minimization, are also compositional in the sense that they can be applied to the individual components that are further subject to parallel composition.

Abstraction and refinement are closely related to simulation relations. A simulation relation is a relation between two models that shows a form of weak preservation: all properties expressible as positive formulas are preserved. In a probabilistic context, one usually chooses a liveness view on simulation: a probabilistic liveness property is a lower bound on the probability of some (good) behavior. One wants the concrete model to be at least as good as the abstract
one, so every liveness property ensured by the abstract model should also hold in the concrete one. A good simulation relation shows a form of weak preservation, i. e., all liveness properties in some suitable logic are preserved. Simulation relations for probabilistic systems have been studied for systems without [5, 29] and with nondeterminism [43, 50. Work in this area also explores systems with continuous state spaces and how such state spaces can be approximated by a finite Markov model [16.

### 2.2 Tools

Tools implementing one or several of the aforementioned abstraction techniques have been developed. Such tools not only served as prototypical implementations for evaluations in the literature, but are still available and in use. Sigref 47, is a tool implementing bisimulation minimization for systems represented as (variants of) binary decision diagrams that is, for example, applied in performance analysis of AADL models [7]. Another tool, PASS [23], employs a mixture of probabilistic CEGAR and the game-based approaches to provide lower and upper bounds for both minimal and maximal reachability probabilities. Finally, Prism-games [9, extends the well-known probabilistic model checker Prism [38] by an engine for probabilistic games.

## 3 Preliminaries

This section briefly introduces the basic notions and definitions. All material is standard and the interested reader is pointed to the original literature [4] and the referred material therein.

### 3.1 Markov Models

Markov models are similar to transition systems in that they comprise states and transitions between these states. In discrete-time Markov chains, each state is associated with a discrete probability distribution over successor states according to which the next state is chosen. Let $\operatorname{Dist}(S)$ be the set of discrete probability distributions over a set $S$, i. e., the set of functions $\mu: S \rightarrow[0,1]$ such that $\sum_{s \in S} \mu(s)=1$.

Definition 1 (Discrete-time Markov chain (DTMC)). A discrete-time Markov chain is a tuple $\mathcal{D}=\left(S, \mathbf{P}, s_{\text {init }}, A P, L\right)$ where

- $S$ is a countable, non-empty set of states,
$-\mathbf{P}: S \times S \rightarrow[0,1]$ is the transition probability function that assigns to each pair $\left(s, s^{\prime}\right)$ of states the probability $\mathbf{P}\left(s, s^{\prime}\right)$ of moving from state $s$ to $s^{\prime}$ in one step such that $\mathbf{P}(s, \cdot) \in \operatorname{Dist}(S)$,
$-s_{\text {init }} \in S$ is the initial state,
- AP is a set of atomic propositions, and
$-L: S \rightarrow 2^{A P}$ is the labeling function that assigns a (possibly empty) set of atomic propositions $L(s) \subseteq A P$ to a state $s \in S$.

Let $\mathbf{P}(s, S)=\sum_{s^{\prime} \in S} \mathbf{P}\left(s, s^{\prime}\right)$ be the probability to move from state $s$ to some state $s^{\prime} \in S$. A path in a DTMC is an infinite sequence of states of the form $\omega=s_{1} s_{2} \ldots$ such that $\mathbf{P}\left(s_{i}, s_{i+1}\right)>0$ for all $i \geq 1$. Let Path $h^{\mathcal{D}}$ denote the set of paths in the DTMC $\mathcal{D}$ and $P a t h_{\text {fin }}^{\mathcal{D}}$ denote the set of finite prefixes of all paths. For $\omega \in \operatorname{Path}_{\mathrm{fin}}^{\mathcal{D}}$, by last $(\omega)$ we refer to the last state of the finite path. A probability measure $\operatorname{Pr}^{\mathcal{D}}$ on the set $\operatorname{Path} h^{\mathcal{D}}$ can be defined as unique extension of the measure on the respective cones [25].

As the behavior of a DTMC is purely probabilistic, it is not well suited to model concurrent systems. Markov decision processes add nondeterministic behavior to DTMCs by allowing (external) nondeterministic choice over probability distributions in each state.

Definition 2 (Markov decision process (MDP)). A Markov decision process is a tuple $\mathcal{M}=\left(S\right.$, Act $\left., \mathbf{P}, s_{\text {init }}, A P, L\right)$ where

- $S, s_{\text {init }}, A P$ and $L$ are as for DTMCs (see Definition 1),
- Act is a finite set of actions,
$-\mathbf{P}: S \times$ Act $\times S \rightarrow[0,1]$ is the transition probability function that specifies the probability to move from $s$ to $s^{\prime}$ with action $\alpha \in$ Act such that $\mathbf{P}(s, \alpha, \cdot) \in$ $\operatorname{Dist}(S)$ or $\mathbf{P}(s, \alpha, \cdot)$ is the constant zero function.

Let $\operatorname{Act}(s)$ denote the set of enabled actions in state $s$, i. e., the actions $\alpha$ that satisfy $\sum_{s^{\prime} \in S} \mathbf{P}\left(s, \alpha, s^{\prime}\right)=1$. For simplicity, we require that the MDP has no deadlock states, i. e., $\operatorname{Act}(s) \neq \emptyset$ for all states $s \in S$. We denote the set of distributions available at state $s$ by $\operatorname{Steps}(s)=\{\mathbf{P}(s, \alpha, \cdot) \in \operatorname{Dist}(S) \mid \alpha \in \operatorname{Act}(s)\}$. In each state $s$, first some enabled action $\alpha \in \operatorname{Act}(s)$ is chosen nondeterministically. Then, the probabilistic choices given by $\mathbf{P}(s, \alpha, \cdot)$ yield the successor state $s^{\prime}$. Thus, the set Path $^{\mathcal{M}}$ is given by all sequences of the form $\omega=s_{1} \alpha_{1} s_{2} \alpha_{2} \ldots$, where $s_{i} \in S$ and $\alpha_{i} \in A c t$, such that $\mathbf{P}\left(s_{i}, \alpha_{i}, s_{i+1}\right)>0$ for all $i \geq 1$. Similarly to DTMCs, we define Path $\mathrm{fin}_{\mathrm{M}}^{\mathcal{M}}$ as the set of finite prefixes, ending with a state, of all paths and use last (.) accordingly.

Schedulers provide means to resolve the nondeterministic choices of MDPs. The most general class of schedulers uses the complete trajectory up to the current state and resolves the nondeterminism to a probabilistic choice (historydependent randomized schedulers). An important subclass are schedulers which depend only on the current state (not on the history) and which resolve the nondeterministic choice to a deterministic choice (memoryless deterministic schedulers). Formally they are given by a function $\sigma: S \rightarrow$ Act such that $\sigma(s) \in$ $\operatorname{Act}(s)$. They are powerful enough to reason over probabilistic reachability properties. The resolution of the nondeterministic choices in an MDP by a scheduler $\sigma$ leads to an (infinite) DTMC $\mathcal{D}_{\sigma}^{\mathcal{M}}=\left(S^{+}, \mathbf{P}^{\prime}, s_{\text {init }}, A P, L^{\prime}\right)$ where $\mathbf{P}^{\prime}\left(\omega, \omega s^{\prime}\right)=$ $\mathbf{P}\left(\operatorname{last}(\omega), \sigma(\omega), \omega s^{\prime}\right)$ and $L^{\prime}(\omega)=L(\operatorname{last}(\omega))$. Intuitively, the behavior of this DTMC corresponds to the behavior of the MDP under the scheduler $\sigma$. Not surprisingly, the probability measure over the infinite paths of $\mathcal{M}$ under $\sigma$, denoted $\operatorname{Pr}_{\sigma}^{\mathcal{M}}$, is thus given by the measure over the DTMC $\mathcal{D}_{\sigma}^{\mathcal{M}}$.

In order to express properties over these models, probabilistic extensions of common logics are used. While probabilistic computation tree logic (PCTL) 3] is the most prominent one, a probabilistic interpretation of linear temporal logic [44] that can enforce probability bounds on the set of paths satisfying a regular LTL formula is also popular. We will, however, focus our attention to PCTL in the further course of the paper. Formulae in this logic are given by the following grammar.

Definition 3 (Probabilistic computation tree logic (PCTL)). The syntax of PCTL state formulae over a set of atomic propositions AP is given by the following rules:

$$
\Phi::=\text { true }|a| \Phi \wedge \Phi|\neg \Phi| P_{\bowtie p}(\varphi)
$$

where $a \in A P, \varphi$ is a PCTL path formula, $\bowtie \in\{<, \leq,>, \geq\}$ and $p \in[0,1]$.
PCTL path formulae are defined by the grammar:

$$
\varphi::=X \Phi|\Phi U \Phi| \Phi U^{\leq k} \Phi
$$

where $\Phi$ is a state formula and $k \in \mathbb{N}$.
PCTL keeps the basic structure of CTL [19] and replaces the path quantifiers by the single new operator $P_{\bowtie p}(\varphi)$. Intuitively, this formula holds, if the probability mass of all paths in the model that satisfy $\varphi$ conforms to $\bowtie p$. To improve readability, we will use the abbreviations false for $\neg$ true and $\Phi_{1} \vee \Phi_{2}$ for $\neg\left(\neg \Phi_{1} \wedge \neg \Phi_{2}\right)$. For DTMCs the interpretation of a PCTL formula is straightforward. However, for MDPs the probability mass of all paths that satisfy a given path formula depends on the resolution of nondeterminism. A PCTL formula holds in a state of an MDP if it holds for all possible schedulers. Fortunately, there is no algorithmic need to optimize over all (infinitely many) schedulers, because it can be proven that only finitely many schedulers have to be considered [6]. More specifically, memoryless schedulers attain minimal and maximal probabilities for next-step and unbounded-until path formulae whereas $k$ stepbounded schedulers are sufficient for bounded-until formulae with time-bound $k$. The minimal and maximal probabilities of an MDP $\mathcal{M}$ satisfying a given PCTL path formula $\varphi$ are denoted $\operatorname{Pr}_{\text {min }}^{\mathcal{M}}(\varphi)$ and $\operatorname{Pr}_{\text {max }}^{\mathcal{M}}(\varphi)$, respectively:

$$
\operatorname{Pr}_{\min }^{\mathcal{M}}(\varphi)=\inf _{\sigma} \operatorname{Pr}_{\sigma}^{\mathcal{M}}(\varphi) \quad \operatorname{Pr}_{\max }^{\mathcal{M}}(\varphi)=\sup _{\sigma} \operatorname{Pr}_{\sigma}^{\mathcal{M}}(\varphi)
$$

Sometimes, we need to restrict ourselves to a fragment $P C T L_{\text {reach }}$ of PCTL that only expresses probabilistic reachability properties. A probabilistic reachability property $P$ is a PCTL formula of the form $\Phi=P_{\bowtie p}\left(\right.$ true $\left.U \Phi_{F}\right)$, which we abbreviate as $P_{\bowtie}\left(\diamond \Phi_{F}\right)$, where $p \in[0,1], \bowtie \in\{<, \leq,>, \geq\}$ and $\Phi_{F}$ is a propositional logic formula over atomic propositions. Note that the truth value of $\Phi_{F}$ can be determined for each state in isolation, which is why we will treat $F$ like an atomic proposition and assume that states are labeled accordingly.

Yet, sometimes it is necessary to further restrict this subset of PCTL to the set $P C T L_{\text {safe }}$ of probabilistic safety properties, which are PCTL formulae that
apply negation only to literals and only use comparison operators from $\{<, \leq\}$. While these restrictions seem very severe, many problems can be reduced to reachability problems, and safety properties allow for expressing very interesting properties of a system in practice, e.g., "the probability to reach a set of states $F$ is less than $0.5 "$.

### 3.2 Probabilistic Two-Player Games

While MDPs extend DTMCs with nondeterministic choices, some abstractions rely on the separation of the nondeterminism introduced in the abstraction and the nondeterminism present in the original model. Probabilistic, or stochastic, two-player games are a natural formalism for this.

Definition 4 (Probabilistic game). A probabilistic two-player game is a tuple $\mathcal{G}=\left((V, E), v_{\text {init }},\left(V_{1}, V_{2}, V_{p}\right), \delta\right)$ where
$-(V, E)$ is a directed graph with edge set $E \subseteq V_{1} \times V_{2} \cup V_{2} \times V_{p} \cup V_{p} \times V_{1}$,
$-v_{\text {init }} \in V_{1}$ is the initial vertex,

- $\left(V_{1}, V_{2}, V_{p}\right)$ is a partition of $V$ where $V_{1}$ is the set of vertices of player $1, V_{2}$ is the set of vertices of player 2, and elements of $V_{p}$ are probabilistic vertices,
$-\delta: V_{p} \rightarrow \operatorname{Dist}\left(V_{1}\right)$ is a function that maps each probabilistic vertex to a probability distribution specifying its successor vertices such that $\delta\left(v_{p}\right)\left(v_{1}\right)>0$ implies $\left(v_{p}, v_{1}\right) \in E$.

A play in this game is an infinite sequence $\omega=v_{1,1} v_{2,1} v_{p, 1} v_{1,2} v_{2,2} v_{p, 2} \ldots$, where $v_{1, i} \in V_{1}, v_{2, i} \in V_{2}$ and $v_{p, i} \in V_{p}$, such that $\left(v_{1, i}, v_{2, i}\right),\left(v_{2, i}, v_{p, i}\right) \in E$ and $\delta\left(v_{p, i}\right)\left(v_{1, i+1}\right)>0$ for all $i \geq 1$. Let Play ${ }^{\mathcal{G}}$ denote the set of all plays in $\mathcal{G}$, Play fin $_{\mathcal{G}}$ the finite prefixes thereof and last $\left(\omega_{\text {fin }}\right)$ refers to the last vertex of the finite prefix $\omega_{\text {fin }}$ of a play. Furthermore, $\omega(i)$ denotes the $i$ th vertex of $\omega$.

Intuitively, the behavior of a probabilistic game is as follows. Initially, starting in $v_{1,1} \in V_{1}$, player 1 nondeterministically chooses a successor vertex $v_{2,1} \in V_{2}$ belonging to player 2. Player 2 reacts by choosing a successor state $v_{p, 1} \in V_{p}$. Then, the next vertex is chosen according to the probability distribution in $v_{p}$ and it is again player 1's turn. Thus, in order to resolve the nondeterminism, a scheduler is needed for each of the players. In the context of games, these are called strategies for player 1 and 2, respectively. Just like for MDPs, these strategies are functions that map a finite prefix of a play to a possible choice. Formally, strategies for the players are given by functions $\sigma_{1}:\left(V_{1} V_{2} V_{p}\right)^{*} V_{1} \rightarrow V_{2}$ and $\sigma_{2}:\left(V_{1} V_{2} V_{p}\right)^{*} V_{1} V_{2} \rightarrow V_{p}$, respectively, such that $\sigma_{1}\left(\omega v_{1}\right)=v_{2}$ and $\sigma_{2}\left(\omega v_{1} v_{2}\right)=$ $v_{p}$ implies $\left(v_{1}, v_{2}\right) \in E$ and $\left(v_{2}, v_{p}\right) \in E$, respectively. If two strategies, $\sigma_{1}$ for player 1 and $\sigma_{2}$ for player 2, are fixed, then, given a vertex $v$, the sets of finite and infinite plays starting in $v$ which follow those strategies are denoted as Play $y_{\text {fin }}^{\sigma_{1}, \sigma_{2}}(v)$ and Play ${ }^{\sigma_{1}, \sigma_{2}}(v)$ respectively. In such a play, all nondeterministic choices are resolved by the strategies and the remaining behavior is purely probabilistic. Hence, a probability measure, denoted $\operatorname{Prob}_{v}^{\sigma_{1}, \sigma_{2}}$, can be defined over the resulting model as in [11.

Given a set $F \subseteq V_{1}$ of target vertices, let

$$
p_{v}^{\sigma_{1}, \sigma_{2}}(F)=\operatorname{Prob}_{v}^{\sigma_{1}, \sigma_{2}}\left(\left\{\omega \in \operatorname{Play}^{\sigma_{1}, \sigma_{2}}(v) \mid \exists i \in \mathbb{N}, \omega(i) \in F\right\}\right)
$$

be the probability for reaching a vertex in $F$ if the game is played according to the strategies $\sigma_{1}$ and $\sigma_{2}$. For the case where the two players play adversarially, we define the optimal reachability probabilities as

$$
\begin{aligned}
& p_{v}^{+-}(F)=\sup _{\sigma_{1}} \inf _{\sigma_{2}} p_{v}^{\sigma_{1}, \sigma_{2}}(F) \\
& p_{v}^{-+}(F)=\inf _{\sigma_{1}} \sup _{\sigma_{2}} p_{v}^{\sigma_{1}, \sigma_{2}}(F)
\end{aligned}
$$

Accordingly, for the opposite case in which the two players cooperate, we have the optimal reachability probabilities

$$
\begin{aligned}
p_{v}^{--}(F) & =\inf _{\sigma_{1}, \sigma_{2}} p_{v}^{\sigma_{1}, \sigma_{2}}(F) \\
p_{v}^{++}(F) & =\sup _{\sigma_{1}, \sigma_{2}} p_{v}^{\sigma_{1}, \sigma_{2}}(F)
\end{aligned}
$$

These probabilities can be computed, e. g., using value iteration [11.

### 3.3 Probabilistic Programs

The main motivation for abstracting models prior to verification is the hope that this will reduce the time and memory needed for verification. As building the full model is often the a time and memory consuming step in the verification procedure, applying the abstraction after that step has little potential to improve the overall performance. Hence, many successful abstraction techniques avoid building the concrete model by employing a symbolic representation. A common model for succinctly representing Markov models are probabilistic programs, which are also able to finitely represent possibly infinite Markov models. Let $\operatorname{BExpr}_{V a r}$ denote the set of boolean expressions over a set of variables Var and $b \in \operatorname{Expr}_{V a r}$ be an element of such a set. We denote by $\llbracket b \rrbracket$ the set of all valuations of variables in Var under which $b$ evaluates to true.

Definition 5 (Probabilistic program). A probabilistic program is a tuple $\mathcal{P}=\left(\right.$ Var $\left., \Sigma, s_{\text {init }}, C\right)$ where

- Var $=\left\{v_{1}, \ldots, v_{n}\right\}$ is a finite set of variables,
$-\Sigma=\Sigma\left(v_{1}\right) \times \ldots \times \Sigma\left(v_{n}\right)$ is the state space of the program, where $\Sigma(v)$ denotes the (possibly infinite) domain of the variable $v \in$ Var,
$-s_{\text {init }} \in \Sigma$ is the initial state,
$-C$ is a finite set of guarded commands of the form $c=g \rightarrow p_{1}: u_{1} \oplus \ldots \oplus p_{m}$ : $u_{m}$ where
- $g \in$ Expr $_{V a r}$ is the guard of the command,
- probabilities $p_{i} \in[0,1]$, such that $\sum_{1 \leq i \leq m} p_{i}=1$,
- update functions $u_{i}: \Sigma \rightarrow \Sigma$ such that $\bar{u}_{i} \neq u_{j}$ for $i \neq j$.

$$
\begin{aligned}
& {[a] x+y \leq 1 \longrightarrow 0.5: x^{\prime}=x+1 \oplus 0.5: x^{\prime}=x+1 \wedge y^{\prime}=y+1 ;} \\
& {[b] 1 \leq x+y \leq 2 \longrightarrow 0.8: x^{\prime}=2 \wedge y^{\prime}=x-1 \oplus 0.2: x^{\prime}=2 ;} \\
& {[c] x=2 \longrightarrow 1: x^{\prime}=x \wedge y^{\prime}=y ;}
\end{aligned}
$$

Fig. 1. A probabilistic program $\mathcal{P}$

Additionally, without loss of generality, we assume that for every state $s \in \Sigma$ there is a command $c \in C$ such that $s \in \llbracket g \rrbracket$ where $g$ is the guard of $c$.

Intuitively, the state space of a probabilistic program is the set of all valuations of its variables. The commands then define the probabilistic transitions between these states. A guarded command is enabled in all states satisfying its guard $g$, i. e., the states $s \in \llbracket g \rrbracket$, which we write as $s \models g$. If a command is enabled in some state, that state possesses an outgoing probability distribution that is given by the probabilities and the update functions. Given a command $c=g \rightarrow$ $p_{1}: u_{1} \oplus \ldots \oplus p_{m}: u_{m}$ and a variable valuation $s \in \Sigma$ such that $s \models g$, $s$ has a transition with probability $p_{i}$ to the state $s_{i}=u_{i}(s)$ for all $i \in\{1, \ldots, m\}$.

The semantics of a probabilistic program is a DTMC or an MDP, depending on whether there exists a state that satisfies multiple guards. If there is no such state, each state has exactly one command that is enabled and the resulting model is a DTMC. If a state satisfies multiple guards, this corresponds to a nondeterministic choice between multiple commands in that particular state and, hence, the model is an MDP.

Example 1. Consider the probabilistic program $\mathcal{P}$ depicted in Figure 1 with three commands $a, b$ and $c$ over two integer variables $x$ and $y$ with range [0,2]. The semantics of this program is the MDP $\mathcal{M}$ shown in Figure 2 where we assume that only state $\langle 2,1\rangle$ is of interest and thus labeled with the special atomic proposition $F$ indicated by the double circle around the state.

Note that a set of predicates $\Pi=\left\{b_{1}, \ldots, b_{k}\right\} \subseteq \operatorname{BExp}_{\text {Var }}$ induces a (finite) partitioning $Q$ of the state space, where for $q \in Q, s_{i} \in q$ and $s_{j} \in q$ if and only if $s_{i} \models p \Leftrightarrow s_{j} \models p$ for all $p \in \Pi$. Stated differently, the partition is given by the sets of states that satisfy exactly the same predicates of $\Pi$. Satisfiability solvers that support richer theories, such as linear integer arithmetic, can be used to reason over probabilistic programs and build abstractions w.r.t. a set of predicates directly from such a representation 45. That is, abstractions may be built without building the full model first. In the further course of this paper, we will only consider partitions that respect the labeling of states in the model. That is, a partition $Q$ is viable if for each $a \in A P$ and $q \in Q$ we have that either all or no $s \in q$ are labeled with $a$. For a given partition $Q$ of a set $S$ and a probability distribution $\mu \in \operatorname{Dist}(S)$, we denote by $\bar{\mu}$ the lifted distribution $\bar{\mu} \in \operatorname{Dist}(Q)$ defined by $\bar{\mu}(q)=\sum_{s \in q} \mu(s)$ for all $q \in Q$.


Fig. 2. The MDP $\mathcal{M}$ induced by the program $\mathcal{P}$

Example 2. Reconsider the probabilistic program from Figure 1 and let the set of predicates $\Pi$ be given as $\Pi=\{x<2, x \geq 2 \wedge y \geq 1\}$. $\Pi$ induces the partition

$$
Q=\{\underbrace{\{\{\langle 0,0\rangle,\langle 1,0\rangle,\langle 1,1\rangle\}}_{A}, \underbrace{\{\langle 2,0\rangle\}}_{B}, \underbrace{\{\langle 2,1\rangle\}}_{C}\}
$$

of the state space of $\mathcal{M}$, because, e. g., for all $s \in A$ we have that $s \models x<2$ and $s \not \vDash x \geq 2 \wedge y \geq 1$.

### 3.4 MDP Quotienting

Given an MDP $\mathcal{M}=\left(S, A c t, \mathbf{P}, s_{i n i t}, A P, L\right)$ and a partition $Q$ of its state space $S$ that respects its labeling, a first idea is to construct a simple abstract system by merging the states of $\mathcal{M}$ according to $Q$. A state of the abstract system, thus, corresponds to a block of $Q$. In order to still keep the behavior of the original system, the transition probability function must over-approximate the transition probability function of the concrete model. This can be achieved by giving an abstract state $q$ the joint behavior of all contained states $s \in q$. Put differently, if there is a state $s \in q$ and an action $\alpha \in$ Act such that $\alpha$ is enabled in $s$ and associated with the distribution $\mu \in \operatorname{Dist}(S)$, then there must be an action $\alpha^{\prime}$ that is enabled in $q$ and associated with $\bar{\mu} \in \operatorname{Dist}(Q)$. Note that this possibly involves a renaming of the action name. This is necessary, because the action $\alpha$ may be enabled in several states in $q$, but can only be associated with a single probability distribution in the quotient system. Formally, the resulting MDP is given by $\mathcal{M} / Q=\left(Q, A c t^{\prime}, \mathbf{P} / Q, A P, L / Q\right)$ where $\mathbf{P} / Q$ is such that $(\mathbf{P} / Q)\left(q, \alpha^{\prime}, \cdot\right)=\bar{\mu}$ if and only if there exists an $s \in q$ such that $\mathbf{P}(s, \alpha, \cdot)=\mu$ and $(L / Q)(q)=L(s)$ for an $s \in q$. Note that the labeling is well-defined, because of our requirement for partitions to only group states with the same labeling.

Example 3. Consider the MDP $\mathcal{M}$ depicted in Figure 2 and the partition $Q$ from Example [2. The quotient $\operatorname{MDP} \mathcal{M} / Q$ is shown in Figure 3. Note that from block $A$ of the partition we now have the union of all (lifted) distributions


Fig. 3. The MDP $\mathcal{M} / Q$
available in the states contained in $A$ and that we preserved the labeling of the states contained in each block. Furthermore, we needed to rename the two distributions labeled with $a$ to $a_{1}$ and $a_{2}$, respectively.

As can be seen from the example, this abstraction mixes the nondeterminism present in the original model and the nondeterminism introduced by the abstraction. Consequently, the minimal probability for satisfying any given PCTL path formula in the abstract $\operatorname{MDP} \mathcal{M} / Q$ is a lower bound for the corresponding probability in $\mathcal{M}$. A similar result holds for the maximal probability. Formally, we have the following theorem.

Theorem 1. Let $\mathcal{M}$ be an $M D P, Q$ be a partition of its state space and $\varphi$ be a PCTL path formula, then

$$
\operatorname{Pr}_{\text {min }}^{\mathcal{M} / Q}(\varphi) \leq \operatorname{Pr}_{\text {min }}^{\mathcal{M}}(\varphi) \leq \operatorname{Pr}_{\text {max }}^{\mathcal{M}}(\varphi) \leq \operatorname{Pr}_{\text {max }}^{\mathcal{M} / Q}(\varphi)
$$

Stated differently, this means that the abstraction only guarantees that the extremal probabilities for satisfying $\varphi$ are in between the extremal probabilities obtained from the abstract MDP. This can lead to very coarse results as illustrated by the next example.

Example 4. For $\mathcal{M} / Q$ of Figure 3 and $\varphi=\diamond F$, we have $\operatorname{Pr}_{\min }^{\mathcal{M} / Q}(\varphi)=0$ and $\operatorname{Pr}_{\text {max }}^{\mathcal{M} / Q}(\varphi)=1$, which gives no information about the real values of $\operatorname{Pr}_{\min }^{\mathcal{M}}(\varphi)$ and $\operatorname{Pr}_{\max }^{\mathcal{M}}(\varphi)$ which can lie anywhere in between. In fact, the correct values are 0.2 and 1 , respectively.

## 4 Multi-valued Abstraction

Multi-valued abstraction aims to partition the state space combined with an abstraction of transition probabilities to sets of transition probabilities such that both positive and negative verification results in the abstract model carry over
to the concrete model [20]. Only assertions that evaluate to other values than true or false in the abstract model, typically called indefinite values, are nonconclusive for the concrete model. Hence, it is a safe (also called conservative) abstraction in the sense that if some property can be proven or disproven in the abstract model, then it carries over to the concrete model. In contrast, for MDP quotients (Section 3.4) only positive verification results carry over to the concrete model while negative verification results may occur due to over-approximation in the quotient abstraction and are not conclusive for the concrete model.

In this section we provide a survey of the three-valued abstraction technique presented in [33]. We consider abstractions of DTMCs and properties expressed by PCTL. Three-valued abstraction of models without probabilistic choice [28, 40 yields abstract models that over- and under-approximate transitions in the concrete model by may and must transitions. This concept generalizes naturally for DTMCs to transitions equipped with intervals in the abstract model where upper and lower bounds of the intervals represent accordingly the over- and under-approximation of the abstract probabilistic transitions in the concrete model. We will show that abstract states simulate the concrete states by an adapted notion of probabilistic simulation [31. Furthermore, we demonstrate that an appropriate three-valued semantics of PCTL provides that affirmative and negative verification results on abstract DTMCs carry over to the concrete model.

As running example we will consider the DTMC presented in Figure 4a. This DTMC corresponds to the MDP of Figure 2 after abstracting from transition labels. The colour of states represents the state labelling $L$.

### 4.1 Three-Valued Abstraction

We start by introducing abstract DTMCs. A state in the abstract DTMC represents a set of concrete states. Transitions between abstract states are equipped with an interval of probabilities instead of a concrete probability. The lower and upper bound of the intervals represent the lowest and highest probability in the concrete model. Let $\mathbb{B}_{3}$ denote the three-valued domain with carrier $\{\perp, ?, \top\}$ and order $\perp<?<\top$.

Definition 6 (Abstract DTMC (ADTMC)). An abstract DTMC is a tuple $\mathcal{M}=\left(S, \mathbf{P}^{l}, \mathbf{P}^{u}, L, \mu_{0}\right)$ where

- $S$ is a countable set of states,
$-\mathbf{P}^{l}, \mathbf{P}^{u}: S \times S \rightarrow[0,1]$ are probabilistic transition functions with
- $\mathbf{P}^{l}\left(s, s^{\prime}\right) \leq \mathbf{P}^{u}\left(s, s^{\prime}\right)$ for all $s, s^{\prime} \in S$ and
- $\mathbf{P}^{l}(s, S) \leq 1 \leq \mathbf{P}^{u}(s, S)$,
- $L: S \times A P \rightarrow \mathbb{B}_{3}$ evaluates an atomic proposition for a given state and
$-\mu_{0} \in \operatorname{Dist}(S)$ is the initial distribution.
We write $s \xrightarrow{[a, b]} s^{\prime}$ for $\mathbf{P}^{l}\left(s, s^{\prime}\right)=a$ and $\mathbf{P}^{u}\left(s, s^{\prime}\right)=b$. This transition may happen with any (nondeterministically chosen) probability in the interval $[a, b]$.

Furthermore, the validity of atomic propositions, denoted by $L$, may now evaluate to the indefinite value $? \in \mathbb{B}_{3}$. Thus, ADTMCs can be described by MDPs, where the distributions reachable from $s$ are given by $\left\{\mu \in \operatorname{Dist}(S) \mid \mu\left(s^{\prime}\right) \in\right.$ $\left.\left[\mathbf{P}^{l}\left(s, s^{\prime}\right), \mathbf{P}^{u}\left(s, s^{\prime}\right)\right]\right\}$. It is clear that every DTMC is also an ADTMC if $\mathbf{P}^{l}\left(s, s^{\prime}\right)=$ $\mathbf{P}^{u}\left(s, s^{\prime}\right)$ for all $s, s^{\prime} \in S$ and $L(s, p) \in\{\top, \perp\}$ for all $s \in S, p \in A P$.

We proceed by defining the abstraction of an ADTMC based on some partitioning of its state space. Because every DTMC is also an ADTMC this directly gives us a notion to abstract a DTMC to an ADTMC.

Definition 7 (Abstraction of ADTMC). Let $\mathcal{M}=\left(S, \mathbf{P}^{l}, \mathbf{P}^{u}, L, \mu_{0}\right)$ be an ADTMC and $Q$ be a finite partitioning of $S$. The abstraction of $\mathcal{M}$ with respect to $Q$ is an $\operatorname{ADTMC}\left(Q, \widetilde{\mathbf{P}}^{l}, \widetilde{\mathbf{P}}^{u}, \widetilde{L}, \mu_{0}\right)$ such that for any $q, q^{\prime} \in Q$ we have

$$
\begin{aligned}
& -\widetilde{\mathbf{P}}^{l}\left(q, q^{\prime}\right)=\inf _{s \in q} \mathbf{P}^{l}\left(s, q^{\prime}\right) \\
& -\widetilde{\mathbf{P}}^{u}\left(q, q^{\prime}\right)=\min \left(\sup _{s \in q} \mathbf{P}^{u}\left(s, q^{\prime}\right), 1\right) \\
& -\widetilde{L}(q, a)= \begin{cases}\top & \text { if } L(s, a)=\top \text { for all } s \in q \\
\perp & \text { if } L(s, a)=\perp \text { for all } s \in q \\
? & \text { otherwise }\end{cases}
\end{aligned}
$$

We denote by $\mathcal{M} / Q$ the ADTMC that arises from abstracting $\mathcal{M}$ by $Q$. The definition of the upper bound $\widetilde{\mathbf{P}}^{u}\left(q, q^{\prime}\right)$ of the probabilistic transition between $q$ and $q^{\prime}$ needs to be bounded by 1 because $\mathbf{P}^{u}\left(s, q^{\prime}\right)=\sum_{s^{\prime} \in q^{\prime}} \mathbf{P}^{u}\left(s, s^{\prime}\right)$ may exceed 1. Every abstraction leads again to an ADTMC [33, Lemma 1].

Example 5. Figure 4b represents the ADTMC after grouping states $\langle 1,0\rangle$ and $\langle 1,1\rangle$ of the DTMC in Figure 4a into a single abstract state. The probabilistic transition between state $(\langle 1,0\rangle,\langle 1,1\rangle)$ and $\langle 2,0\rangle$ is equipped with the interval $[0.5,0.8]$ which represents exactly the minimal and maximal probabilities of reaching state $\langle 2,0\rangle$ from some of the states $\{\langle 1,0\rangle,\langle 1,1\rangle\}$.

The notion of abstraction on ADTMCs is closely related to forward simulation [31. In detail, for any ADTMC $\mathcal{M}$ and partition $Q$ we have that $\mathcal{M}$ is simulated by $\mathcal{M} / Q$ [33, Theorem 1]. The three-valued abstraction technique can be adapted to CTMCs without technical difficulties when applying prior uniformization (i.e. all states have equal residence time).

### 4.2 Reachability Analysis and Model Checking

In the following section we investigate how logical properties, in detail reachability analysis, can be verified on abstract models. The nondeterminism introduced by intervals is resolved using schedulers which lead also to a natural notion of induced DTMC from an ADTMC by a specific scheduler. Interestingly, extreme schedulers, which are schedulers that resolve the probabilities in the intervals to one of the boundaries, suffice to compute maximal/minimal reachability properties (33, Theorem 2]).


Fig. 4. Example for three-valued abstraction

The classical interpretation of PCTL is over a two-valued truth domain $\{\perp, \top\}$. ADTMCs group states together such that some PCTL properties are no longer strictly true or false. For instance, consider the reachability property $\Phi=P_{\geq 0.7}(\diamond \bigcirc)$ which evaluates to true if the probability to reach a state with label is at least 0.7. Let us consider the state $(\langle 1,0\rangle,\langle 1,1\rangle)$ of the ADTMC $\mathcal{M}_{a}$. The interval of probabilities $[0.5,0.8]$ to reach state $\langle 2,0\rangle$ allows for probabilities that are greater than 0.7 but also for probabilities that are less than 0.7 . Hence, the property $\Phi$ evaluates to the indefinite value? in state $(\langle 1,0\rangle,\langle 1,1\rangle)$. On the other hand, $P_{\geq 0.9}(\diamond \bigcirc)$ evaluates to $\perp$ in $(\langle 1,0\rangle,\langle 1,1\rangle)$ because for none of the realizable probabilities the property can become true. Similarly, $P_{\geq 0.3}(\diamond \bigcirc)$ evaluates in $(\langle 1,0\rangle,\langle 1,1\rangle)$ to $\top$ because for all realizable probabilities the property becomes true.

To summarize, PCTL properties evaluate in the abstract states of ADTMCs to $\mathbb{B}_{3}$. The semantics differs from the two-valued semantics mainly by the fact that the evaluation of $P_{\bowtie p}(\diamond \varphi)$ is split up in the case $P_{<p}(\diamond \varphi), P_{\leq p}(\diamond \varphi)$ and case $P_{>p}(\diamond \varphi), P_{\geq p}(\diamond \varphi)$. For the first case, $P_{<p}(\diamond \varphi)$ (resp. $\left.P_{\leq p}(\diamond \varphi)\right)$ evaluates to $T$ if in all realizable probabilistic choices $\varphi$ is reachable by strictly less than $p$ (resp. at most $p$ ). $P_{<p}(\Delta \varphi)$ (resp. $\left.P_{\leq p}(\diamond \varphi)\right)$ evaluates to $\perp$ if in all realizable probabilistic choices $\varphi$ is reachable by at least $p$ (resp. strictly more than $p$ ). The reasoning for the second case is analogous. In all other cases the property evaluates to ?. It was shown that abstraction preserves validity of PCTL formulae [33, Thm. 3,5 \& Cor. 1]. This paves the way for three-valued abstraction-based model checking.

## 5 Counterexample-Guided Abstraction Refinement

Proposed in 2000 [10, counterexample-guided abstraction refinement (CEGAR) quickly became a very successful technique for qualitative verification of safety
properties that proceeds in an iterative manner: starting with an initially coarse overapproximation of the concrete model, it tries to add precision to the parts of the model where required. It does so by analyzing information obtained from the model checking process on the abstract model. The key idea is the following: if the abstract model violates the safety property $\Phi$, it must be possible for a model checker to extract a reason for this, a so-called counterexample. This is then analyzed with respect to its realizability in the original model. If it is in fact realizable, we can conclude that the original model also violates $\Phi$. On the other hand, if the counterexample is not realizable, the verification result on the abstract model does not carry over to the concrete model. In this case, the abstraction introduced the spurious behavior and the abstract models needs to be refined. As it is known that the counterexample was indeed spurious, it also carries information about the reason why the abstraction introduced this behavior, which can be exploited to refine the current partition. The overall approach is sketched in Figure [5. It is easy to see that for finite models the


Fig. 5. A schema of the CEGAR loop

CEGAR loop will only be traversed a finite number of times until a decision can be made, assuming that the predicate synthesis always splits at least one abstract state. For infinite models, however, the procedure may not terminate.

We start by introducing the notion of a counterexample for safety properties. Then, we present the core procedure of the CEGAR loop [27; in particular we discuss the counterexample analysis using satisfiability solvers, and the synthesis of predicates. Note that while [27] also treats systems with arbitrary (even infinitely) many initial states, we restrict our attention to systems with one initial state for the sake of simplicity.

### 5.1 Counterexamples for Safety Properties in MDPs

In the traditional qualitative model checking setting, safety properties express that a certain set of "bad" states $F$ must not be reachable. A probabilistic safety property $\mathcal{P}_{\unlhd p}(\diamond F)$ with $\unlhd \in\{<, \leq\}$ establishes an upper bound $p$ on the probability to reach the bad states $F$.

Example 6. Consider for example the MDP in Figure 2 and the probabilistic safety property $\Phi=\mathcal{P}_{<1}(\diamond F)$. Obviously, there are schedulers that violate $\Phi$, namely all schedulers $\sigma$ that pick action $b$ in $\langle 2,0\rangle$ and some available action in the other states.

Given a (deterministic memoryless) scheduler $\sigma$ that violates the safety property $\Phi, \sigma$ can be called a counterexample for $\Phi$. Likewise, the DTMC $\mathcal{M}_{\sigma}$ resulting from the application of $\sigma$ on $\mathcal{M}$ can be called a counterexample. A lot of work has been conducted on finding more succinct representations of counterexamples to make them effectively useful in the context of debugging the system. Several approaches [48, 2, 30 revolve around the identification of a small subsystem of the concrete model that already violates the property. Recently, 49] showed how to characterize and compute counterexamples in terms of the commands of a probabilistic program. Despite this progress, it is yet unclear how to use these sophisticated counterexample representations for the purpose of CEGAR. Hence, we stick to the presentation in [27] and consider deterministic memoryless schedulers $\sigma^{\mathcal{M} / Q}$ and the corresponding DTMC $(\mathcal{M} / Q)_{\sigma_{\mathcal{M} / Q}}$ as counterexamples. As we will see in the next section, in order to avoid building a possibly huge concrete model for checking realizability of a counterexample, the authors of [27] resort to the notion of realizability of an abstract path and view the abstract DTMC $(\mathcal{M} / Q)_{\sigma \mathcal{M} / Q}$ as a set of paths. In general, however, $(\mathcal{M} / Q)_{\sigma \mathcal{M} / Q}$ is cyclic and thus possesses infinitely many paths contributing to the probability mass reaching the set of "bad" states. Unfortunately, sometimes infinitely many paths are in fact needed to prove violation of a safety property.

Example 7. Reconsider the setting of Example 6. It is easy to verify that no finite number of paths suffices to prove that the maximal reachability probability is 1 . In this example all paths, i.e., infinitely many, are needed to witness the violation of the safety property.
Luckily, it can be shown that this phenomenon only occurs when the comparison operator is strict 24 . In order words, if a property that uses only smaller-orequal comparisons is violated, then there is always a finite set of paths whose probability mass exceeds the bound. In this case, following the ideas of Han and Katoen [24, a minimal set of paths that exceeds the probability bound $p$ can be efficiently obtained by a reduction to a graph problem. Hence, from now on we assume that we can obtain, one by one, a finite set of paths in decreasing probability order whose accumulated probability mass exceeds the given bound.

### 5.2 Realizability of a Counterexample

Figure 5 illustrates that counterexample analysis is at the heart of the CEGAR approach. It must be possible to determine whether a counterexample in the
abstract system carries over to the concrete model without building it. In order to do this, we first need to define what it means for a counterexample to be realizable. For the remainder of this section, we will assume that the concrete $\operatorname{MDP} \mathcal{M}=\left(S, A c t, \mathbf{P}, s_{i n i t}, A P, L\right)$ is given as a probabilistic program such that no two commands have the same label. Furthermore, for the current partition $Q$ of the state space the abstract MDP $\mathcal{M}^{\#}:=\mathcal{M} / Q=\left(Q, A c t^{\prime}, \mathbf{P} / Q, A P, L / Q\right)$ has been built and proven to violate a reachability property $\Phi=\mathcal{P}_{\leq p}(\diamond F)$ by a model checker. In addition, a counterexample $\sigma^{\#}$ is provided as a witness for the violation by the model checker.

For checking realizability of the abstract scheduler $\sigma^{\#}$, the idea is to check whether a similarly behaving scheduler $\sigma$ on $\mathcal{M}$ will exhibit the same violating behavior. Formally, the concretization of a counterexample is defined as follows.

## Definition 8 (Concretization and realizability of a counterexample).

(i) The concretization $\gamma\left(\sigma^{\#}\right)$ of a counterexample $\sigma^{\#}$ is defined as the scheduler $\sigma$ for $\mathcal{M}$ such that for all $s \in S$

$$
\sigma(s)= \begin{cases}\sigma^{\#}(q) & s \in q \wedge s \models g \\ \perp & \text { otherwise }\end{cases}
$$

where $q \in Q$ and $g$ is the guard of the command associated with the command $\sigma^{\#}(q)$, which is given by the probabilistic program for $\mathcal{M}$.
(ii) A counterexample $\sigma^{\#}$ is called realizable if the probability of reaching a state in $F$ in $\mathcal{M}_{\gamma\left(\sigma^{\#}\right)}$ exceeds the given bound, i. e., $\operatorname{Prob}_{\gamma\left(\sigma^{\#}\right)}^{\mathcal{M}}(\diamond F)>p$ and spurious otherwise.

Intuitively, the concretisation $\gamma\left(\sigma^{\#}\right)$ of a scheduler $\sigma^{\#}$ is a scheduler for the concrete MDP $\mathcal{M}$ that chooses an action $a$ in a concrete state $s$ iff $\sigma^{\#}$ chooses $a$ in the abstract state $q \in Q$ containing $s$ and $a$ is available in $s$. If $a$ is not available in $s$, because $s$ fails to satisfy the guard of the command, the concretization will just stop in $s$, which is indicated by $\perp$. Now, a counterexample is realizable if the concretization induces enough probability mass on the concrete model to violate the bound $p$ of the probabilistic safety property under the concrete scheduler.

Example 8. Reconsider the MDP from Figure 2 and let the safety property be given as $\Phi=\mathcal{P}_{\leq 0.6}(\diamond F)$. Obviously, $\mathcal{M}^{\#}$ (Figure 3) does not satisfy $\Phi$, because the scheduler $\sigma^{\#}$ that picks $a_{2}$ in $A, b$ in $B$ and $c$ in $C$ achieves a probability of 1. The concretization $\gamma\left(\sigma^{\#}\right)$, thus, has also to choose $a$ in all states of $A$ and so on. However, $\langle 1,1\rangle$ fails to satisfy the guard of $b$, so $\gamma\left(\sigma^{\#}\right)(\langle 1,1\rangle)=\perp$.

However, given the definition of realizability of a counterexample, it remains to show how to actually perform the realizability check without having the concrete model at hand. As previously mentioned, the authors of 27] resort to viewing the abstract DTMC induced by the abstract counterexample as a set of paths reaching a state in $F$. This enables to check the realizability of paths in isolation rather than a "full" counterexample at once.

Realizability of a Path. Intuitively, a path in the abstract counterexample DTMC $\mathcal{M}_{\sigma \#}^{\#}$ is realizable, if there exists a path in $\mathcal{M}$ that (i) starts in the initial state and ends in $F$, (ii) does not visit $F$ before the last state (iii) chooses the same actions and updates as the abstract path and (iv) is in a concrete state $s_{i} \in q_{i}$ whenever the abstract path is in $q_{i} \in Q$. Note that this implies that all states along the path satisfy the appropriate guards. The following definition captures this formally:

## Definition 9 (Concretization of a path).

Let $\omega^{\#}=q_{0} \alpha_{1} q_{1} \alpha_{2} \ldots q_{n} \in$ Path $_{\text {fin }^{\sigma^{\#}}}^{\mathcal{M}^{\#}}$ be a finite path prefix.
(i) The concretization $\gamma\left(\omega^{\#}\right)$ of $\omega^{\#}$ is given by

$$
\left\{\omega \in \operatorname{Path}_{\text {fin }}^{\mathcal{M}_{\gamma(\sigma \#)}} \mid \omega=s_{0} \alpha_{1} s_{1} \alpha_{2} \ldots s_{n} \text { with } s_{i} \in q_{i} \text { for } 0 \leq i \leq n\right\}
$$

(ii) $\omega^{\#}$ is called realizable if $\gamma\left(\omega^{\#}\right) \neq \emptyset$.

Example 9. Let the setting be the same as the one in Example 8. Furthermore, consider the path prefix $\omega^{\#}=A a_{2} C$ in $\mathcal{M}_{\sigma \#}^{\# \#}$. By inspection, we can see that $\gamma\left(\omega^{\#}\right)=\emptyset$, because it is impossible to reach a state in $F$ from the initial state of $\mathcal{M}$ within one step. In fact, no finite path prefix in $\mathcal{M}_{\sigma^{\#}}^{\#}$ possesses a non-empty concretization.

The existence of an element in the concretization of the abstract path is formulated as a query to an Smт solver. The actual formula $\varphi_{\gamma}\left(\omega^{\#}\right)$ for the path $\omega^{\#}$ can be constructed using repeated applications of the weakest precondition operator and additional information obtainable from the path. This formula may then be dispatched to a standard SMT solver supporting linear integer arithmetic, as, for example, Z3 or MathSat. For details, we refer to [27].

Algorithmically checking realizability of a counterexample. Now that we have presented a method for determining whether a path is realizable, we can check the realizability of the counterexample as follows. Given $\mathcal{M}_{\sigma^{\#}}^{\#}$, we start extracting finite paths $\omega^{\#}=q_{0} \alpha_{1} q_{1} \alpha_{2} \ldots q_{n}$ with $q_{i} \notin F$ for $0 \leq i<n$ and $q_{n} \in F$ in decreasing probability order. Each of these paths is individually checked for realizability. All realizable paths are added to a set $\Omega^{+}$whereas unrealizable paths are added to $\Omega^{-}$and we denote by $p_{\Omega^{+}}$and $p_{\Omega^{-}}$, respectively, the sum of the probabilities of the paths in these sets. If we get to a point where $p_{\Omega^{+}}>p$, we know that enough probability mass of the abstract counterexample is also present in the concrete model to exceed the bound $p$. This directly implies that the counterexample is in fact realizable and we can conclude that $\mathcal{M}$ violates the given safety property as well. Conversely, we need a criterion to stop looking for new paths in $\mathcal{M}_{\sigma^{\#}}^{\#}$ if there is no hope of ever exceeding $p$. As the model checker that provided the abstract counterexample computed the probability $p_{\sigma \#}(\diamond F)$ of reaching $F$ in the abstract model, we can at any point determine whether there is enough probability mass left in the abstract counterexample that is
potentially realizable and suffices to exceed $p$. If $p_{\Omega^{+}}+\left(p_{\sigma^{\#}}(\diamond F)-p_{\Omega^{-}}\right) \leq p$, we can conclude that even if all remaining paths in $\mathcal{M}_{\sigma^{\#}}^{\#}$ were realizable, they could still not exceed the bound $p$ and thus, the abstract counterexample was determined to be spurious. Formally, we get the following result:

Lemma 1 (Termination criterion). Let $\epsilon=p_{\sigma^{\#}}(\diamond F)-p_{\Omega^{-}}$be the probability of paths reaching $F$ in the abstract model that were not yet proven to be (un)realizable.
(i) $p_{\Omega^{+}}>p$ implies that $\sigma^{\#}$ is realizable.
(ii) $p_{\Omega^{+}}+\epsilon \leq p$ implies that $\sigma^{\#}$ is spurious.

Stated differently, the result is only inconclusive if $p_{\Omega^{+}} \in(p-\epsilon, p]$. In this case, the next most likely abstract path is considered until the result is in fact conclusive.

Example 10. Reconsider Example 8. The model checker initially returns the counterexample $\sigma^{\#}$ along with the reachability probability $p_{\sigma^{\#}}(\Delta F)=1$. Let the first path prefix that is found in $\mathcal{M}_{\sigma^{\#}}^{\#}$ by the procedure be $\omega^{\#}=A a_{2} C$. As shown in Example 9 this path prefix is found to be unrealizable. It is then added to $\Omega^{-}$and its probability is added to $p_{\Omega^{-}}$, which then becomes 0.5 . Now, however, $\epsilon$ becomes 0.5 , which means that there is at most a probability mass of 0.5 left in $\mathcal{M}_{\sigma^{\#}}^{\#}$ that might be realizable. As this does not suffice to exceed the bound $p=0.6$ of $\Phi$, the counterexample is known to be spurious. If this was not directly the case, the procedure would check the next path prefix for realizability and carry on.

### 5.3 Predicate Synthesis

Suppose the decision procedure previously described determines that a given counterexample in the abstract model is spurious. This means that the abstraction falsely introduced behavior that was not present in the original model. In other words, we need to refine the abstract model to rule out this spurious behavior. As the abstract model is built using predicate abstraction, this corresponds to introducing additional predicates. Since the formulae $\varphi_{\gamma}\left(\omega^{\#}\right)$ do not involve quantitative aspects, but are similar to the non-probabilistic case, standard techniques, such as predicate interpolation [42, 45], may be used to obtain predicates to rule out the source of spuriousness.

Example 11. After the counterexample from Example 10 was found to be spurious, the predicate $x=0 \wedge y=0$ could be added to rule out the possibility to reach $F$ within one step in the quotient model $\mathcal{M}^{\#}$.

## 6 Game-Based Abstraction

The success of counterexample-guided abstraction refinement inspired another abstraction-refinement framework for MDPs. First, observe that probabilistic

CEGAR (as presented in Section 5) can only (dis)prove probabilistic safety properties. Intuitively, this is because the concrete MDP is again abstracted to an MDP. Doing so, however, merges the nondeterminism of the concrete model with the nondeterminism introduced by the abstraction. Effectively this means that the minimal and maximal reachability probabilities in the abstract MDP are lower and upper bounds, respectively, for the corresponding reachability probabilities in the concrete model (see Theorem (1). Rather than merging the two sources of nondeterminism, the two abstraction techniques presented in this section keep them separated by using probabilistic games [11] as their underlying abstract model. This way, they are able to provide lower and upper bounds on both minimal and maximal reachability probabilities. Hence, they are applicable to the broader class of probabilistic reachability properties.

### 6.1 Idea

Reconsider Example 4. In the abstract MDP, the minimal and maximal probability to a reach a state in $F$ are 0 and 1 , respectively. This, however, means that the reachability probilities in the concrete model may lie anywhere in between those values providing no information at all. This phenomenon stems from the fact that, in the abstract state $A$, both the nondeterministic choices of state $\langle 0,1\rangle$ and the transitions emanating from $\langle 0,0\rangle$ are enabled.

The key idea of game-based abstraction [34] is the follwing. Instead of using an MDP as the "target" of the abstraction, the concrete MDP is mapped to an abstract probabilistic game. This way, the two sources of nondeterminism can be assigned to the different players and, thus, kept separate. In other words, one player is responsible for resolving the nondeterminism of the abstraction while the other governs the nondeterminism of the original model. Depending on whether the two players both try to maximize or minimize the probability to reach the target states or they take an adversarial role, the resulting value of the game is a lower or upper bound on the minimal or maximal reachability probability, respectively. If these bounds are precise enough for proving or refuting a given property, a conclusive answer for satisfaction of the property on the concrete model can be given. In the other case, at least one block of the abstraction can be refined based on the strategies of the players. The resulting game then yields more precise results and, similarly to CEGAR, the procedure may be iterated until the obtained bounds are precise enough. The approach is sketched in Figure 6. Note that in practice this approach can be implemented in a fully symbolic way (just like CEGAR) by using Smt solvers that avoids building the concrete model $\mathcal{M}$ altogether. However, for the sake of simplicity, our presentation will abstract from this.

### 6.2 Simple Game-Based Abstraction

We will now present how to obtain an appropriate (abstract) probabilistic game from an MDP. Just like for MDP quotienting, a set of predicates is used to partition the state space $S$ of the concrete MDP into blocks of states


Fig. 6. A schema of refinement loop of game-based abstraction
$Q=\left\{S_{1}, \ldots, S_{n}\right\}$. Recall that $\bar{\mu} \in \operatorname{Dist}(Q)$ denotes the lifting of $\mu \in \operatorname{Dist}(S)$ to $\operatorname{Dist}(Q)$.

Definition 10 (Simple probabilistic game-based abstraction). Given an $M D P \mathcal{M}=\left(S, A c t, \mathbf{P}, s_{\text {init }}, A P, L\right)$ and a partition $Q$ of $S$, the simple probabilistic game-based abstraction of $\mathcal{M}$ over $Q$ is the probabilistic game

$$
\mathcal{G}_{\mathcal{M}}^{Q}=\left(\left(V=V_{1} \dot{\cup} V_{2} \dot{\cup} V_{p}, E\right), v_{i n i t},\left(V_{1}, V_{2}, V_{p}\right), \delta\right)
$$

where

- $V_{1}=Q$ are player 1's vertices,
- $V_{2}=\left\{v_{2} \subseteq \operatorname{Dist}(Q) \mid v_{2}=\{\bar{\mu} \mid \mu \in \operatorname{Steps}(s)\}\right.$ for some $\left.s \in S\right\}$ are player 2's vertices,
- $V_{p}=\left\{v_{p} \in \operatorname{Dist}(Q) \mid v_{p} \in\{\bar{\mu} \mid \mu \in \operatorname{Steps}(s)\}\right.$ for some $\left.s \in S\right\}$ are the probabilistic vertices,
$-v_{\text {init }}=q \in Q$ such that $s_{\text {init }} \in q$ is the initial vertex,
$-\delta: V_{p} \rightarrow \operatorname{Dist}(V)$ is the identity function,
and the set of edged $E$ is given by

$$
\begin{aligned}
E & =\left\{\left(v_{1}, v_{2}\right) \mid v_{1} \in V_{1} \text { and } v_{2}=\left\{\bar{\mu} \mid \mu \in \operatorname{Steps}(s) \text { for some } s \in v_{1}\right\}\right. \\
& \cup\left\{\left(v_{2}, v_{p}\right) \mid v_{2} \in V_{2} \text { and } v_{p} \in v_{2}\right\} \\
& \cup\left\{\left(v_{p}, v_{1}\right) \mid v_{p}=\bar{\mu} \text { with } \bar{\mu}\left(v_{1}\right)>0\right\} .
\end{aligned}
$$

Intuitively, the game proceeds as follows. In each $v_{1} \in V_{1}$, player 1 picks a concrete state $s \in v_{1}$ and moves to the corresponding player 2 vertex. Then, player 2 chooses a (lifted) probability distribution $\bar{\mu}$ available in $s$. Finally, the next
player 1 vertex is selected according to $\bar{\mu}$. Hence, player 1 resolves the nondeterminism introduced by the abstraction by picking on particular state in an abstract block and player 2 resolves the nondeterminism in the chosen state that was already present in the concrete model.

Example 12. Let us reconsider the MDP in Figure 2 and the partitioning $Q=$ $\{A, B, C\}$ with $A=\{\langle 0,0\rangle,\langle 1,0\rangle,\langle 1,1\rangle\}, B=\{\langle 2,0\rangle\}$ and $C=\{\langle 2,1\rangle\}$ from Example 4 Figure 7 shows the game-based abstraction over $Q$ where player 2 vertices are represented as squares and the probabilistic vertices are small circles. In block $A$, player 1 has the choice between any of the states contained


Fig. 7. Game-based abstraction $\mathcal{G}_{\mathcal{M}}^{Q}$
in $A$. Say he chooses to pick state $\langle 1,0\rangle$ and, hence, moves to the topmost successor vertex of $A$. Then, player 2 can choose between the two distributions available in $\langle 1,0\rangle$ and move to the probabilistic vertex corresponding to the lifted distribution. After the successor state was determined according to the probability distribution, it is again player 1's turn.
By solving the game $\mathcal{G}_{\mathcal{M}}^{Q}$ using numerical methods, such as value iteration [11, bounds for both minimal and maximal reachability probability in the concrete model are defined as follows. Suppose both players try to minimize the probability to reach a target state in $F$. Then, the reachability probability $p_{v_{\text {init }}}^{--}(F)$ is the minimal reachability probability for $F$ in the MDP quotient $\mathcal{M} / Q$ and is thus, by Theorem [1, a lower bound for the minimal reachability probability in $\mathcal{M}$. Suppose, on the other hand, that the player controlling the abstraction (player 1) tries to maximize while player 2 still minimizes over the nondeterministic choices available in the state selected by player 1 . The probability $p_{v_{\text {init }}}^{+-}(F)$ is an upper bound for the minimal reachability probability in $\mathcal{M}$. Formally, we have the following result.
Theorem 2 (Correctness of game-based abstraction [34]). Let $\mathcal{G}_{\mathcal{M}}^{Q}$ be the game-based abstraction for an MDP $\mathcal{M}$ with state space $S$ and $Q$ a partition of $S$. Then for all $v \in V_{1}$ and $s \in v$

$$
\begin{align*}
& p_{v}^{--}(F) \leq p_{s}^{-}(F) \leq p_{v}^{+-}(F),  \tag{1}\\
& p_{v}^{-+}(F) \leq p_{s}^{+}(F) \leq p_{v}^{++}(F) . \tag{2}
\end{align*}
$$

Example 13. For the abstraction in Example 12 we obtain $p_{v_{\text {init }}}^{--}(\{C\})=0$. Unlike the MDP abstraction $\mathcal{M} / Q$, we can, however, obtain a better upper bound on the minimal reachability probability than 1 . Observe that, if only player 1 tries to maximize the probability value, he does not choose the state $\langle 0,0\rangle$ (the bottommost choice emanating from $A$ ) but any of the other states. Then, player 2 can not completely avoid reaching $C$ any more, but has to go to $C$ with a probability of at least 0.2 . Indeed, solving the game yields $p_{v_{\text {init }}}^{+-}(\{C\})=0.2$. Hence, the minimal reachability probabilty in $\mathcal{M}$ is determined to lie in the interval $[0,0.2]$ providing more precise information than the MDP quotient over the same partition $Q$.

As indicated in Figure 6, after obtaining bounds by solving a game, the partition $Q$ may need to be refined in order to obtain more precise results. We will show how the refinement may be done in a way that guarantees termination of the procedure for finite models $\mathcal{M}$.

Refinement. Recall that, given the goals of players 1 and 2, solving a game not only comprises computing the extremal reachability probability for the game, but also produces memoryless deterministic strategies for the two players that together achieve the computed probability. Suppose we obtained the bounds $[l, u]$ for the minimal reachability probability by solving the game $\mathcal{G}_{\mathcal{M}}^{Q}$ (twice). Further assume that the bounds were imprecise, i.e., $l<u$. Then, two pairs of memoryless deterministic strategies $\left(\sigma_{1}^{l}, \sigma_{2}^{l}\right)$ and $\left(\sigma_{1}^{u}, \sigma_{2}^{u}\right)$ are generated such that:

$$
p_{v_{\text {init }}}^{\sigma_{1}^{l} \sigma_{2}^{l}}(F)=l \text { and } p_{v_{\text {init }}}^{\sigma_{1}^{u} \sigma_{2}^{u}}(F)=u
$$

Since $l \neq u$, there is at least one $v_{1} \in V_{1}$ where the two player 1 strategies disagree, i.e., $\sigma_{1}^{l}\left(v_{1}\right) \neq \sigma_{1}^{u}\left(v_{1}\right)$. Intuitively, this means that player 1 chose different concrete states contained in $v_{1}$ depending on whether he wanted to minimize or maximize the reachability probability. Consequently, $v_{1}$ can be split to narrow down the choices of player 1 in the resulting vertices. A possible way to achieve this, is to split $v_{1}$ into blocks $v_{1}^{l}, v_{1}^{u}$ and $v_{1}^{r}$ where

$$
\begin{aligned}
v_{1}^{l} & =\left\{s \in v_{1} \mid \sigma_{1}^{l}\left(v_{1}\right)=\{\bar{\mu} \mid \mu \in \operatorname{Steps}(s)\}\right\} \\
v_{1}^{u} & =\left\{s \in v_{1} \mid \sigma_{1}^{u}\left(v_{1}\right)=\{\bar{\mu} \mid \mu \in \operatorname{Steps}(s)\}\right\} \\
v_{1}^{r} & =v_{1} \backslash\left(v_{1}^{l} \cup v_{1}^{u}\right)
\end{aligned}
$$

Of course, there may be several vertices that can be split according to this criterion and it is not clear which or how many blocks should be refined in order to get more precise bounds that are able to prove or disprove the property at hand. This refinement method is called strategy-based. There exist other refinement techniques, for example value-based refinement, which are not covered here. For details, we refer to [34].

Example 14. As pointed out in Example 13, player 1 chooses state $\langle 0,0\rangle \in A$ or either of the states $\langle 1,0\rangle,\langle 1,1\rangle \in A$ if he wants to minimize or maximize,
respectively, the reachability probability in $\mathcal{G}_{\mathcal{M}}^{Q}$. Consequently, $A$ is split into blocks $A_{1}=\{\langle 0,0\rangle\}$ and $A_{2}=\{\langle 1,0\rangle,\langle 1,1\rangle\}$. The resulting game over the partiton $Q^{\prime}=(Q \backslash A) \cup\left\{A_{1}, A_{2}\right\}$ is depicted in Figure 8 . Solving the refined game determines the minimal reachability probability to be in the interval $[0.2,0.2]$.


Fig. 8. Game-based abstraction after the refinement of block $A$

### 6.3 Menu-Based Abstraction

While game-based abstraction yields good results for many examples, the constructed game can become very large. The reason is that the game representation may need one player 2 vertex for each combination of (lifted) probability distributions available in some block $q \in Q$. The worst-case appears if all the states contained in a particular block happen to have different (combinations of) lifted probability distributions. Roughly speaking, in the context of MDPs given by a probabilistic program, the game may become large if there exist many states in which different combinations of guarded commands are enabled. In this case, constructing and solving the game might be very expensive.
Example 15. The game $\mathcal{G}_{\mathcal{M}}^{Q}$ in Example 12 has three player 2 vertices reachable in one step from player 1 vertex $A$, even though block $A$ contained only three states of the concrete model.

Menu-based abstraction [46, 45] aims to overcome this by considering commands of the probabilistic program in isolation. That is, it builds a possibly smaller game than game-based abstraction that might produce coarser probability approximations in the hope that it can be constructed and solved more easily. Instead of letting player 1 pick a concrete state out of a given block and move to the vertex representing the enabled commands at this particular state, it lets player 1 choose a command. This means that the choice of a concrete state is still open (among all states that have the chosen command enabled). Consequently, in the successor vertex, player 2 has the choice between all possible realizations of the chosen command in all states of the block.

Definition 11 (Menu game). Given an $M D P \mathcal{M}=\left(S, A c t, \mathbf{P}, s_{\text {init }}, A P, L\right)$ and a partition $Q$ of $S$, the menu-based abstraction of $\mathcal{M}$ over $Q$ is the probabilistic game

$$
\widehat{\mathcal{G}}_{\mathcal{M}}^{Q}=\left(\left(V=V_{1} \dot{\cup} V_{2} \dot{\cup} V_{p}, E\right), v_{i n i t},\left(V_{1}, V_{2}, V_{p}\right), \delta\right)
$$

where

- $V_{1}=Q \cup\{\perp\}$ are player 1's vertices,
- $V_{2}=\left\{\left(v_{1}, a\right) \mid v_{1} \in V_{1}, a \in \operatorname{Act}\left(v_{1}\right)\right\}$ are player 2's vertices,
- $V_{p}=\{\mathbf{P}(s, a, \cdot) \mid s \in S, a \in \operatorname{Act}(s)\} \cup\left\{v_{p}^{\perp}\right\}$ are the probabilistic vertices,
$-v_{\text {init }}=B \in P$ such that $s_{\text {init }} \in B$ is the initial vertex, and
$-\delta: V_{p} \rightarrow \operatorname{Dist}(V)$ is the identity function,
and the set of edges $E$ is given by

$$
\begin{aligned}
E & =\left\{\left(v_{1}, v_{2}\right) \mid v_{1} \in V_{1}, v_{2}=\left(v_{1}, a\right) \in V_{2}, a \in \operatorname{Act}\left(v_{1}\right)\right\} \\
& \cup\left\{\left(v_{2}, v_{p}\right) \mid v_{2}=\left(v_{1}, a\right) \in V_{2}, \exists s \in v_{1}: v_{p}=\mathbf{P}(s, a, \cdot)\right\} \\
& \cup\left\{\left(v_{2}, v_{p}^{\perp}\right),\left(v_{p}^{\perp}, \perp\right) \mid v_{2}=\left(v_{1}, a\right) \in V_{2}, \exists s \in V_{1}: a \notin \operatorname{Act}(s)\right\} \\
& \cup\left\{\left(v_{p}, v^{\prime}\right) \mid v_{p} \in V_{p}, v^{\prime} \in V_{1}: v_{p}\left(v^{\prime}\right)>0\right\}
\end{aligned}
$$

where $v_{p}^{\perp} \in \operatorname{Dist}(S \cup\{\perp\})$ is defined by $v_{p}^{\perp}(v)=1$ iff $v=\perp$.
To distinguish the probabilities obtained in the game-based abstraction $\mathcal{G}_{\mathcal{M}}^{Q}$ from the ones obtained in the menu-based abstraction $\widehat{\mathcal{G}}_{\mathcal{M}}^{Q}$, we will denote the latter by $\widehat{p}_{v}^{\circ_{1} O_{2}}(F)$ with $\circ_{1}, \circ_{2} \in\{-,+\}$ and $\widehat{p}_{v}^{\sigma_{1} \sigma_{2}}(F)$.

Starting in the initial vertex, player 1 chooses one of the commands that are enabled in at least one state in the current block. Then, player 2 implicitly chooses a state from the current block by choosing a probability distribution that is (i) created by the chosen command and (ii) is available at some state in the block. Finally, the successor vertices are given by that distribution and the play is once again in a vertex owned by player 1 .

Example 16. Reconsider the MDP $\mathcal{M}$ in Figure 2 and the partition $Q$ from Example 2. The resulting menu game is shown in Figure 9 Note that the labeling of player 1's choices with commands is added to illustrate the correspondence, but is not actually part of the game itself.

As for game-based abstraction, we can state the correctness of the abstraction in the sense that the reachability probabilities obtained from the game are lower and upper bounds for the reachability probabilities in the original MDP.

Theorem 3 (Correctness of menu-based abstraction [45]). Let $\widehat{\mathcal{G}}_{\mathcal{M}}^{Q}$ be the menu game for an MDP $\mathcal{M}$ with state space $S$ and $Q$ a partition of $S$. Then for all $v \in V_{1}$ and $s \in v$

$$
\begin{align*}
\widehat{p}_{v}^{--}(F \cup\{\perp\}) & \leq p_{s}^{-}(F) \leq \widehat{p}_{v}^{-+}(F \cup\{\perp\}),  \tag{3}\\
\widehat{p}_{v}^{+-}(F) & \leq p_{s}^{+}(F) \leq \widehat{p}_{v}^{++}(F) . \tag{4}
\end{align*}
$$



Fig. 9. The menu game $\widehat{\mathcal{G}}_{\mathcal{M}}^{Q}$

For minimal reachability objectives, $\perp$ becomes a target vertex in addition to the given set $F$. Intuitively, this is because it corresponds to the case where player 2 selects a concrete state in the abstract vertex in which the command previously selected by player 1 is not enabled. This would, however, result in a lower bound of 0 for the minimum reachability probability in all vertices that contain some state in which at least one action is not enabled. Instead, it should be implicitly forbidden for player 2 to choose $\perp$ in this case, which is done by assigning the worst (with respect to the goal of player 2) possible value to it. Conversely, if player 2 tries to maximize its value, the construction would be incorrect if $\perp$ was not considered a target vertex as well, which is illustrated by the next example.

Example 17. Reconsider the probabilistic program from Figure 1 with the difference that the guard of command $b$ is strengthened to $1<x+y \leq 2$. Note that the menu game $\widehat{\mathcal{G}}_{\mathcal{M}^{\prime}}^{Q}$, for the resulting modified MDP $\mathcal{M}^{\prime}$ is equal to $\widehat{\mathcal{G}}_{\mathcal{M}}^{Q}$ from Example 16 even though $b$ is now disabled in $\langle 1,0\rangle$ in $\mathcal{M}^{\prime}$ and the minimum reachability probability of reaching $F$ from $\langle 1,0\rangle$ is 0.5 then. Now, suppose $\perp$ was not considered a target state in the menu game. If player 1 chooses the command $b$ in $A$, the best player 2 can do to maximize the probability to eventually reach $F$ is to choose the state that has $b$ enabled and achieve a probability of 0.2. This is, however, not an upper bound for the minimal reachability probability for all states in block $A$, as $\langle 1,0\rangle \in A$ has a minimal reachability probability of 0.5 in $\mathcal{M}^{\prime}$. Intuitively, it is not legal for player 1 to pick a command that is not enabled in all states.

The menu game can be solved in the same fashion that the previous games were solved, eg., using value iteration. As stated by the correctness theorem, this will result in lower and upper bounds for both the minimal and the maximal reachability probability with respect to the given set of target states.

Compared to game-based abstraction, it should be noted that it is no longer the case that player 1 resolves the nondeterminism introduced by the abstraction and player 2 the nondeterminism of the original model, but that the two have swapped roles. In the game-based abstraction setting, player 1 determined whether the resulting probability was a lower or upper bound while player 2
could control whether the result was an approximation of the minimal or maximal reachability probability in the original MDP. This is exactly reversed in the context of menu games, which is reflected in the previous correctness theorem by swapping the goals of the two players (compared to game-based abstraction).

Also, there are examples for which game-based abstraction produces tighter bounds than menu-based abstraction if the same partition $Q$ of the state space is used for building the games. Technically, this happens because game-based abstraction constructs a game representation of the best transformer on the partition induced by the predicates whereas menu-based abstraction represents an abstract transformer that does not necessarily coincide with the best transformer 45 .
Example 18. Reconsider the menu game $\widehat{\mathcal{G}}_{\mathcal{M}}^{Q}$ from Example 16. For the menubased abstraction, the lower bounds for minimum and maximum reachability are both 0 and, likewise, the upper bounds are both 1 , effectively yielding no information. As shown in Example 13 this is coarser than the bounds obtained via game-based abstraction (using the same partition $Q$ ).

This immediately raises the issue of termination if menu-based abstraction is to be used in a refinement loop. Fortunately, the following result can be established.

Theorem 4 (Refinability). Any finite partition $Q$ can be refined to a finite partition $Q^{\prime}$ on which the reachability probabilities in the menu game approximate the reachability properties in the original MDP at least as precisely as the gamebased abstraction over $Q$. Formally, for every $s \in S$, let $v \in Q, v^{\prime} \in Q^{\prime}$ such that $s \in v$ and $s \in v^{\prime}$, then:

$$
\left.\begin{array}{rl}
p_{v, Q}^{--}(F) \leq \widehat{p}_{v^{\prime}, Q^{\prime}}^{-} & (F \cup\{\perp\}) \\
p_{v, Q}^{-+}(F) \leq p_{s}^{-}(F) & \leq \widehat{p}_{v^{\prime}, Q^{\prime}}^{+-}(F)  \tag{6}\\
\hline+- & \leq p_{s}^{+}(F)
\end{array}\right) \leq \widehat{p}_{v^{\prime}, Q^{\prime}}^{++}(F) \leq p_{v, Q}^{++}(F) .
$$

Note that the players swapped roles, so the order of the superscripts of the reachability probabilities is important.

Extensions. For models that involve parametric transition probabilities depending on state variables, the usual game construction possibly produces games of infinite size, because infinitely many probability distributions might be available in a block. Recently, 22] proposed to solve this problem by constructing constraint Markov games, an extension of probabilistic games that is able to deal with variable probabilities, instead. Intuitively, the idea is to avoid introducing a game vertex for every available distribution by shifting the selection of the distribution into a different level of non-determinism in the game.

## 7 Conclusion

We have described three successful techniques for the abstraction of probabilistic systems. Which one is most useful in a concrete situation? Multi-valued abstraction seems to be the simplest method: one stays within the model of MDPs,
so analysis of the abstract model can use mainstream model checkers. However, the disadvantage is that some questions cannot be answered. In those cases the abstraction-refinement frameworks demonstrate their strengths. CEGAR overcomes a part of the weakness of multi-valued abstraction, by providing a direction in which to refine a model if model checking on the abstract model has led to a spurious counterexample. Game-based techniques do not rely on MDPs as their underlying abstract model but rather use probabilistic games. This way, they can provide lower bounds on both minimal and maximal reachability probabilities.
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#### Abstract

Behavioral equivalences and preorders are fundamental notions to formalize indistinguishability of transition systems and provide means to abstraction and refinement. We survey a collection of models used to represent concurrent probabilistic real systems, the behavioral equivalences and preorders they are equipped with and the corresponding decision algorithms. These algorithms follow the standard refinement approach and they improve their complexity by taking advantage of the efficient algorithms developed in the optimization community to solve optimization and flow problems.


## 1 Introduction

### 1.1 Probabilistic Systems

Probability, time, and nondeterminism. These are three main characteristics of several real-world applications. Probability occurs every time the behavior of the applications is not unique, either by construction or by physical properties. For example, distributed algorithms like the Zeroconf protocol or cryptographic protocols like SSL are based on random choices to break symmetry or to insert uncertainty in order to achieve their goals. Each time a message is transmitted on the network, in fact, transmission protocols have to manage the corruption of the messages, as well as their loss, as the effect of the interference with other concurrent transmissions or physical properties of the transmission medium. For instance, simultaneous transmissions on the same channel of a wireless network lead to the collision of the sent messages and their corruption.

Beside probabilities, these systems often have another source of uncertainty, namely nondeterminism, that appears whenever an event may occur with unpredictable behavior; for instance, the event of a host starting the transmission in a wireless network.

Time governs the evolution of the system: with the time passing, the system performs and reacts to actions and correspondingly changes its state, according
A. Remke and M. Stoelinga (Eds.): ROCKS Autumn School 2012, LNCS 8453, pp. 117-155 2014.
© Springer-Verlag Berlin Heidelberg 2014
to its goals. Time can be considered as a discrete component (e.g., a program running on a computer performs one operation at each tick of the digital clock) or as a continuum behavior (e.g., the arrival and service of customers at the information desk).

To study the properties of such real-world applications, several models have been proposed by researchers: the basic model in the discrete time domain is the discrete time Markov chains (DTMCs) model [26, 52], where the time is discrete (i.e., the system performs one operation per clock tick) and only probability determines the reached states. The continuous-time counterpart is known as the continuous-time Markov chains (CTMCs) [3, 5] model, where exponentially distributed sojourn times distributions control the evolution of the system.

DTMCs and CTMCs are purely probabilistic, and they have been extended with nondeterminism to permit different operations or behaviors from a specific state. This extension results to Markov decision processes (MDPs) [10, 31, 32, 44 and continuous-time Markov decision processes (CTMDPs) [7, 11, 31, 44, 54, respectively. These models, despite being widely used to represent and study real systems, are not fully compositional, that is, there is no guarantee that complex systems can be obtained by composing smaller components while preserving the intended behavior. This property is rather important as it is usually much easier to model and study (a set of) small systems and then combine them together rather than a single large system. Moreover, in the real world, usually applications and protocols involve several parties each one composed by modules working together in parallel. Two models have been proposed to achieve such compositional property: the probabilistic automata (PAs) model [47, 48] for discrete time systems and the interactive Markov chains (IMCs) [28] model for continuous-time systems. Recently one model has been proposed to unify and merge all such models in a single framework: the Markov automata (MAs) model [17, 22, 23]. This formalism is suitable for studying systems featuring continuous-time based behaviors as well as probabilistic and nondeterministic choices. Moreover, the Markov automata model provides the semantics to every generalized stochastic Petri net (GSPN) [19], a popular modelling formalism for performance and dependability analysis.

### 1.2 Comparing System Behaviors

Given a real world system we want to analyze, for instance by verifying whether it satisfies a set of properties, we can model it in several ways. This analysis is commonly known as model checking. In particular, we can decide to model it as a $D T M C$ or as a $P A$ whenever we are interested in its properties as a discrete time system; alternatively, if we want to study its behavior in continuous time, we can use CTMCs or IMCs. The choice of the model framework depends on the properties we are interested in and the details we want to consider.

Once the model framework has been chosen, the real system can be represented by several different models: for example, we can use different names for the states, we can encode probabilistic choices as sequences of events or as single events, we can detail or abstract from particular details, and so on. It is clear
that these choices affect the resulting model whose size may vary even if all these models represent the same real system.

A possible way to abstract away from this modelling details is to use the so called simulation and bisimulation relations that allow us to declare that two models are similar or equivalent whenever they are related, respectively. Intuitively, a system $S_{1}$ simulates a system $S_{2}$ if $S 1$ is able to mimic whatever $S_{2}$ can do; the bisimulation requires that also $S_{2}$ simulates $S_{1}$. Usually, a simulation (or bisimulation) is defined as a binary relation over the states of the model and for each pair $\left(s_{1}, s_{2}\right)$, if $s_{1}$ can perform a step, then $s_{2}$ has to match such step via its own steps in order to reach states that are related to the states reached from $s_{1}$. Depending on the steps $s_{2}$ is allowed to perform, simulation relations can be classified as strong ( $s_{2}$ has to match with exactly one step) or as weak ( $s_{2}$ is free to perform an arbitrary additional number of internal steps). Computing such simulation relations is rather easy by using classical refinement algorithms, provided that we have a procedure for deciding the existence of the matching step from $s_{2}$ given a step from $s_{1}$. As we will see in Section 6, such procedure is the only part that has to be changed in order to decide different simulations and it is also the bottleneck of the computation and the main source of the complexity of the decision procedure.

We are interested in systems related by a simulation relation since also the properties they satisfy are related, so we can check whether the real world system satisfies a given property by verifying it in one of the similar models: the theory ensures us that the evaluation of the property does not depend on the specific model we consider to represent the real world system. When we consider the bisimulation relation, among all possible bisimilar models there is a unique minimal model (up to isomorphism) that represents the original system [21: the quotient model. The quotient is the model with the minimum number of states and transitions still behaving as the system we want to analyze; this minimality mitigates the state explosion problem of the model checking [8, 14, 34 as well as it helps in reducing the computational effort needed to verify whether the desired properties are fulfilled. Moreover, the computation of the quotient automaton is independent on the properties we want to check, thus even if it may be rather time consuming, the overall gain it provides to the following model checking phase may justify it.

### 1.3 Optimization Problems

Optimization or mathematical programming uses mathematical techniques to find the best solution among a set of given alternatives. More precisely, an optimization problem asks for maximizing or minimizing a real valued function for which the variables take values from a permissible set. It includes many diverse areas such as decision theory [42, flow network optimization [1] and so on. Flow network optimization is a subclass of linear programming that has application in a number of domains such as computer science, logistics, transportation systems. Although flow network based models are not as wide as models that can be formulated mathematically using linear or integer programming, they can
be solved very quickly which enables them to be a powerful tool for decision making [1.

### 1.4 Probabilistic Systems vs. Optimization

To a casual observer, flow and optimization problems seem rather unrelated to probabilistic concurrent systems. In fact, as we have seen, the former aim to optimize problems like resource allocation or goods transportation and distribution while the latter model systems that run in parallel where the behavior depends on probabilistic events as well like random failures, errors, and choices needed to break symmetry. To a careful observer, flow and optimization problems and probabilistic concurrent systems are not so unrelated, since the probability mass concentrated in the initial state can be seen as a liquid that flows and distributes in the network representing the possible evolution of the system. To highlight this connection, in this survey we consider a selection of papers [29, 30, 55, 57] that, together with other works in concurrency literature such as [2, 4, 13, 15, 20 |21,43 [45], make use of flow and optimization problems to decide or solve efficiently the challenges of probabilistic concurrent systems.

Organization of the Paper. After the mathematical preliminaries in Section 2 we present in Section 3 the discrete and continuous-time models, followed in Section 4 by the simulation and bisimulation relations defined on them. We recall in Section 5 the theory about networks and flow problems that are widely used in Section 6 to efficiently compute simulations and bisimulations. We conclude the paper in Section 7

## 2 Mathematical Preliminaries

### 2.1 Functions and Relations

Given a set $X$ and $\perp \notin X$, we denote by $X_{\perp}$ the set $X \cup\{\perp\}$.
Let $X, Y$ be two finite sets, $f: X \rightarrow \mathbb{R}$ and $g: X \times Y \rightarrow \mathbb{R}$ be two functions. For $X^{\prime} \subseteq X$, we denote by $f\left(X^{\prime}\right)$ the value $f\left(X^{\prime}\right)=\sum_{x \in X^{\prime}} f(x)$; for $x \in X$ and $Y^{\prime} \subseteq Y, g\left(x, Y^{\prime}\right)=\sum_{y \in Y^{\prime}} g(x, y)$ and similarly, for $y \in Y$ and $X^{\prime} \subseteq X$, $g\left(X^{\prime}, y\right)=\sum_{x \in X^{\prime}} g(x, y)$. Finally, we define for each $x \in X$ and $y \in Y$ the functions $g(x, \cdot): Y \rightarrow \mathbb{R}$ and $g(\cdot, y): X \rightarrow \mathbb{R}$ as $g(x, \cdot)\left(y^{\prime}\right)=g\left(x, y^{\prime}\right)$ for each $y^{\prime} \in Y$ and $g(\cdot, y)\left(x^{\prime}\right)=g\left(x^{\prime}, y\right)$ for each $x^{\prime} \in X$, respectively. Given two functions $f, g: X \rightarrow \mathbb{R}$ and $p \in \mathbb{R}$, we denote by $p \cdot f: X \rightarrow \mathbb{R}$ the function $(p \cdot f)(x)=p \cdot f(x)$ for each $x \in X$ and $f+g: X \rightarrow \mathbb{R}$ the function $(f+g)(x)=$ $f(x)+g(x)$ for each $x \in X$.

For a function $f: X \rightarrow \mathbb{R}^{\geq 0}$, we denote by $\operatorname{Supp}(f)$ the support set $\operatorname{Supp}(f)=$ $\{x \in X \mid f(x)>0\}$.

Given a relation $\mathcal{R} \subseteq X \times Y$ and the sets $X^{\prime} \subseteq X$ and $Y^{\prime} \subseteq Y$, we define $\mathcal{R}\left(X^{\prime}\right)=\left\{y \in Y \mid \exists x \in X^{\prime} . x \mathcal{R} y\right\}$ and $\mathcal{R}^{-1}\left(Y^{\prime}\right)=\left\{x \in X \mid \exists y \in Y^{\prime} . x \mathcal{R} y\right\}$.

Given a relation $\mathcal{R} \subseteq X \times X$, we call $\mathcal{R} \cap \mathcal{R}^{-1}$ the kernel of $\mathcal{R}$ and we denote by $\mathcal{R}_{\perp} \subseteq X_{\perp} \times X_{\perp}$ the relation $\mathcal{R} \cup\left\{(\perp, x) \mid x \in X_{\perp}\right\}$.

### 2.2 Probability Distributions

For a set $X$, denote by $\operatorname{Disc}(X)$ the set of discrete probability distributions over $X$, and by $\operatorname{SubDisc}(X)$ the set of discrete sub-probability distributions over $X$. Since a discrete sub-probability distribution $\rho \in \operatorname{SubDisc}(X)$ can be seen as a function $\rho: X \rightarrow[0,1]$, we adopt the same terminology and operations. Given $\rho \in \operatorname{SubDisc}(X)$, we denote by $\rho(\perp)$ the value $1-\rho(X)$ where $\perp \notin X$, and by $|\rho|$ the size $|\operatorname{Supp}(\rho)|$. We extend $\rho$ to a probability distribution $\rho_{\perp} \in \operatorname{Disc}\left(X_{\perp}\right)$ by defining $\rho_{\perp}(\perp)=1-\rho(X)$ and $\rho_{\perp}(x)=\rho(x)$ for each $x \in X$. We denote by $\delta_{x}$, where $x \in X_{\perp}$, the Dirac distribution such that $\delta_{x}(y)=1$ for $y=x, 0$ otherwise. For a sub-probability distribution $\rho$, we also write $\rho=\left\{\left(x, p_{x}\right) \mid x \in X\right\}$ where $p_{x}$ is the probability of $x$. We say that $\rho$ is stochastic if $\rho(X)=1$ and absorbing if $\rho(\perp)=\delta_{\perp}$. We sometimes refer to $\rho(X)$ as the mass of $\rho$.

The lifting $\mathcal{L}(\mathcal{R}) \subseteq \operatorname{Disc}(X) \times \operatorname{Disc}(X)$ [34] of a relation $\mathcal{R} \subseteq X \times X$ to distributions is defined as: for $\rho_{1}, \rho_{2} \in \operatorname{Disc}(X), \rho_{1} \mathcal{L}(\mathcal{R}) \rho_{2}$ holds if there exists a weighting function $w: X \times X \rightarrow[0,1]$ such that

1. for each $\left(x_{1}, x_{2}\right) \in X \times X, w\left(x_{1}, x_{2}\right)>0$ implies $x_{1} \mathcal{R} x_{2}$,
2. for each $x_{1} \in X, w\left(x_{1}, X\right)=\rho_{1}\left(x_{1}\right)$, and
3. for each $x_{2} \in X, w\left(X, x_{2}\right)=\rho_{2}\left(x_{2}\right)$.

This definition of lifting has been proposed for discrete systems 34, 50 and it is indeed equivalent [55] to the definition based on $\mathcal{R}$-closure introduced by [18] for non-discrete systems: the lifting $\mathcal{L}(\mathcal{R}) \subseteq \operatorname{Disc}(X) \times \operatorname{Disc}(X)$ of a relation $\mathcal{R} \subseteq X \times X$ is defined as: for $\rho_{1}, \rho_{2} \in \operatorname{Disc}(X), \rho_{1} \mathcal{L}(\mathcal{R}) \rho_{2}$ holds if for each $X^{\prime} \subseteq X, \rho_{1}\left(X^{\prime}\right) \leq \rho_{2}\left(\mathcal{R}\left(X^{\prime}\right)\right)$.

Extending the lifting to sub-distributions is rather easy 57: for $\rho_{1}, \rho_{2} \in$ $\operatorname{SubDisc}(X), \rho_{1} \mathcal{L}(\mathcal{R}) \rho_{2}$ holds if there exists a weighting function $w: X_{\perp} \times X_{\perp} \rightarrow$ $[0,1]$ such that

1. for each $\left(x_{1}, x_{2}\right) \in X_{\perp} \times X_{\perp}, w\left(x_{1}, x_{2}\right)>0$ implies $x_{1} \mathcal{R}_{\perp} x_{2}$,
2. for each $x \in X_{\perp}, w\left(x, X_{\perp}\right)=\rho_{1}(x)$, and
3. for each $x \in X_{\perp}, w\left(X_{\perp}, x\right)=\rho_{2}(x)$.

## 3 The Models

We now introduce the formal models for probabilistic concurrent systems we consider in this survey paper. We first recall the discrete time models and then the continuous-time models. In this work we consider only finite models, i.e., systems such that states, actions, and transition relations are finite.

### 3.1 Discrete Time Models

The first model we consider is the labelled substochastic discrete time Markov chain model where each state enables only a transition that may reach several states, each one with a given probability. The status of the system is represented by a set $A P$ of atomic propositions that are true in the given state.

Definition 1 (Substochastic discrete time Markov chain [8, 33]). A labelled substochastic Discrete Time Markov Chain (sDTMC) $\mathcal{S}$ is a tuple $\mathcal{S}=$ $(S, \bar{s}, \mathbf{P}, L)$ where $S$ is a finite set of states, $\bar{s}$ is the start state, $\mathbf{P}: S \times S \rightarrow[0,1]$ is a probability matrix such that $\mathbf{P}(s, \cdot) \in \operatorname{SubDisc}(S)$ for all $s \in S$, and $L: S \rightarrow 2^{A P}$ is a labeling function.

Given a state $s$ and the associated distribution $\mu_{s}=\mathbf{P}(s, \cdot) \in \operatorname{SubDisc}(S)$, we call $\left(s, \mu_{s}\right)$ a transition and we say that $\left(s, \mu_{s}\right)$ is enabled by $s$ and that $\mu_{s}$ is the target of $\left(s, \mu_{s}\right)$.


Fig. 1. An example of substochastic discrete time Markov chain

Figure 1 shows an example of a $s D T M C$, where $s$ is the initial state, denoted by the short incoming arrow. For each state, we represent the enabled transition by a set of arrows grouped by an arc and pointing to the target states, each one decorated with the corresponding probability. For example, the transition enabled by $s$ reaches $t$ and $u$ with probability $\frac{1}{2}$ and $\frac{3}{10}$, respectively. As usual in this kind of representation of the model, to keep the picture clear we have omitted the arrows reaching states with probability 0 . For instance, from $s$ there should be also an arrow reaching $v$ with probability 0 . As labels of the states, we take $A P=S=\{s, t, u, v\}$ and we let $L(z)=z$ for each state $z \in S$. Note that the transitions from both $s$ and $u$ have as target a sub-probability distribution that is not a probability distribution. In fact, for the transition $\left(s, \mu_{s}\right)$ the mass of $\mu_{s}$ is $\frac{8}{10}$ and the transition $\left(u, \mu_{u}\right)$ the mass of $\mu_{u}$ is $\frac{9}{10}$.

We call a state $s$ stochastic (absorbing) if the distribution $\mathbf{P}(s, \cdot)$ is stochastic (absorbing) respectively. For the $s D T M C$ in Figure $1 t$ is stochastic, $v$ is absorbing while both $s$ and $u$ are neither stochastic nor absorbing. If we restrict the states of a sDTMC to be either stochastic or absorbing, we obtain a discrete time Markov chain:

Definition 2 (Discrete time Markov chain [26, 52]). A labelled Discrete Time Markov Chain (DTMC) $\mathcal{D}$ is a labelled sDTMC $\mathcal{D}=(S, \bar{s}, \mathbf{P}, L)$ such that for each state $s \in S, \mathbf{P}(s, S) \in\{0,1\}$.

Figure 2 shows an example of a DTMC. It is actually the $s D T M C$ in Figure 1 where probability distributions have been normalized to have mass 1.

These two models are suitable for systems exhibiting only probabilistic behaviors, that is, they are not able to represent systems where different transitions


Fig. 2. An example of discrete time Markov chain
are available from the states. For instance, the system that is in a particular state may react differently to different stimuli and this can be modeled by performing different transitions leading to different distributions over the states of the system. We call this capacity nondeterminism that is encoded, together with probability, by the following two discrete time models: Markov decision processes and probabilistic automata. In order to have a uniform approach, for probabilistic automata we adopt the notation of [57] instead of the one used in 47, 48.

Definition 3 (Probabilistic automaton [47,48]). A Probabilistic Automaton (PA) $\mathcal{P}$ is a tuple $\mathcal{P}=(S, \bar{s}, \Sigma, \rightarrow, L)$ where $S$ is a finite set of states, $\bar{s}$ is the start state, $\Sigma$ is a finite set of actions, $\rightarrow \subseteq S \times \Sigma \times \operatorname{Disc}(S)$ is a finite probabilistic transition relation, and $L: S \rightarrow 2^{A P}$ is a labeling function.

The set $\Sigma$ is divided in two sets H and E of internal (hidden) and external actions, respectively. We remark that the definition of probabilistic automata we are presenting here is different from the original one given by Segala in 48 , named simple probabilistic automata, but currently known as just probabilistic automata. In fact, in such work (simple) probabilistic automata are defined as follows (cf. [48, Section 3.1]): A Probabilistic Automaton (PA) $\mathcal{P}$ is a tuple $(S, \bar{s}, \Sigma, \rightarrow)$ where $S$ is a countable set of states, $\bar{s} \in S$ is the start state, $\Sigma$ is a countable set of actions, and $\rightarrow \subseteq S \times \Sigma \times \operatorname{Disc}(S)$ is a probabilistic transition relation. The main difference with Definition 3 is that in 48 there is no labeling function. This difference can be easily bridged by defining $L$ as $L(s)=\emptyset$ for each $s \in S$. Figure 3 shows an example of a $P A$ where $\mathrm{H}=\{\tau\}$ and $\mathrm{E}=\{a, b\}$.

In a probabilistic automaton $\mathcal{P}$ we can distinguish between two kinds of nondeterminism: external and internal nondeterminism. We say that a state $s$ exhibits external nondeterminism if there exist two different actions $a$ and $b$ such that $\left(s, a, \mu_{a}\right) \in \rightarrow$ and $\left(s, b, \mu_{b}\right) \in \rightarrow$ for some $\mu_{a}, \mu_{b} \in \operatorname{Disc}(S)$. For instance, this is the case for the state $v$ of the PA in Figure 3 since we have the two transitions $\left(v, a, \delta_{s}\right)$ and $\left(v, b, \delta_{u}\right)$. On the other hand, we say that a state $s$ exhibits internal nondeterminism if there exist an action $a$ and two different distributions $\mu_{1}, \mu_{2} \in \operatorname{Disc}(S)$ such that $\left(s, a, \mu_{1}\right) \in \rightarrow$ and $\left(s, a, \mu_{2}\right) \in \rightarrow$. This happens for the state $u$ that enables two different transitions both with action $b$. Note that


Fig. 3. An example of probabilistic automaton
a state may exhibit both internal and external nondeterminism (as happens for $v$ ) or none of them (see states $s$ and $t$ ).

### 3.2 Continuous-Time Models

We now consider the continuous-time counterparts of the previous models, where state transitions are governed by the passing of the time. Essentially, they are defined as the discrete time models except for the probability distributions that are replaced by transition rates, i.e., the speed of transition firing.

The first model we recall is about continuous-time Markov chains that are just discrete time Markov chains where the probability matrix is replaced by the rate matrix.
Definition 4 (Continuous-time Markov chain [5, 44, 55]).
A labelled Continuous-Time Markov Chain (CTMC) $\mathcal{C}$ is a tuple $\mathcal{C}=(S, \bar{s}, \mathbf{R}, L)$ such that $S$, $\bar{s}$, and $L$ are defined as for DTMC and $\mathbf{R}: S \times S \rightarrow \mathbb{R}^{\geq 0}$ is the rate matrix.

Note that the usual definition of CTMCs, such as the one in [3], requires that $\mathbf{R}: S \times S \rightarrow \mathbb{R}$ where for each $s \in S, \mathbf{R}\left(s, s^{\prime}\right) \geq 0$ for each $s^{\prime} \neq s$ and $\mathbf{R}(s, s)=-\sum_{s^{\prime} \neq s} \mathbf{R}\left(s, s^{\prime}\right)$. As remarked in [5], allowing self loops neither alters the transient nor the steady-state behavior of the CTMC, but it allows the usual interpretation of the linear-time CSL operators like next-step and until.


Fig. 4. An example of continuous-time Markov chain

Figure 4 shows an example of a $C T M C$. Greek letters $\lambda, \kappa$, and $\rho$ are the rates governing the speed of the firing of the transitions. So, for example, the $\lambda$ on the
transition from $s$ to $t$ means that $\mathbf{R}(s, t)=\lambda$. We omitted the transitions with rate 0 to keep the picture clear.

The probability of performing a transition and reaching a given state can be computed as follows: starting from the state $s$, the probability of performing a transition within time $t$ is $1-e^{-\mathbf{R}(s, S) \cdot t}$ and the probability of reaching the state $s^{\prime}$ with this transition is $\left(1-e^{-\mathbf{R}(s, S) \cdot t}\right) \cdot \frac{\mathbf{R}\left(s, s^{\prime}\right)}{\mathbf{R}(s, S)}$.

This allows us to consider the DTMC embedded into a CTMC that captures the system behavior after abstracting away the time:

Definition 5 (Embedded DTMC [5, 55, 57]). Let $\mathcal{C}$ be a CTMC. The embedded DTMC $\mathcal{D}$ of $\mathcal{C}$ is defined by emb $(\mathcal{C})=(S, \bar{s}, \mathbf{P}, L)$ where for each $s, s^{\prime} \in$ $S, \mathbf{P}\left(s, s^{\prime}\right)$ is defined as $\mathbf{P}\left(s, s^{\prime}\right)=\frac{\mathbf{R}\left(s, s^{\prime}\right)}{\mathbf{R}(s, S)}$ if $\mathbf{R}(s, S)>0$, and $\mathbf{P}\left(s, s^{\prime}\right)=0$ otherwise.

Similarly to CTMCs and DTMCs, the continuous-time counterparts of PAs, called continuous-time probabilistic automata (CTPA), are obtained by replacing the transition relation with a rate matrix.

We call a function $r: S \rightarrow \mathbb{R} \geq 0$ a rate function and we denote the set of all rate functions by Rate $(S)$. Given the rate function $r$, we call $r(S)$ the exit rate. Given $\mathbf{R}$ and a state $s$ of a $C T M C \mathcal{C}$, we call $\mathbf{R}(s, \cdot): S \rightarrow \mathbb{R}^{\geq 0}$ the rate function associated with $s$ and we usually denote it by $r_{s}$.

Definition 6 (Continuous-time probabilistic automaton [11, 37, 44]). A Continuous Time Probabilistic Automaton (CTPA) $\mathcal{C P}$ is a tuple $\mathcal{C P}=$ $(S, \bar{s}, \Sigma, \mathbf{R}, L)$, where $S$ is a finite set of states, $\bar{s}$ is the start state, $\Sigma$ is a finite set of actions, $\mathbf{R} \subseteq S \times \Sigma \times \operatorname{Rate}(S)$ is a finite rate matrix, and $L: S \rightarrow 2^{A P}$ is a labeling function.


Fig. 5. An example of continuous-time probabilistic automaton

Figure 5 shows an example of CTPA; arrows emanating from a state with the same label and shape belong to the same transition. For instance, state $s$ enables two transitions $(s, a, r)$ and ( $s, a, r^{\prime}$ ) with $r, r^{\prime} \in \operatorname{Rate}(S)$ such that $r(t)=\sigma$, $r(u)=\theta$, and $r(s)=r(v)=0$ and $r^{\prime}(t)=\lambda, r^{\prime}(u)=\kappa$, and $r^{\prime}(s)=r^{\prime}(v)=0$, respectively.

### 3.3 Mixed Discrete and Continuous-Time Models

We now present two models that merge continuous-time and discrete time behavior, the interactive Markov chains and the Markov automata. They exhibit continuous-time behavior like CTMCs, where transitions are fired by the passage of the time, as well as discrete time behavior like labelled transitions systems where transitions are fired by actions. These two models are especially suited for compositional reasoning over continuous-timed systems due to the separation of action and Markovian transitions and the maximal progress assumption, that is, if a state enables both timed transitions and internally labelled transitions, then the latter take precedence and the former are ignored.

Definition 7 (Markov automaton [17,22,23]). A Markov Automaton (MA) $\mathcal{M A}$ is a tuple $\mathcal{M A}=(S, \bar{s}, \Sigma, \rightarrow, \mathbf{R}, L)$ where $S$ is a finite set of states, $\bar{s}$ is the start state, $\Sigma$ is a finite set of actions, $\rightarrow \subseteq S \times \Sigma \times \operatorname{Disc}(S)$ is a finite probabilistic transition relation, $\mathbf{R} \subseteq S \times \mathbb{R}^{\geq 0} \times S$ is a finite set of timed transitions, and $L: S \rightarrow 2^{A P}$ is a labeling function.


Fig. 6. An example of Markov automaton

Figure 6 shows an example of a $M A$. As for the $C T M C$ in Figure 4 we use Greek letters $\lambda$ and $\kappa$ for the rates governing the speed of the firing of the transitions that we represent by dashed arrows in order to distinguish them from probabilistic transitions.

An interactive Markov chain is an MA such that each probabilistic transition leads to a Dirac distribution, i.e., to a single state:
Definition 8 (Interactive Markov chain [28]). An Interactive Markov Chain (IMC) $\mathcal{I}$ is a tuple $\mathcal{I}=(S, \bar{s}, \Sigma, \rightarrow, \mathbf{R}, L)$ where $S$ is a finite set of states, $\bar{s}$ is the start state, $\Sigma$ is a finite set of actions, $\rightarrow \subseteq S \times \Sigma \times S$ is an interactive transition relation, $\mathbf{R} \subseteq S \times \mathbb{R}^{\geq 0} \times S$ is a finite set of timed transitions, and $L: S \rightarrow 2^{A P}$ is a labeling function.

Figure 7 shows an example of an $I M C$. In particular, $I M C$ can be seen as the merger of labelled transitions systems and CTMCs while MA can be seen as the merger of PAs and CTMCs. In fact, each model is an instance of the MA model with specific restrictions on $\rightarrow$ and $\mathbf{R}$ (cf. [22, Section 3]). As for probabilistic automata, the original definitions do not involve the labeling function $L$ that we have added for uniformity. Again, the original model can be recovered by defining $L(s)=\emptyset$ for each $s \in S$.


Fig. 7. An example of interactive Markov chain

### 3.4 Terminology and Notation

In the remaining of the paper we adopt the following terminology and notation, given in the context of probabilistic automata [27, 29, 47, 48, 57 .

We refer to each instance of the discrete and continuous-time models as automaton and we denote it by $\mathcal{A}$, that is, we use the term (discrete time) automaton and $\mathcal{A}$ for the sDTMC $\mathcal{S}$, the $D T M C \mathcal{D}$, and the PA $\mathcal{P}$ as well as the term (continuous-time) automaton and $\mathcal{A}$ for the $C T M C \mathcal{C}$ and the CTPA $\mathcal{C P}$.

Given a $P A \mathcal{P}$, we let $s, t, u, v$, and their variants with indices range over $S ; a, b$ range over actions; and $\tau$ range over internal actions. A transition $\operatorname{tr}=(s, a, \mu) \in$ $\rightarrow$, also denoted by $s \xrightarrow{a} \mu$, is said to leave from state $s$, to be labelled by $a$, and to lead to the target distribution $\mu$, also denoted by $\mu_{t r}$. We denote by $\operatorname{src}(\operatorname{tr})$ the source state $s$ and by act (tr) the action $a$. We also say that $s$ enables action $a$, that action $a$ is enabled from $s$, and that $(s, a, \mu)$ is enabled from $s$. Finally, we let $s \longrightarrow=\{\operatorname{tr} \in \rightarrow \mid \operatorname{src}(\operatorname{tr})=s\}$ be the set of transitions enabled by $s$ and $\xrightarrow{a}=\{\operatorname{tr} \in \rightarrow \mid \operatorname{act}(\operatorname{tr})=a\}$ be the set of transitions with label $a$.

An execution fragment of a $P A \mathcal{P}$ is a finite or infinite sequence of alternating states and actions $\alpha=s_{0} a_{1} s_{1} a_{2} s_{2} \ldots$ starting from a state $s_{0}$, also denoted by $\operatorname{first}(\alpha)$, and, if the sequence is finite, ending with a state denoted by $\operatorname{last}(\alpha)$, such that for each $i>0$ there exists a transition $\left(s_{i-1}, a_{i}, \mu_{i}\right) \in \rightarrow$ such that $\mu_{i}\left(s_{i}\right)>0$. The length of $\alpha$, denoted by len $(\alpha)$, is the number of occurrences of actions in $\alpha$. If $\alpha$ is infinite, then len $(\alpha)=\infty$. Denote by $\operatorname{frags}(\mathcal{P})$ the set of execution fragments of $\mathcal{P}$ and by frags ${ }^{*}(\mathcal{P})$ the set of finite execution fragments of $\mathcal{P}$. An execution fragment $\alpha$ is a prefix of an execution fragment $\alpha^{\prime}$, denoted by $\alpha \leqslant \alpha^{\prime}$, if the sequence $\alpha$ is a prefix of the sequence $\alpha^{\prime}$. The trace trace $(\alpha)$ of $\alpha$ is the sub-sequence of external actions of $\alpha$; we denote by $\varepsilon$ the empty trace and we define $\operatorname{trace}(a)=a$ for $a \in \mathrm{E}$ and $\operatorname{trace}(a)=\varepsilon$ for $a \in \mathrm{H}$.

We extend the above terminology to the other models introduced so far, when applicable; in particular, we use $\rightarrow$ to denote the transition relations $\mathbf{P}$ and $\mathbf{R}$ of DTMCs and sDTMCs, and of CTMCs and CTPAs, respectively. For instance, given a $D T M C \mathcal{D}$, a state $s$, and a probability distribution $\mu$, we still call $(s, \tau, \mu)$ a transition, denoted by $s \xrightarrow{\tau} \mu$, also written $(s, \tau, \mu) \in \mathbf{P}$, provided that $\mu=$ $\mathbf{P}(s, \cdot)$. Note that here $\tau$ denotes just a step since it is not an actual action labeling the transition. Similarly, given a $C T P A \mathcal{C P}$, a state $s$, an action $a$, and
a rate function $r$, we still write $(s, a, r) \in \rightarrow$ if $\mathbf{R}(s, a)=r$ and we call $(s, a, r)$ a transition, denoted by $s \xrightarrow{a} r$ as well.

For a CTPA $\mathcal{C P}$ and a rate function $r$, we denote by $\mu_{r} \in \operatorname{SubDisc}(S)$ the induced sub-probability distribution defined by: if $r(S)>0$, then for each $s \in S$, $\mu_{r}(s)=\frac{r(s)}{r(S)}$, and if $r(S)=0$, then $\mu_{r}=\delta_{\perp}$.

We adopt a similar notation also for CTMCs: for a $C T M C \mathcal{C}$ and a state $s$, we denote by $\mu_{r_{s}} \in \operatorname{SubDisc}(S)$ the sub-probability distribution induced by the rate function $r_{s}=\mathbf{R}(s, \cdot)$, i.e., $\mu_{r_{s}}=\mathbf{P}(s, \cdot)$ for the embedded $\operatorname{DTMC~emb}(\mathcal{C})$.

Given an automaton $\mathcal{A}$ and a state $s$, we denote by $\operatorname{post}(s)$ the set of successors of the state $s$, that is, $\operatorname{post}(s)=\operatorname{Supp}(\mathbf{P}(s, \cdot))$ if $\mathcal{A}$ is a $D T M C$ or a $s D T M C$, and $\operatorname{post}(s)=\left\{s^{\prime} \in S \mid \mathbf{R}\left(s, s^{\prime}\right)>0\right\}$ if $\mathcal{A}$ is a CTMC. For a $s D T M C \mathcal{S}$ and a state $s$, we denote by $\operatorname{post}_{\perp}(s)$ the set $\operatorname{post}_{\perp}(s)=\operatorname{Supp}\left(\mu_{\perp}\right)$ where $\mu=$ $\mathbf{P}(s, \cdot)$. Similarly, we denote by $\operatorname{pre}(s)$ the set of predecessors of the state $s$, that is, $\operatorname{pre}(s)=\left\{s^{\prime} \in S \mid \mathbf{P}\left(s^{\prime}, s\right)>0\right\}$ if $\mathcal{A}$ is a DTMC or a sDTMC, and $\operatorname{pre}(s)=\left\{s^{\prime} \in S \mid \mathbf{R}\left(s^{\prime}, s\right)>0\right\}$ if $\mathcal{A}$ is a CTMC. Finally, we denote by reach $(s)$ the states that are reachable with positive probability from $s$, that is, $\operatorname{reach}(s)=\left\{t \in S \mid \exists \alpha \in \operatorname{frags}^{*}(\mathcal{A}) \cdot \operatorname{last}(\alpha)=t\right\}$.

## 4 Simulations and Bisimulations

We recall now the main behavioral preorders and equivalences that are used for the models presented in Section 3. These relations allow us to relate system that are syntactically different, for instance because they use different names for the states, but exhibit equivalent behaviors. Moreover, they allow to reduce the size of the automata without changing their properties. This is especially useful to mitigate the state space explosion problem that usually happens in model checking [8, 14, 34. An empirical investigation to show the effectiveness of such behavioral relations minimization is performed in 36. This study indicates that for traditional model checking, huge state space reductions (up to logarithmic) may be acquired. It is worthwhile to mention that the definition of such relations is based on a single automaton; however, as we will see, they are usually used to relate two automata $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. This technical problem is easily solved by taking the disjoint union of the two automata, that is, the automaton whose set of states is the disjoint union of the sets of states of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, and whose other components are the union of the corresponding components of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$.

### 4.1 Strong Simulation and Bisimulation

The first relations we introduce are the strong simulation and bisimulation, that are the natural extension to probabilistic systems of the homonymous relations for labelled transition systems [39].

Definition 9 (Strong simulation for discrete time probabilistic automata $[9,50,56,57])$. Let $\mathcal{A}$ be a discrete time probabilistic automaton. A relation $\mathcal{R}$ on $S$ is a strong simulation $i f$, for each pair of states $s, t \in S$ such that $s \mathcal{R} t$,
$-L(s)=L(t)$ and

- if $s \xrightarrow{a} \mu_{s}$ for some probability distribution $\mu_{s}$, then there exists $\mu_{t}$ such that $t \xrightarrow{a} \mu_{t}$ and $\mu_{s} \mathcal{L}(\mathcal{R}) \mu_{t}$.

We say that the discrete time automaton $\mathcal{A}_{2}$ strongly simulates $\mathcal{A}_{1}$ if there exists a strong simulation $\mathcal{R}$ on the disjoint union $S_{1} \uplus S_{2}$ such that $\bar{s}_{1} \mathcal{R} \bar{s}_{2}$ and we say that the state $t$ strongly simulates the state $s$ if there exists a strong simulation $\mathcal{R}$ such that $s \mathcal{R} t$. We denote the coarsest strong simulation, called strong similarity, by $\lesssim$.

In the remaining of the paper and similarly for the following simulations, we refer to the second condition (if $s \xrightarrow{a} \mu_{s}$ for some probability distribution $\mu_{s}$, then there exists $\mu_{t}$ such that $t \xrightarrow{a} \mu_{t}$ and $\mu_{s} \mathcal{L}(\mathcal{R}) \mu_{t}$ ) as the step condition since it ensures that from two similar states $s$ and $t$, each transition (or step) from $s$ is matched by a transition/step from $t$ and the reached states are still related according to the lifting of the reached distributions.

$\mathcal{A}_{1}$

$\mathcal{A}_{2}$

Fig. 8. Two PAs with $L(x)=\emptyset$ for each state $x$ such that $\mathcal{A}_{1} \lesssim \mathcal{A}_{2}$. The single transition from $u_{2}$ with action $a, b$ is just a compact form for the two transitions $\left(u_{2}, a, \delta_{u_{2}}\right)$ and ( $u_{2}, b, \delta_{u_{2}}$ ).

Figure 8 shows two probabilistic automata $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ such that $\mathcal{A}_{1} \lesssim \mathcal{A}_{2}$. In fact, consider the relation $\mathcal{R}=\left\{\left(s_{1}, s_{2}\right),\left(t_{1}, t_{2}\right),\left(u_{1}, u_{2}\right),\left(v_{1}, v_{2}\right),\left(z_{1}, u_{2}\right)\right\}$; it is rather easy to verify that $\mathcal{R}$ satisfies Definition 9f it is trivial to verify the step condition for the pairs $\left(t_{1}, t_{2}\right),\left(u_{1}, u_{2}\right),\left(v_{1}, v_{2}\right)$, and $\left(z_{1}, u_{2}\right)$. The only interesting case is the pair $\left(s_{1}, s_{2}\right)$; the transition $s_{1} \xrightarrow{a} \mu_{1 a}$ with $\mu_{1 a}=\left\{\left(t_{1}, \frac{1}{2}\right),\left(u_{1}, \frac{1}{2}\right)\right\}$ is matched by $s_{2}$ via the transition $s_{2} \xrightarrow{a} \mu_{2 a}$ with $\mu_{2 a}=\left\{\left(t_{2}, \frac{1}{3}\right),\left(u_{2}, \frac{2}{3}\right)\right\}$ such that $\mu_{1 a} \mathcal{L}(\mathcal{R}) \mu_{2 a}$. The weighting function [34|56|57] $w_{a}$ justifying $\mu_{1 a} \mathcal{L}(\mathcal{R}) \mu_{2 a}$ is defined as follows:

$$
w_{a}\left(x_{1}, x_{2}\right)= \begin{cases}\frac{1}{3} & \text { if } x_{1}=t_{1} \text { and } x_{2}=t_{2} \\ \frac{1}{6} & \text { if } x_{1}=t_{1} \text { and } x_{2}=u_{2} \\ \frac{1}{2} & \text { if } x_{1}=u_{1} \text { and } x_{2}=u_{2}, \text { and } \\ 0 & \text { otherwise }\end{cases}
$$

Similarly, the transition $s_{1} \xrightarrow{b} \mu_{1 b}$ with $\mu_{1 b}=\left\{\left(z_{1}, \frac{1}{3}\right),\left(v_{1}, \frac{2}{3}\right)\right\}$ is matched by $s_{2}$ via the transition $s_{2} \xrightarrow{b} \mu_{2 b}$ with $\mu_{2 b}=\left\{\left(u_{2}, \frac{2}{3}\right),\left(v_{2}, \frac{1}{3}\right)\right\}$ such that $\mu_{1 b} \mathcal{L}(\mathcal{R}) \mu_{2 b}$.

The weighting function $w_{b}$ justifying $\mu_{1 b} \mathcal{L}(\mathcal{R}) \mu_{2 b}$ is:

$$
w_{b}\left(x_{1}, x_{2}\right)= \begin{cases}\frac{1}{3} & \text { if } x_{1}=z_{1} \text { and } x_{2}=u_{2} \\ \frac{1}{3} & \text { if } x_{1}=v_{1} \text { and } x_{2}=u_{2} \\ \frac{1}{3} & \text { if } x_{1}=v_{1} \text { and } x_{2}=v_{2}, \text { and } \\ 0 & \text { otherwise }\end{cases}
$$

The definition of strong simulation for continuous-time automata is almost the same, except for the fact that we require that $t$ can move stochastically faster than $s$, i.e., $t$ has a rate higher than $s$ :

## Definition 10 (Strong simulation for continuous-time probabilistic au-

 tomata $[\mathbf{9}, \mathbf{5 6}, \mathbf{5 7}]$ ). Let $\mathcal{A}$ be a continuous-time probabilistic automaton. A relation $\mathcal{R}$ on $S$ is a strong simulation $i f$, for each pair of states $s, t \in S$ such that $s \mathcal{R} t$,- $L(s)=L(t)$ and
- if $s \xrightarrow{a} r_{s}$ for some rate function $r_{s}$, then there exists a rate function $r_{t}$ such that $t \xrightarrow{a} r_{t}, \mu_{r_{s}} \mathcal{L}(\mathcal{R}) \mu_{r_{t}}$, and $r_{s}(S) \leq r_{t}(S)$.

We say that the continuous-time automaton $\mathcal{A}_{2}$ strongly simulates $\mathcal{A}_{1}$ if there exists a strong simulation $\mathcal{R}$ on the disjoint union $S_{1} \uplus S_{2}$ such that $\bar{s}_{1} \mathcal{R} \bar{s}_{2}$ and we say that the state $t$ strongly simulates the state $s$ if there exists a strong simulation $\mathcal{R}$ such that $s \mathcal{R} t$. We denote the coarsest strong simulation, called strong similarity, by $\lesssim$.


Fig. 9. Two CTPAs with $L\left(s_{1}\right)=L\left(s_{2}\right)=\{s\}$ and $L(x)=\emptyset$ for each remaining state $x$ such that $\mathcal{A}_{1} \lesssim \mathcal{A}_{2}$

Figure 9 shows two continuous time probabilistic automata $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ such that $\mathcal{A}_{1} \lesssim \mathcal{A}_{2}$. The relation $\mathcal{R}=\left\{\left(s_{1}, s_{2}\right),\left(t_{1}, t_{2}\right),\left(u_{1}, u_{2}\right),\left(t_{1}, u_{2}\right),\left(u_{1}, t_{2}\right)\right\}$ indeed justifies $\mathcal{A}_{1} \lesssim \mathcal{A}_{2}$ : consider for instance the pair ( $t_{1}, t_{2}$ ); the rate function $r_{t_{1}}$ induces the probability distribution $\mu_{r_{t_{1}}}=\delta_{u_{1}}$ and the overall rate $r_{t_{1}}(S)=\lambda$. For $t_{2}$, we have the rate function $r_{t_{2}}$ that induces the probability distribution $\mu_{r_{t_{2}}}=\delta_{u_{2}}$ and the overall rate $r_{t_{1}}(S)=3 \lambda$, thus $r_{t_{1}}(S) \leq r_{t_{2}}(S)$. Since $\left(u_{1}, u_{2}\right) \in \mathcal{R}$, then $\delta_{u_{1}} \mathcal{L}(\mathcal{R}) \delta_{u_{2}}$ is trivially satisfied, hence the step condition is satisfied. A similar argument shows that the step condition is satisfied for the pairs $\left(u_{1}, u_{2}\right),\left(t_{1}, u_{2}\right)$, and $\left(u_{1}, t_{2}\right)$.

Now, consider the pair $\left(s_{1}, s_{2}\right)$ : we distinguish the case of the transitions with label $b$ and $c$ and the transition with label $a$, all from $s_{1}$. The transition from $s_{1}$ with label $b$ induces the probability distribution $\mu_{r_{s_{1}}}=\delta_{t_{1}}$ and the overall rate $r_{s_{1}}^{b}(S)=2 \lambda$. For $s_{2}$, we have the rate function $r_{s_{2}}^{b}$ that induces the probability distribution $\mu_{r_{s_{2}}}=\delta_{u_{2}}$ and the overall rate $r_{s_{2}}^{b}(S)=4 \lambda$, thus $r_{s_{1}}^{b}(S) \leq r_{s_{2}}^{b}(S)$. Since $\left(t_{1}, u_{2}\right) \in \mathcal{R}$, then $\delta_{t_{1}} \mathcal{L}(\mathcal{R}) \delta_{u_{2}}$ trivially holds, hence the step condition is satisfied. The case for the label $c$ is similar.

The last step condition we have to check involves the transition with label $a$ from $s_{1}$. The rate function $r_{s_{1}}^{a}$ induces the probability distribution $\mu_{r_{s_{1}}}=$ $\left\{\left(t_{1}, \frac{\lambda}{3 \lambda}\right),\left(u_{1}, \frac{2 \lambda}{3 \lambda}\right)\right\}$ and the overall rate $r_{s_{1}}^{a}(S)=3 \lambda$. For $s_{2}$, we have the rate $r_{s_{2}}^{a}$ that induces the probability distribution $\mu_{r_{s_{2}}}=\left\{\left(t_{2}, \frac{\lambda}{4 \lambda}\right),\left(u_{2}, \frac{3 \lambda}{4 \lambda}\right)\right\}$ and the overall rate $r_{s_{2}}^{a}(S)=4 \lambda$. Obviously, $r_{s_{1}}^{a}(S) \leq r_{s_{2}}^{a}(S) ; \mu_{r_{s_{1}}} \mathcal{L}(\mathcal{R}) \mu_{r_{s_{2}}}$ is justified by the weighting function $w$ defined as

$$
w\left(x_{1}, x_{2}\right)= \begin{cases}\frac{1}{4} & \text { if } x_{1}=t_{1} \text { and } x_{2}=t_{2} \\ \frac{1}{12} & \text { if } x_{1}=t_{1} \text { and } x_{2}=u_{2} \\ \frac{2}{3} & \text { if } x_{1}=u_{1} \text { and } x_{2}=u_{2}, \text { and } \\ 0 & \text { otherwise }\end{cases}
$$

The definition of strong bisimulation and strong bisimilarity, denoted by $\sim$, is obtained by requiring $\mathcal{R}$ to be a symmetric relation.

Definition 11 (Strong bisimulation [38]). Let $\mathcal{A}$ be a discrete time or a continuous-time probabilistic automaton. $A$ relation $\mathcal{R}$ on $S$ is a strong bisimulation if $\mathcal{R}$ is symmetric and a strong simulation.

We denote the coarsest strong bisimulation, called strong bisimilarity, by $\sim$.
Other definitions of strong bisimulation require $\mathcal{R}$ to be an equivalence relation but it is easy to show that such definitions are equivalent to Definition 11 ,

Finally, only strong bisimulation on IMCs has been defined [28], and it is the expected merge of the bisimulation for CTMCs and labelled transition systems:

Definition 12 (Strong bisimulation for IMCs [28]). Let $\mathcal{I}$ be a IMC. An equivalence relation $\mathcal{R}$ on $S$ is a strong bisimulation if, for each pair of states $s, t \in S$ such that $s \mathcal{R} t$,
$-L(s)=L(t)$,

- if $s \xrightarrow{a} s^{\prime}$ for some $s^{\prime} \in S$ and $a \in \Sigma$, then there exists $t^{\prime}$ such that $t \xrightarrow{a} t^{\prime}$ and $s^{\prime} \mathcal{R} t^{\prime}$, and
- if $s$ does not enable a transition with label $\tau$, then for each $\mathcal{C} \in S / \mathcal{R}, \gamma(s, \mathcal{C})=$

We say that the IMC $\mathcal{A}_{2}$ strongly bisimulates $\mathcal{A}_{1}$ if there exists a strong bisimulation $\mathcal{R}$ on the disjoint union $S_{1} \uplus S_{2}$ such that $\bar{s}_{1} \mathcal{R} \bar{s}_{2}$ and we say that the state $t$ strongly bisimulates the state $s$ if there exists a strong bisimulation $\mathcal{R}$ such that $s \mathcal{R} t$. We denote the coarsest strong bisimulation, called strong bisimilarity, by $\sim$.

A simulation (and a bisimulation) can be seen as a game where in each round the challenger, or attacker, $s$ proposes a transition, or step, that has to be matched by the defender $t$. The two states $s$ and $t$ are strong (bi-)similar if the defender is always able to match the challenging transitions proposed by the attacker, that is, the game can be played forever.

### 4.2 Strong Probabilistic Simulation and Bisimulation

The fact that (continuous-time) probabilistic automata may exhibit internal nondeterminism, i.e., a state can enable different transitions with the same label, allows us to define the probabilistic counterpart of strong simulation and bisimulation where each transition proposed by the challenger is matched by some convex combination of the defender's enabled transitions.

Given a $P A \mathcal{P}$, a state $s \in S$, an action $a \in \Sigma$, and a distribution $\mu \in \operatorname{Disc}(S)$, we say that there exists a combined transition $s \xrightarrow{a}{ }_{\mathrm{C}} \mu$ if there exists a finite set $I$ of indexes, a family $\left\{p_{i}\right\}_{i \in I} \subseteq[0,1]$ such that $\sum_{i \in I} p_{i}=1$, and a family $\left\{s \xrightarrow{a} \mu_{i}\right\}_{i \in I} \subseteq \rightarrow$ such that $\mu=\sum_{i \in I} p_{i} \cdot \mu_{i}$.

Definition 13 (Strong probabilistic simulation for PAs [49, 50]). Let $\mathcal{A}$ be a PA. A relation $\mathcal{R}$ on $S$ is a strong probabilistic simulation if, for each pair of states $s, t \in S$ such that $s \mathcal{R} t$,
$-L(s)=L(t)$ and

- if $s \xrightarrow{a} \mu_{s}$ for some probability distribution $\mu_{s}$, then there exists $\mu_{t}$ such that $t \xrightarrow{a}{ }_{\mathrm{C}} \mu_{t}$ and $\mu_{s} \mathcal{L}(\mathcal{R}) \mu_{t}$.

We say that the $P A \mathcal{P}_{2}$ strongly probabilistically simulates $\mathcal{P}_{1}$ if there exists a strong probabilistic simulation $\mathcal{R}$ on the disjoint union $S_{1} \uplus S_{2}$ such that $\bar{s}_{1} \mathcal{R} \bar{s}_{2}$ and we say that the state $t$ strongly probabilistically simulates the state $s$ if there exists a strong probabilistic simulation $\mathcal{R}$ such that $s \mathcal{R} t$. We denote the coarsest strong probabilistic simulation, called strong probabilistic similarity, by $\lesssim_{p}$.


Fig. 10. Two $P A$ s with $L_{i}\left(x_{i}\right)=\{x\}$ for each state $x_{i}, i=1,2$ such that $\mathcal{A}_{1} \lesssim p \mathcal{A}_{2}$

Figure 10 shows two $P A$ s $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ such that $\mathcal{A}_{1} \lesssim p \mathcal{A}_{2}$. The relation justifying $\mathcal{A}_{1} \lesssim_{p} \mathcal{A}_{2}$ is $\mathcal{R}=\left\{\left(x_{1}, x_{2}\right) \mid x \in\{s, t, u\}\right\}$. All cases are trivial, except
for the pair $\left(s_{1}, s_{2}\right)$ and the transition $s_{1} \xrightarrow{a} \mu 1$ with $\mu_{1}=\left\{\left(t_{1}, \frac{1}{2}\right),\left(u_{1}, \frac{1}{2}\right)\right\}$. This transition is matched by $s_{2}$ via the combined transition $s_{2} \xrightarrow{a} \mu 2$ with $\mu_{2}=\left\{\left(t_{2}, \frac{1}{2}\right),\left(u_{2}, \frac{1}{2}\right)\right\}$. Such combined transition is obtained by taking transitions $s_{2} \xrightarrow{a} \delta_{t_{2}}$ and $s_{2} \xrightarrow{a} \delta_{u_{2}}$ both with probability $\frac{1}{2}$.

The definition of combined transition for CTPAs requires to consider for the convex combination only transitions with the same exit rate, in order to obtain a combined transition that is still exponentially distributed (see [57, Example 2.17] for more details).

Given a CTPA $\mathcal{C P}$, a state $s \in S$, an action $a \in \Sigma$, and a rate function $r: S \rightarrow \mathbb{R} \geq 0$, we say that there exists a combined transition $s \xrightarrow{a}{ }_{\mathrm{C}} r$ if there exists a finite set $I$ of indexes, a family $\left\{p_{i}\right\}_{i \in I} \subseteq[0,1]$ such that $\sum_{i \in I} p_{i}=1$, and a family $\left\{s \xrightarrow{a} r_{i}\right\}_{i \in I} \subseteq \mathbf{R}$ such that $r_{i}(S)=r_{j}(S)$ for each $i, j \in I$ and $r=\sum_{i \in I} p_{i} \cdot r_{i}$.

As before, the definition of strong probabilistic simulation for CTPAs is the obvious continuous-time counterpart of the definition for PAs:

Definition 14 (Strong probabilistic simulation for CTPAs [9, 28, 56, 57]). Let $\mathcal{A}$ be a CTPA. A relation $\mathcal{R}$ on $S$ is a strong probabilistic simulation if, for each pair of states $s, t \in S$ such that $s \mathcal{R} t$,
$-L(s)=L(t)$ and

- if $s \xrightarrow{a} r_{s}$ for some rate $r_{s}$, then there exists $r_{t}$ such that $t \xrightarrow{a}{ }_{\mathrm{C}} r_{t}, \mu_{r_{s}} \mathcal{L}(\mathcal{R})$ $\mu_{r_{t}}$, and $r_{s}(S) \leq r_{t}(S)$.

We say that the CTPA $\mathcal{C} \mathcal{P}_{2}$ strongly probabilistically simulates $\mathcal{C} \mathcal{P}_{1}$ if there exists a strong probabilistic simulation $\mathcal{R}$ on the disjoint union $S_{1} \uplus S_{2}$ such that $\bar{s}_{1} \mathcal{R} \bar{s}_{2}$ and we say that the state $t$ strongly probabilistically simulates the state $s$ if there exists a strong probabilistic simulation $\mathcal{R}$ such that $s \mathcal{R} t$. We denote the coarsest strong probabilistic simulation, called strong probabilistic similarity, $b y \lesssim_{p}$.

As for the strong case, the definition of strong probabilistic bisimulation and strong probabilistic bisimilarity, denoted by $\sim_{p}$, is obtained by requiring $\mathcal{R}$ to be a symmetric relation. Note that the two $P A$ s in Figure 10 are actually strong probabilistic bisimilar, not just strongly probabilistic similar.

### 4.3 Weak Simulation and Bisimulation

Strong (probabilistic) simulations and bisimulations require that each transition proposed by the challenger is matched by the defender via a single (combined) transition. If we are not interested in internal computations, but just on the visible behavior, these relations are too restrictive. In order to abstract away internal steps, such relations have been relaxed to weak (probabilistic) simulations and bisimulations where the defender is able to match the challenging transition by performing several internal steps before and after having exhibited the same visible behavior, for instance, the same external action. The simplest example of weak transition is the one for labelled transition systems [39]: it is just the
concatenation of arbitrarily many internal steps, the external transition (if we have to match an external challenging transition), and again arbitrarily many internal steps.

The definition of weak transition for probabilistic systems is not so easy as we have to take into account probabilistic choices. We first consider weak simulation and bisimulation for Markov chains and sDTMCs, and then for probabilistic automata. We are not aware of any definition of weak simulation and bisimulation for CTPAs where sequences of transitions are involved.

Markov Chains. Before presenting the weak simulation and bisimulation for Markov chains, we need to introduce some additional definition [55, 57].

For a given pair of states $\left(s_{1}, s_{2}\right)$ of the automaton $\mathcal{A}$ and functions $\gamma_{i}: S \rightarrow$ $[0,1]$, we denote by $U_{i}$ and $V_{i}$ the sets $\left\{u \in \operatorname{post}\left(s_{i}\right) \mid \gamma_{i}(u)>0\right\}$ and $\{v \in$ $\left.\operatorname{post}\left(s_{i}\right) \mid \gamma_{i}(v)<1\right\}$, respectively. Essentially, $U_{i}$ represents the states that can be reached with non-zero probability according to $\gamma_{i}$ from $s_{i}$ by performing one transition while $V_{i}$ represents the states that cannot be reached with probability 1 according to $\gamma_{i}$ from $s_{i}$ by performing one transition. It is, however, worthwhile to mention that $U_{i}$ and $V_{i}$ are in general non-disjoint. The definition of weak simulation for DTMCs is not so immediate, because the "weak step" does not represent the fact that multiple transitions can be performed as in nonprobabilistic settings like CCS and $\pi$-calculus [39,40] or in the other probabilistic models, as we will see later in the section, but that a single transition represents a visible or stutter step to a reached state $z$ depending on whether $z$ is in $U$ or in $V$, respectively. More precisely we require for the visible steps (i.e., steps reaching states in $U_{i}$ ) that there exists a weighting function $w$ for the conditional distributions $\frac{\mathbf{P}\left(s_{1}, \cdot\right)}{K_{1}}$ and $\frac{\mathbf{P}\left(s_{2}, \cdot\right)}{K_{2}}$ where $K_{i}$ is essentially the probability to perform a visible step. The stutter steps (i.e., steps reaching states in $V_{i}$ ) must respect the weak bisimulations, that is, states in $V_{1}$ are weakly simulated by $s_{2}$ and $s_{1}$ is weakly simulated by all states in $V_{2}$, as depicted in Figure 11. Since a state $t$ may belong to both $U$ and $V$, the functions $\gamma_{i}$ take care of distributing $s_{i}$ over $U_{i}$ and $V_{i}$. See [55, Section 4.3.1] for more details.


Fig. 11. Splitting of successor states in weak simulations for DTMCs

Definition 15 (Weak simulation for DTMCs [6, 9, 56, 57]). Let $\mathcal{D}$ be a DTMC. A relation $\mathcal{R}$ on $S$ is a weak simulation if, for each pair of states $s_{1}, s_{2} \in S$ such that $s_{1} \mathcal{R} s_{2}$,
$-L\left(s_{1}\right)=L\left(s_{2}\right)$ and

- there exist functions $\gamma_{i}: S \rightarrow[0,1]$ for $i \in\{1,2\}$ such that

1. (a) $v_{1} \mathcal{R} s_{2}$ for each $v_{1} \in V_{1}$ and (b) $s_{1} \mathcal{R} v_{2}$ for each $v_{2} \in V_{2}$;
2. there exists a weighting function $w: S \times S \rightarrow[0,1]$ such that
(a) $w\left(u_{1}, u_{2}\right)>0$ implies $u_{1} \in U_{1}, u_{2} \in U_{2}$, and $u_{1} \mathcal{R} u_{2}$,
(b) if $K_{1}>0$ and $K_{2}>0$, then for all states $t \in S$,

$$
K_{1} \cdot w\left(t, U_{2}\right)=\mathbf{P}\left(s_{1}, t\right) \cdot \gamma_{1}(t) \text { and } K_{2} \cdot w\left(U_{1}, t\right)=\mathbf{P}\left(s_{2}, t\right) \cdot \gamma_{2}(t)
$$

where $K_{i}=\sum_{u_{i} \in U_{i}} \mathbf{P}\left(s_{i}, u_{i}\right) \cdot \gamma_{i}\left(u_{i}\right)$ for $i \in\{1,2\}$; and
3. for $u_{1} \in U_{1}$ there exist an execution fragment $s_{2} t_{1} \ldots t_{n} u_{2}$ with positive probability such that $n \in \mathbb{N}, s_{1} \mathcal{R} t_{j}$ for $0<j \leq n$, and $u_{1} \mathcal{R} u_{2}$.

We say that the DTMC $\mathcal{D}_{2}$ weakly simulates $\mathcal{D}_{1}$ if there exists a weak simulation $\mathcal{R}$ on the disjoint union $S_{1} \uplus S_{2}$ such that $\bar{s}_{1} \mathcal{R} \bar{s}_{2}$ and we say that the state $t$ weakly simulates the state $s$ if there exists a weak simulation $\mathcal{R}$ such that $s \mathcal{R} t$. We denote the coarsest weak simulation, called weak similarity, by $\lesssim$.

Figure 12 shows a $D T M C$ for which $s_{i} \lesssim t_{j}$ for $i, j \in\{1,2,3\}$. For each of these pairs we can select $U_{1}=\emptyset$ and $V_{2}=\emptyset$. Since $K_{1}=0$, we need to check only the Condition 1. However, since all the successor states of $s_{i}$ are either empty or itself, this conditions holds trivially. It holds similarly that $v_{1} \lesssim v_{2}$.


Fig. 12. A $D T M C$ with $L\left(v_{1}\right)=L\left(v_{2}\right)=\{v\}$ and $L(x)=\emptyset$ for each other state $x$

The definition of weak simulation for CTMCs is similar, where condition (3) is replaced by $K_{1} \cdot \mathbf{R}\left(s_{1}, S\right) \leq K_{2} \cdot \mathbf{R}\left(s_{2}, S\right)$.

Similarly, the definition of weak simulation for sDTMCs is just a slight variation of the one for DTMCs, where we consider sub-distributions instead of distributions: for a given pair of states $\left(s_{1}, s_{2}\right)$ of the $s D T M C \mathcal{S}$ and functions $\gamma_{i}: S_{\perp} \rightarrow[0,1]$, we change the definition of $U_{i}$ and $V_{i}$ as follows: $U_{i}$ and $V_{i}$ are the sets $\left\{u \in\right.$ post $\left._{\perp}\left(s_{i}\right) \mid \gamma_{i}(u)>0\right\}$ and $\left\{v \in \operatorname{post}_{\perp}\left(s_{i}\right) \mid \gamma_{i}(v)<1\right\}$, respectively.

Definition 16 (Weak simulation for sDTMCs [6, $9,56,57]$ ). Let $\mathcal{S}$ be a sDTMC. A relation $\mathcal{R}$ on $S$ is a weak simulation if, for each pair of states $s_{1}, s_{2} \in S$ such that $s_{1} \mathcal{R} s_{2}$,
$-L\left(s_{1}\right)=L\left(s_{2}\right)$ and

- there exist functions $\gamma_{i}: S_{\perp} \rightarrow[0,1]$ for $i \in\{1,2\}$ such that

1. (a) $v_{1} \mathcal{R} s_{2}$ for each $v_{1} \in V_{1} \backslash\{\perp\}$ and (b) $s_{1} \mathcal{R} v_{2}$ for each $v_{2} \in V_{2} \backslash\{\perp\}$;
2. there exists a function $w: S_{\perp} \times S_{\perp} \rightarrow[0,1]$ such that
(a) $w\left(u_{1}, u_{2}\right)>0$ implies $u_{1} \in U_{1}, u_{2} \in U_{2}$, and $u_{1} \mathcal{R}_{\perp} u_{2}$,
(b) if $K_{1}>0$ and $K_{2}>0$, then for all states $t \in S$,

$$
K_{1} \cdot w\left(t, U_{2}\right)=\mathbf{P}\left(s_{1}, t\right) \cdot \gamma_{1}(t) \text { and } K_{2} \cdot w\left(U_{1}, t\right)=\mathbf{P}\left(s_{2}, t\right) \cdot \gamma_{2}(t)
$$

where $K_{i}=\sum_{u_{i} \in U_{i}} \mathbf{P}\left(s_{i}, u_{i}\right) \cdot \gamma_{i}\left(u_{i}\right)$ for $i \in\{1,2\}$; and
3. for $u_{1} \in U_{1} \backslash\{\perp\}$ there exist an execution fragment $s_{2} t_{1} \ldots t_{n} u_{2}$ with positive probability such that $n \in \mathbb{N}$, $s_{1} \mathcal{R} t_{j}$ for $0<j \leq n$, and $u_{1} \mathcal{R} u_{2}$.

We say that the sDTMC $\mathcal{S}_{2}$ weakly simulates $\mathcal{S}_{1}$ if there exists a weak simulation $\mathcal{R}$ on the disjoint union $S_{1} \uplus S_{2}$ such that $\bar{s}_{1} \mathcal{R} \bar{s}_{2}$ and we say that the state $t$ weakly simulates the state $s$ if there exists a weak simulation $\mathcal{R}$ such that $s \mathcal{R} t$. We denote the coarsest weak simulation, called weak similarity, by $\lesssim$.

As for the strong bisimulation, the definition of weak bisimulation and weak bisimilarity, denoted by $\approx$, is obtained by requiring $\mathcal{R}$ to be a symmetric relation.

Remark 1. The definition of weak simulation for $s D T M C$ we present here is neither sound nor complete for the liveness fragment of PCTL without the next operator [33]. To fix this problem, [33] proposes a new definition of weak simulation for $s D T M C$ that is sound and conjectured to be complete. However, the associated technical report shows that completeness does not hold as well.

We have decided to maintain the definition from [55, 57] instead of switching to the definition proposed in 33] because the latter currently lacks of a published decision algorithm while such algorithm is available for the former.

Interactive Markov Chains. The definition of weak bisimulation for IMC is rather simple, since it is the obvious extension to the weak case of the strong bisimulation. Given an $I M C \mathcal{I}$, two state $s$ and $t$, and an action $a$, we denote by $s \xrightarrow{a} t$ the sequence of transitions $s \xrightarrow{\tau} s^{\prime} \xrightarrow{a} t^{\prime} \xrightarrow{\tau} t$ for some state $s^{\prime}$ and $t^{\prime}$ where $s \xrightarrow{\tau} s^{\prime}$ is the reflexive and transitive closure of $\xrightarrow{\tau}$, as defined for labelled transition systems [40]. For an $I M C \mathcal{I}$, we recall that $\gamma(v, \mathcal{C})=$ $\sum_{\left\{\lambda \in \mathbb{R} \geq 0 \mid v \xrightarrow{\lambda} v^{\prime}, v^{\prime} \in \mathcal{C}\right\}} \lambda$.
Definition 17 (Weak bisimulation for IMCs [28]). Let $\mathcal{I}$ be a IMC. An equivalence relation $\mathcal{R}$ on $S$ is a weak bisimulation if, for each pair of states $s, t \in S$ such that $s \mathcal{R} t$,
$-L(s)=L(t)$,

- if $s \xrightarrow{a} s^{\prime}$ for some $s^{\prime} \in S$ and $a \in \Sigma$, then there exists $t^{\prime}$ such that $t \xrightarrow{a} t^{\prime}$ and $s^{\prime} \mathcal{R} t^{\prime}$, and
- if $s \xlongequal{\tau} s^{\prime}$ and $s^{\prime}$ does not enable a transition with label $\tau$, then there exists $t^{\prime}$ such that $t^{\prime}$ does not enable a transition with label $\tau, t \stackrel{\tau}{\Longrightarrow} t^{\prime}$, and for each $\mathcal{C} \in S / \mathcal{R}, \gamma\left(s^{\prime}, \mathcal{C}^{\tau}\right)=\gamma\left(t^{\prime}, \mathcal{C}^{\tau}\right)$ where $\mathcal{C}^{\tau}=\{u \mid \exists v \in \mathcal{C} . u \xlongequal{\tau} v\}$.

We say that the IMC $\mathcal{A}_{2}$ weakly bisimulates $\mathcal{A}_{1}$ if there exists a weak bisimulation $\mathcal{R}$ on the disjoint union $S_{1} \uplus S_{2}$ such that $\bar{s}_{1} \mathcal{R} \bar{s}_{2}$ and we say that the state $t$ weakly bisimulates the state $s$ if there exists a weak bisimulation $\mathcal{R}$ such that $s \mathcal{R} t$. We denote the coarsest weak bisimulation, called weak bisimilarity, $b y \approx$.

$\mathcal{I}_{1}$

$\mathcal{I}_{2}$

Fig. 13. Two $I M C$ with $L_{i}(x)=\emptyset$ for each state $x$ except for $L_{i}\left(t_{i}\right)=\{t\}, i=1,2$, such that $\mathcal{I}_{1} \approx \mathcal{I}_{2}$

Figure 13 shows two IMCs that are weak bisimilar. This is justified by the equivalence relation whose classes are $\mathcal{C}_{s}=\left\{s_{1}, s_{2}\right\}, \mathcal{C}_{t}=\left\{t_{1}, t_{2}\right\}$, and $\mathcal{C}_{o}=$ $\left\{u_{1}, u_{2}, v_{1}, v_{2}\right\}$. The first two conditions about labeling and interactive transitions are trivial for all pairs of related states; in particular, classes $\mathcal{C}_{t}$ and $\mathcal{C}_{o}$ (or $\mathcal{C}_{s}$ ) cannot be merged since labels are different: for instance, $L\left(t_{1}\right)=\{t\} \neq \emptyset=$ $L\left(u_{1}\right)$, so the first condition would be violated. Consider the classes $\mathcal{C}_{o}$ and $\mathcal{C}_{s}$ : they have the same labeling (each state in them has label $\emptyset$ ) but they cannot be merged since for instance the state $u_{1} \in \mathcal{C}_{o}$ enables an $a$ weak transition reaching $s_{1}$ that cannot be matched by the state $s_{2} \in \mathcal{C}_{s}$, so the second condition would not be satisfied. The third condition about rates is obvious as well for pairs of states in the classes $\mathcal{C}_{t}$ and $\mathcal{C}_{o}$ since none of their states enables a timed transition, so $\gamma\left(x, \mathcal{C}^{\tau}\right)$ is 0 for each $x \in \mathcal{C}_{t} \cup \mathcal{C}_{o}$ and $\mathcal{C} \in\left\{\mathcal{C}_{s}, \mathcal{C}_{t}, \mathcal{C}_{o}\right\}$. The only non-trivial case is the pair $\left(s_{1}, s_{2}\right)$ (the symmetric case is analogous). The only weak transitions with label $\tau$ enabled by $s_{1}$ and $s_{2}$ are $s_{1} \xlongequal{\tau} s_{1}$ and $s_{2} \xlongequal{\tau} s_{2}$, since neither $s_{1}$ nor $s_{2}$ enables a transition with label $\tau ; s_{1} \mathcal{R} s_{2}$ trivially holds. $\gamma\left(s_{1}, \mathcal{C}_{s}^{\tau}\right)=0=\gamma\left(s_{2}, \mathcal{C}_{s}^{\tau}\right)$ since $\mathcal{C}_{s}^{\tau}=\mathcal{C}_{s}$ and there is no timed transition reaching $\mathcal{C}_{s} ; \gamma\left(s_{1}, \mathcal{C}_{t}^{\tau}\right)=\lambda=\gamma\left(s_{2}, \mathcal{C}_{t}^{\tau}\right)$ since $\mathcal{C}_{t}^{\tau}=\mathcal{C}_{t}$ and both $s_{1}$ and $s_{2}$ have a single timed transition with rate $\lambda$ reaching $\mathcal{C}_{t}$; finally, $\gamma\left(s_{1}, \mathcal{C}_{o}^{\tau}\right)=5 \lambda=\gamma\left(s_{2}, \mathcal{C}_{o}^{\tau}\right)$ since $\mathcal{C}_{o}^{\tau}=\mathcal{C}_{o} \cup \mathcal{C}_{t}$.

Probabilistic Automata. Before introducing the weak (combined) transition for probabilistic automata, we need some preliminary definition.

A scheduler for a $P A \mathcal{P}$ is a function $\sigma: \operatorname{frags}^{*}(\mathcal{P}) \rightarrow \operatorname{SubDisc}(\rightarrow)$ such that for each $\alpha \in \operatorname{frags}^{*}(\mathcal{P}), \sigma(\alpha) \in \operatorname{SubDisc}(\{\operatorname{tr} \in \rightarrow \mid \operatorname{src}(\operatorname{tr})=\operatorname{last}(\alpha)\})$. Given a scheduler $\sigma$ and a finite execution fragment $\alpha$, the distribution $\sigma(\alpha)$ describes how transitions are chosen to move on from $\operatorname{last}(\alpha)$. We say that a scheduler $\sigma$ is a Dirac scheduler if for each $\alpha \in \operatorname{frags}^{*}(\mathcal{P}), \sigma(\alpha)$ is a Dirac distribution and we say that $\sigma$ is a determinate scheduler if for each $\alpha, \alpha^{\prime} \in \operatorname{frags}^{*}(\mathcal{P})$, if $\operatorname{trace}(\alpha)=\operatorname{trace}\left(\alpha^{\prime}\right)$ and $\operatorname{last}(\alpha)=\operatorname{last}\left(\alpha^{\prime}\right)$, then $\sigma(\alpha)=\sigma\left(\alpha^{\prime}\right)$. A scheduler $\sigma$ and a state $s$ induce a probability distribution $\mu_{\sigma, s}$ over execution fragments as follows. The basic measurable events are the cones of finite execution fragments, where the cone of $\alpha$, denoted by $C_{\alpha}$, is the set $\left\{\alpha^{\prime} \in \operatorname{frags}(\mathcal{P}) \mid \alpha \leqslant \alpha^{\prime}\right\}$. The probability $\mu_{\sigma, s}$ of a cone $C_{\alpha}$ is defined recursively as follows:

$$
\mu_{\sigma, s}\left(C_{\alpha}\right)= \begin{cases}0 & \text { if } \alpha=t \text { for a state } t \neq s, \\ 1 & \text { if } \alpha=s, \\ \mu_{\sigma, s}\left(C_{\alpha^{\prime}}\right) \cdot \sum_{t r \in \xrightarrow{a}} \sigma\left(\alpha^{\prime}\right)(t r) \cdot \mu_{t r}(t) & \text { if } \alpha=\alpha^{\prime} a t .\end{cases}
$$

Standard measure theoretical arguments ensure that $\mu_{\sigma, s}$ extends uniquely to the $\sigma$-field generated by cones. We call the resulting measure $\mu_{\sigma, s}$ a probabilistic execution fragment of $\mathcal{P}$ and we say that it is generated by $\sigma$ from $s$. Given a finite execution fragment $\alpha$, we define $\mu_{\sigma, s}(\alpha)$ as $\mu_{\sigma, s}(\alpha)=\mu_{\sigma, s}\left(C_{\alpha}\right) \cdot \sigma(\alpha)(\perp)$, where $\sigma(\alpha)(\perp)$ is the probability of terminating the computation after $\alpha$ has occurred.

We say that there is a weak combined transition from $s \in S$ to $\mu \in \operatorname{Disc}(S)$ labelled by $a \in \Sigma$, denoted by $s \xrightarrow{a}{ }_{\mathrm{C}} \mu$, if there exists a scheduler $\sigma$ such that the following holds for the induced probabilistic execution fragment $\mu_{\sigma, s}$ :

1. $\mu_{\sigma, s}\left(\right.$ frags $\left.^{*}(\mathcal{P})\right)=1$;
2. for each $\alpha \in \operatorname{frags}^{*}(\mathcal{P})$, if $\mu_{\sigma, s}(\alpha)>0$ then $\operatorname{trace}(\alpha)=\operatorname{trace}(a)$;
3. for each state $t, \mu_{\sigma, s}\left(\left\{\alpha \in \operatorname{frags}^{*}(\mathcal{P}) \mid \operatorname{last}(\alpha)=t\right\}\right)=\mu(t)$.

In this case, we say that the weak combined transition $s \xrightarrow{a}{ }_{\mathrm{C}} \mu$ is induced by $\sigma$. When $\sigma$ is a Dirac scheduler, then we say that it induces a weak transition from $s \in S$ to $\mu \in \operatorname{Disc}(S)$ labelled by $a \in \Sigma$, denoted by $s \xrightarrow{a} \mu$.

Albeit the definition of weak (combined) transitions is somewhat intricate, this definition is just the obvious extension of weak transitions on labelled transition systems to the setting with probabilities. See [48] for more details on weak combined transitions.

As an example of weak combined transition, consider the $P A$ in Figure 14. We now show that there exists a scheduler inducing the weak combined transition $s \xrightarrow{a}{ }_{\mathrm{C}} \mu$ where $\mu=\left\{\left(\square, \frac{4}{18}\right),\left(\square, \frac{7}{18}\right),\left(\square, \frac{7}{18}\right)\right\}$. Let $\mu_{s}$ be $\left\{\left(t, \frac{1}{3}\right),\left(u, \frac{1}{3}\right),\left(v, \frac{1}{3}\right)\right\}$


Fig. 14. A probabilistic automaton
and consider the scheduler $\sigma$ defined as follows:

$$
\sigma(\alpha)= \begin{cases}\delta_{s} \xrightarrow{\tau} \mu_{s} & \text { if } \operatorname{last}(\alpha)=s, \\ \left\{\left(t \xrightarrow{\tau} \delta_{s}, \frac{1}{2}\right),\left(t \xrightarrow{a} \delta_{\square}, \frac{1}{2}\right)\right\} & \text { if } \alpha=s \tau t, \\ \delta_{t \xrightarrow{a} \delta_{\square}} & \text { if } \alpha=s \tau t \tau s \tau t, \\ \delta_{u} \xrightarrow{a} \delta^{2} & \text { if } \operatorname{last}(\alpha)=u, \\ \delta_{v \xrightarrow{a} \delta^{2}} & \text { if } \operatorname{last}(\alpha)=v, \text { and } \\ \delta_{\perp} & \text { otherwise. }\end{cases}
$$

It is easy to show that indeed $\sigma$ induces $s \xrightarrow{a} \mathrm{C} \mu$. For instance, consider the state $\square$; in fact, $\mu_{\sigma, s}\left(\left\{\alpha \in \operatorname{frags}^{*}(\mathcal{P}) \mid \operatorname{last}(\alpha)=\square\right\}\right)=\mu_{\sigma, s}(\{s \tau t a \square, s \tau t \tau s \tau t a \square\})+$ $\mu_{\sigma, s}\left(\left\{\alpha \in \operatorname{frags}^{*}(\mathcal{P}) \mid \operatorname{last}(\alpha)=\square\right\} \backslash\{s \tau t a \square, s \tau t \tau s \tau \operatorname{ta} \square\}\right)=\mu_{\sigma, s}(s \tau t a \square)+$ $\mu_{\sigma, s}(s \tau t \tau s \tau t a \square)+0=1 \cdot 1 \cdot \frac{1}{3} \cdot \frac{1}{2} \cdot 1 \cdot 1+1 \cdot 1 \cdot \frac{1}{3} \cdot \frac{1}{2} \cdot 1 \cdot 1 \cdot \frac{1}{3} \cdot 1 \cdot 1 \cdot 1=\frac{4}{18}=\mu(\square)$.

Note that $\sigma$ is neither Dirac nor determinate; moreover it is not the only scheduler inducing $s \xrightarrow{a} \mathrm{C} \mu$ : in fact, also the determinate scheduler $\sigma^{\prime}$ defined as follows induces $s \xrightarrow{a} \mathrm{C} \mu$.

$$
\sigma^{\prime}(\alpha)= \begin{cases}\delta_{s} \xrightarrow{\tau} \mu_{s} & \text { if } \operatorname{last}(\alpha)=s, \\ \left\{\left(t \xrightarrow{\tau} \delta_{s}, \frac{3}{7}\right),\left(t \xrightarrow{a} \delta_{\square}, \frac{4}{7}\right)\right\} & \text { if } \operatorname{last}(\alpha)=t, \\ \delta_{u \xrightarrow{a} \delta} & \text { if } \operatorname{last}(\alpha)=u, \\ \delta_{v \xrightarrow{a} \delta_{0}} & \text { if } \operatorname{last}(\alpha)=v, \text { and } \\ \delta_{\perp} & \text { otherwise. }\end{cases}
$$

Definition 18 (Weak (probabilistic) simulation on PAs [6, 9, 43, 51, 56, 57]). Let $\mathcal{P}$ be a PA. A relation $\mathcal{R}$ on $S$ is a weak (probabilistic) simulation if, for each pair of states $s, t \in S$ such that $s \mathcal{R} t$,

- $L(s)=L(t)$ and
- if $s \xrightarrow{a} \mu_{s}$ for some probability distribution $\mu_{s}$, then there exists $\mu_{t}$ such that $t \xlongequal{a} \mu_{t}\left(t \xrightarrow{a} \mu_{t}\right)$ and $\mu_{s} \mathcal{L}(\mathcal{R}) \mu_{t}$.

We say that the PA $\mathcal{P}_{2}$ weakly (probabilistically) simulates $\mathcal{P}_{1}$ if there exists a weak (probabilistic) simulation $\mathcal{R}$ on the disjoint union $S_{1} \uplus S_{2}$ such that $\bar{s}_{1} \mathcal{R} \bar{s}_{2}$ and we say that the state $t$ weakly (probabilistically) simulates the state $s$ if there exists a weak (probabilistic) simulation $\mathcal{R}$ such that $s \mathcal{R} t$. We denote the coarsest weak (probabilistic) simulation, called weak (probabilistic) similarity, by $\left.\varliminf_{p}\right)$.

As usual, the weak (probabilistic) bisimulations [27,29, 43, 51, denoted by $\approx$ $\left(\approx_{p}\right)$, are obtained by requiring $\mathcal{R}$ to be a symmetric relation.


Fig. 15. Two PAs with $L_{i}\left(x_{i}\right)=\{x\}$ for each state $x_{i}, i=1,2$ such that $\mathcal{P}_{1} \approx_{p} \mathcal{P}_{2}$

Figure 15 shows two $P A$ s that are weak probabilistic bisimilar. The relation justifying $\mathcal{P}_{1} \approx_{p} \mathcal{P}_{2}$ is the equivalence relation whose classes are $\left\{s_{1}, s_{2}\right\}$, $\left\{t_{1}, t_{2}\right\}$, and $\left\{u_{1}, u_{2}\right\}$. Checking the pairs in $\left\{t_{1}, t_{2}\right\}$ and $\left\{u_{1}, u_{2}\right\}$ is trivial, so consider for instance the pair $\left(s_{1}, s_{2}\right)$ and the transition $s_{1} \xrightarrow{\tau} \mu_{1}$ where $\mu_{1}=\left\{\left(s_{1}, \frac{1}{2}\right),\left(t_{1}, \frac{1}{4}\right),\left(u_{1}, \frac{1}{4}\right)\right\} . s_{2}$ can match such transition via the weak combined transition $s_{2} \xrightarrow{\tau} \mathrm{C} \mu$ where $\mu=\left\{\left(s_{2}, \frac{1}{2}\right),\left(t_{2}, \frac{1}{4}\right),\left(u_{2}, \frac{1}{4}\right)\right\}$ induced by the scheduler $\sigma$ defined as

$$
\sigma(\alpha)= \begin{cases}\left\{\left(s_{2} \xrightarrow{\tau} \mu_{2}, \frac{5}{8}\right),\left(\perp, \frac{3}{8}\right)\right\} & \text { if } \alpha=s_{2} \text { and } \\ \delta_{\perp} & \text { otherwise }\end{cases}
$$

where $\mu_{2}=\left\{\left(s_{2}, \frac{1}{5}\right),\left(t_{2}, \frac{2}{5}\right),\left(u_{2}, \frac{2}{5}\right)\right\}$. The transition $s_{2} \xrightarrow{\tau} \mu_{2}$ can be matched by $s_{1}$ via the weak combined transition $s_{1}{ }^{\tau}{ }_{\mathrm{C}} \mu^{\prime}$ where $\mu^{\prime}$ is the distribution $\left\{\left(s_{1}, \frac{1}{5}\right),\left(t_{1}, \frac{2}{5}\right),\left(u_{1}, \frac{2}{5}\right)\right\}$, transition that is induced by the scheduler $\sigma^{\prime}$ defined as

$$
\sigma^{\prime}(\alpha)= \begin{cases}\delta_{s_{1}} \xrightarrow{\tau} \mu_{1} & \text { if } \alpha=s_{1} \text { or } \alpha=s_{1} \tau s_{1}, \\ \left\{\left(s_{1} \xrightarrow[\tau]{\tau} \mu_{1}, \frac{2}{5}\right),\left(\perp, \frac{3}{5}\right)\right\} & \text { if } \alpha=s_{1} \tau s_{1} \tau s_{1}, \text { and } \\ \delta_{\perp} & \text { otherwise. }\end{cases}
$$

### 4.4 Markov Automata

Finally, we discuss simulations and bisimulations for Markov Automata. For the strong (probabilistic) simulations and bisimulations, they are just the merge of the corresponding definitions for PAs and CTMCs, where the timed transitions are considered only if the states do not enable internal transitions, as happens for IMCs.

For the weak (probabilistic) simulations and bisimulations, the approach is quite different from the previous definitions since they relate distributions instead of states. This makes the definition quite involved and out of the scope of this survey, also by considering that the exponential decision algorithms [20,46]
for these bisimulations just make use of the algorithm for $P A$ weak combined transitions we will see in Section 6.2 as a black box.

We refer the interested reader to [20, 46] for the technical details and theoretical considerations that allow to define a state-based bisimulation that is equivalent to the distribution-based one as defined in [17,22,23.

## 5 Networks and Maximum Flow Problem

Given a set $V$, we say that $(V, E)$ is a directed graph with vertices $V$ and edges $E$ if $E \subseteq V \times V$. A network $\mathcal{N}$ is a tuple $(V, E, \Delta, \nabla, c)$ where $(V, E)$ is a finite directed graph, $\Delta$ and $\boldsymbol{\nabla}$ are distinguished vertices called source and sink, respectively, and $c: E \rightarrow \mathbb{R}^{\geq 0} \cup\{\infty\}$ is a total function called edge capacity function. The capacity function, however, can be generalized to all pairs of vertexes by defining $c(u, v)=0$ for each $(u, v) \notin E$.

Definition 19 (Flow [1, 12]). $A$ flow $f$ on $\mathcal{N}$ is a function $f: V \times V \rightarrow \mathbb{R}$ such that:

1. $f(u, v) \leq c(u, v)$ for each $(u, v) \in V \times V \quad$ capacity constraints
2. $f(u, v)=-f(v, u)$ for each $(u, v) \in V \times V \quad$ antisymmetry constraint
3. $f(V, v)=0$ for each $v \in V \backslash\{\Delta, \boldsymbol{\nabla}\} \quad$ conservation rule

The value of a flow function is computed as $f(\Delta, V)$, also denoted by $|f|$. A flow of maximum value is called a maximum flow.

### 5.1 Computing the Maximum Flow

A preflow [1] is a function $f: V \times V \rightarrow \mathbb{R}$ that satisfies the first two conditions above and the following relaxation of the last condition: $f(V, v) \geq 0$ for each $v \in V \backslash\{\Delta\}$.

For each vertex $v$, its excess $e(v)$ is defined by $f(V, v)$. A vertex $v \in V \backslash\{\Delta, \boldsymbol{\nabla}\}$ is called active if $e(v)>0$. It is easy to check that when no vertex $v \in V \backslash\{\Delta, \nabla\}$ is active, the preflow function is actually a flow function. A pair $(u, v)$ is said to be a residual edge of $f$ if $f(u, v)<c(u, v)$. We denote the set of residual edges with regard to $f$ by $E_{f}$. Corresponding to each residual edge $(u, v)$ we define the residual capacity $c_{f}(u, v)$ as $c(u, v)-f(u, v)$. We say that the edge $(u, v)$ is saturated if it is not a residual edge. A valid distance function $d$ (also known as valid labeling [25]) is a function $d: V \rightarrow \mathbb{N} \cup\{\infty\}$ such that $d(\Delta)=|V|, d(\mathbf{v})=0$, and $d(u) \leq d(v)+1$ for each residual edge $(u, v)$. A residual edge $(u, v)$ is called admissible if $d(u)=d(v)+1$.

The maximal flow can be computed by means of preflow as follows: the algorithm initializes the preflow $f$ by defining $f(u, v)=0$ for each $(u, v) \in V \times V$ except for $f(\Delta, v)=c(\Delta, v)$ for each $v \in V$. The distance function $d$ has initial values $d(\Delta)=|V|$ and $d(v)=0$ for each other vertex $v \in V$. In order to maintain the validity of the preflow $f$ and of the distance function $d$, the algorithm looks for active vertices in the network. If there exists an active
vertex $v$ and a residual edge $(v, u)$ that is admissible, then, we push through $(v, u)$ the amount of flow $\chi=\min \left\{e(v), c_{f}(v, u)\right\}$. This is done by increasing $f(v, u)$ (and decreasing $f(u, v)$ ) by $\chi$ and similarly, the excesses of $v$ and $u$ are updated by setting $e(v)=e(v)-\chi$ and $e(u)=e(u)+\chi$. If $v$ is active but there is no admissible edge leaving it, the algorithm relabels $v$ by defining $d(v)=\min \left\{d(u)+1 \mid(v, u) \in E_{f}\right\}$. Pushing and relabeling are repeated until all vertexes are not active. It can be proved that the resulting ultimate flow $f$ is a maximum flow [1,25]. The generic preflow-push algorithm terminates after $\mathcal{O}\left(n^{2} m\right)$ iterations where $n$ and $m$ are the number of nodes and the number of arcs of the network $G$, respectively.

### 5.2 Relation between Lifting and Maximum Flow

As we have seen in Section 2 the lifting $\mathcal{L}(\mathcal{R}) \subseteq \operatorname{Disc}(X) \times \operatorname{Disc}(X)$ of a relation $\mathcal{R} \subseteq X \times X$ has two different characterizations: via weighting functions and via $\mathcal{R}$-closure. It can be indeed characterized also via the maximum flow in a network as follows. First, we construct the network induced by the relation $\mathcal{R}$ and the two (sub-)probability distributions $\rho_{1}$ and $\rho_{2}$ and then we compute the maximum flow for such network. Given a set $X$, let $\bar{X}$ be the set $\bar{X}=\{\bar{x} \mid x \in X\}$.
Definition 20 ( [4, 57]). Let $\rho_{1}, \rho_{2} \in \operatorname{Disc}(X)$ and $\mathcal{R} \subseteq X \times X$. The induced network $\mathcal{N}\left(\mathcal{R}, \rho_{1}, \rho_{2}\right)=(V, E, \Delta, \mathbf{\nabla}, c)$ is defined by
$-V=X \cup \bar{X} \cup\{\Delta, \nabla\}$,
$-E=\{(x, \bar{y}) \mid(x, y) \in \mathcal{R}\} \cup\{(\Delta, x) \mid x \in X\} \cup\{(\bar{y}, \boldsymbol{\nabla}) \mid y \in X\}$, and
$-c(\Delta, x)=\rho_{1}(x), c(\bar{y}, \nabla)=\rho_{2}(y)$, and $c(x, \bar{y})=1$ for all $x, y \in X$.
As shown in 55], $\rho_{1} \mathcal{L}(\mathcal{R}) \rho_{2}$ if and only if the maximum flow of the induced network $\mathcal{N}\left(\mathcal{R}, \rho_{1}, \rho_{2}\right)$ is 1 .

It is worthwhile to note that for each $x \notin \operatorname{Supp}\left(\rho_{1}\right), c(\Delta, x)=0$ (and similarly, for each $\left.y \notin \operatorname{Supp}\left(\rho_{2}\right), c(y, \boldsymbol{\nabla})=0\right)$, thus the flow along the edge $(\Delta, x)$ is always 0 . Therefore the induced network can be equivalently simplified as follows: let $\rho_{1}, \rho_{2} \in \operatorname{Disc}(X)$ and $\mathcal{R} \subseteq X \times X$. The induced network $\mathcal{N}\left(\mathcal{R}, \rho_{1}, \rho_{2}\right)=$ $(V, E, \Delta, \boldsymbol{\nabla}, c)$ is defined by
$-V=\operatorname{Supp}\left(\rho_{1}\right) \cup \overline{\operatorname{Supp}\left(\rho_{2}\right)} \cup\{\Delta, \boldsymbol{\nabla}\}$,
$-E=\left\{(x, \bar{y}) \mid(x, y) \in \mathcal{R}, x \in \operatorname{Supp}\left(\rho_{1}\right), y \in \operatorname{Supp}\left(\rho_{2}\right)\right\} \cup\{(\Delta, x) \mid x \in$ $\left.\operatorname{Supp}\left(\rho_{1}\right)\right\} \cup\left\{(\bar{y}, \boldsymbol{\nabla}) \mid y \in \operatorname{Supp}\left(\rho_{2}\right)\right\}$, and
$-c(\Delta, x)=\rho_{1}(x), c(\bar{y}, \boldsymbol{\nabla})=\rho_{2}(y)$, and $c(x, \bar{y})=1$ for all $x, y \in X$.
In the remaining of the paper we use the more appropriate definition of induced network without further mentioning which one we are considering.

## 6 The Algorithms

We now consider the algorithms and their complexity that are used to decide the simulations and the bisimulations introduced in Section 4. In the following, we denote by $s \xrightarrow{a} \preccurlyeq \rho$ the matching transition involved in the step condition of the relation $\preccurlyeq$. For instance, when $\preccurlyeq$ is $\lesssim$, then $s \xrightarrow{a} \preccurlyeq \rho$ stands for $s \xrightarrow{a} \rho$ while when $\preccurlyeq$ is $\lesssim p$, then $s \xrightarrow{a} \preccurlyeq \rho$ stands for $s \xlongequal{a} \mathrm{C} \rho$.


Fig. 16. Algorithm for computing simulation

### 6.1 The General Algorithms for Simulations and Bisimulations

Simulation Algorithm. Figure 16 depicts the algorithm Sim, proposed for instance in [4, that computes the simulation $\preccurlyeq$ for the automaton $\mathcal{A}$. The procedure begins with the initial relation $\mathcal{R}_{0}=\left\{\left(s_{1}, s_{2}\right) \in S \times S \mid L\left(s_{1}\right)=L\left(s_{2}\right)\right\}$ which is coarser than $\preccurlyeq$. In each iteration $i$ of the main loop, the relation $\mathcal{R}_{i}$, initialized with $\mathcal{R}_{i-1}$, is refined by deleting each pair $\left(s_{1}, s_{2}\right)$ such that $s_{2}$ is not able to exhibit the transition $s_{2} \xrightarrow{a} \preccurlyeq \rho_{2}$ such that $\rho_{1} \mathcal{L}\left(\mathcal{R}_{i-1}\right) \rho_{2}$ required by the step condition of $\preccurlyeq$. The main loop terminates when all pairs of $\mathcal{R}_{i}$ satisfy the step condition, that is, when $\mathcal{R}_{i}=\mathcal{R}_{i-1}$. The resulting similarity $\preccurlyeq$ is then $\mathcal{R}_{i}$.

It is immediate to see that the core of this algorithm is the check for the existence of the step condition for $s_{1}$ and $s_{2}$, and that this is also the main source of the complexity of the algorithm. In fact, if we denote by $N$ the size of the automaton, i.e., $N=\max \{|S|,|\rightarrow|\}$, it is easy to derive that the complexity of the algorithm is $\mathcal{O}\left(N^{4} \cdot C\right)$ where $C$ is the complexity of deciding the existence of the matching transition $s_{2} \xrightarrow{a} \preccurlyeq \rho_{2}$.

Bisimulation Algorithm. In order to compute the bisimulation $\asymp$ for the automaton $\mathcal{A}$ we can follow the standard partition refinement approach [13, 20, 29, 35, 41, 43 depicted in Figure [17; the procedure Bisim takes as parameter the bisimulation $\asymp$ and the automaton $\mathcal{A}$ and iteratively constructs the set $S / \asymp$, the set of equivalence classes of states $S$ under $\asymp$, starting with the partitioning $\mathcal{W}=\left\{\left(s_{1}, s_{2}\right) \in S \times S \mid L\left(s_{1}\right)=L\left(s_{2}\right)\right\}$ and refining it until $\mathcal{W}$ satisfies the definition of $\asymp$ and thus the resulting partitioning is the coarsest one, i.e., the algorithm computes $\asymp$. In the refinement phase, the algorithm checks for each partition whether all pairs respect the step condition; if a pair $\left(s_{1}, s_{2}\right)$ fails, then such partition is split in two partitions: one containing $s_{1}$ and all states satisfying the step condition with respect to transitions from $s$, the other containing the remaining states, including $s_{2}$. On termination, the partitioning $\mathcal{W}$ is the bisimilarity $\asymp$.

```
\(\operatorname{BiSIm}(\asymp, \mathcal{A})\). \(\mathcal{W} \leftarrow\left\{\left(s_{1}, s_{2}\right) \in S \times S \mid L\left(s_{1}\right)=L\left(s_{2}\right)\right\} ;\)
repeat
    \(\mathcal{W}^{\prime} \leftarrow \mathcal{W} ;\)
    \((\mathcal{C}, a, \rho) \leftarrow \operatorname{FindSplit}(\mathcal{A}, \mathcal{W}) ;\)
    \(\mathcal{W} \leftarrow \operatorname{Refine}(\mathcal{C}, a, \rho)\);
until \(\mathcal{W} \leftarrow \mathcal{W}^{\prime}\)
return \(\mathcal{W}\)
```


## $\operatorname{FindSplit}(\mathcal{A}, \mathcal{W})$

    for all \(\left(s_{1}, a, \rho_{1}\right) \in \rightarrow\) do
    2. for all $s_{2} \in\left[s_{1}\right]_{\mathcal{W}}$ do
3. if there does not exist $s_{2} \xrightarrow{a} \asymp \rho_{2}$ satisfying the step condition
4. return $\left(\left[s_{1}\right]_{\mathcal{W}}, a, \rho_{1}\right)$
5. return $\left(\emptyset, \tau, \delta_{\perp}\right)$

Fig. 17. Algorithm for computing bisimulation

As happens for Sim, it is immediate to see that the core of this algorithm is the check whether the step condition for $s_{1}$ and $s_{2}$ holds, and that this is also the main source of the complexity of the algorithm. In fact, as done for the simulation procedure, if we denote by $N$ the size of the automaton, i.e., $N=\max \{|S|,|\rightarrow|\}$, it is easy to derive that the complexity of the algorithm is $\mathcal{O}\left(N^{3} \cdot C\right)$ where $C$ is the complexity of deciding the existence of the matching transition $s_{2} \xrightarrow{a} \asymp \rho_{2}$.

### 6.2 The Specialized Algorithms

Strong Simulation. We now present an improved algorithm 57 for the strong simulation on sDTMCs, DTMCs, and CTMCs, respectively, based on the properties of the network flow setting.

Let $\mathcal{A}$ be either a sDTMC or a DTMC. Since for $s D T M C$ s and DTMCs every state $s$ enables a single transition, checking the existence of the matching transition $s_{2} \xrightarrow{\tau} \lesssim \mu_{2}$ reduces to check whether $\mu_{1} \mathcal{L}\left(\mathcal{R}_{i}\right) \mu_{2}$ where $\mu_{1}=\mathbf{P}\left(s_{1}, \cdot\right)$ and $\mu_{2}=\mathbf{P}\left(s_{2}, \cdot\right)$. As we have seen in Section 5.2, $\mu_{1} \mathcal{L}\left(\mathcal{R}_{i}\right) \mu_{2}$ is equivalent to check whether the induced network $\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)$ has 1 as maximum flow. Since finding the maximum flow has complexity $\mathcal{O}\left(\frac{N^{3}}{\log N}\right)$, thus the resulting complexity of $\operatorname{Sim}(\lesssim, \mathcal{A})$ is $\mathcal{O}\left(\frac{N^{7}}{\log N}\right)$ 4, 57].

Improved Algorithm for sDTMCs . Consider the $\operatorname{Sim}(\lesssim, \mathcal{A})$ procedure and a pair of states $\left(s_{1}, s_{2}\right) \in \mathcal{R}_{1}$. Let $\mu_{1}=\mathbf{P}\left(s_{1}, \cdot\right)$ and $\mu_{2}=\mathbf{P}\left(s_{2}, \cdot\right)$ and suppose that $\left(s_{1}, s_{2}\right)$ belongs to $\mathcal{R}_{1}, \ldots, \mathcal{R}_{k}$ during the whole of the iterations $i=1, \ldots, k$ until the pair either violates the step condition with respect to $\mathcal{R}_{k}$ or the algorithm terminates after iteration $k$. This means that the maximum flow algorithm is used $k$ times for this pair. As a matter of fact, the induced networks $\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)$
built in successive iterations are very similar, and may often be the same across iterations. From iteration to iteration, in fact, they differ only for the removal of some edge $\left(t_{1}, \overline{t_{2}}\right)$ induced by $\mathcal{R}_{i} \leftarrow \mathcal{R}_{i} \backslash\left\{\left(t_{1}, t_{2}\right)\right\}$ but this does not change the network when $t_{1} \notin \operatorname{Supp}\left(\mu_{1}\right)$ or $t_{2} \notin \operatorname{Supp}\left(\mu_{2}\right)$. This observation, inspired by [24], is the key point of [57] for improving the basic algorithm. In fact, the authors reuse the previous computed maximum flow in the sense that whatever happens to the network is good: if the network $\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)$ is equal to $\mathcal{N}\left(\mathcal{R}_{i-1}, \mu_{1}, \mu_{2}\right)$, then the maximum flow is the same as the one in the previous iteration. On the other hand, if the two networks are different, then the preflow algorithm can be adapted to compute the new maximum flow using the previous maximum flow and distance function as a starting point.

## $\operatorname{SMF}_{\text {init }}\left(i, \mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)$

1. Initialize the network $\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)$;
. Apply the preflow algorithm to compute the maximum flow for $\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)$;
2. return $\left(\left|f_{i}\right|=1, \mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right), f_{i}, d_{i}\right)$;
```
    \(\operatorname{SmF}\left(i, \mathcal{N}\left(\mathcal{R}_{i-1}, \mu_{1}, \mu_{2}\right), f_{i-1}, d_{i-1}, D_{i-1}\right)\)
    \(\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right) \leftarrow \mathcal{N}\left(\mathcal{R}_{i-1} \backslash D_{i-1}, \mu_{1}, \mu_{2}\right) ; f_{i} \leftarrow f_{i-1} ; d_{i} \leftarrow d_{i-1} ;\)
    for all \(\left(v_{1}, v_{2}\right) \in D_{i-1}\) do
        \(f_{i}\left(\overline{v_{2}}, \mathbf{v}\right) \leftarrow f_{i}\left(\overline{v_{2}}, \mathbf{\nabla}\right)-f_{i}\left(v_{1}, \overline{v_{2}}\right) ;\)
        \(f_{i}\left(v_{1}, v_{2}\right) \leftarrow 0 ;\)
    Apply the preflow algorithm initialized with \(f_{i}\) and \(d_{i}\) to compute the maximum
    flow for \(\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)\);
6. return \(\left(\left|f_{i}\right|=1, \mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right), f_{i}, d_{i}\right)\);
```

Fig. 18. Algorithm for computing a sequence of maximum flows

To explain this approach in more detail, consider the network $\mathcal{N}\left(\mathcal{R}_{1}, \mu_{1}, \mu_{2}\right)$ and let $D_{1}, \ldots, D_{k}$ be pairwise disjoint subsets of $\mathcal{R}_{1}$ that correspond to the pairs deleted from $\mathcal{R}_{1}$ in iteration $i$, i.e., $\mathcal{R}_{i+1}=\mathcal{R}_{i} \backslash D_{i}$ for $1 \leq i \leq k$. Let $f_{i}^{\left(s_{1}, s_{2}\right)}$ be the flow and $d_{i}^{\left(s_{1}, s_{2}\right)}$ the distance function of the network $\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)$ where $0 \leq i \leq k$, respectively. The algorithm for updating the sequences of maximum flows and distances of the network $\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)$ where $1 \leq i \leq$ $k$ is depicted in Figure 18 and it works as follows: starting from the network $\mathcal{N}\left(\mathcal{R}_{i-1} \backslash D_{i-1}, \mu_{1}, \mu_{2}\right)$ with flow $f_{i-1}$ and distance $d_{i-1}$, it computes for each pair $\left(v_{1}, v_{2}\right) \in D_{i-1}$ the flow $f_{i}\left(\overline{v_{2}}, \boldsymbol{\nabla}\right)$ by decreasing the previous value $f_{i-1}\left(\overline{v_{2}}, \boldsymbol{\nabla}\right)$ by the value of the flow $f_{i-1}\left(v_{1}, \overline{v_{2}}\right)$ and then forces $f_{i}\left(v_{1}, v_{2}\right)$ to be 0 . Then it calls the preflow algorithm initialized with the updated flow and distance function to compute the maximum flow for the new network and returns the network, the updated flow and distance functions, and a boolean representing whether the maximum flow is 1 .

The $\operatorname{Smf}\left(i, \mathcal{N}\left(\mathcal{R}_{i-1}, \mu_{1}, \mu_{2}\right), f_{i-1}, d_{i-1}, D_{i-1}\right)$ algorithm is the building block for the improved algorithm $\operatorname{Sim}_{\operatorname{sDTMC}}(\lesssim, \mathcal{S})$ that computes the strong simulation on sDTMCs, depicted in Figure 19 .

```
            \(\operatorname{SIM}_{S D T M C}(\lesssim, s D T M C)\)
    \(\mathcal{R}_{1} \leftarrow\left\{\left(s_{1}, s_{2}\right) \in S \times S \mid L\left(s_{1}\right)=L\left(s_{2}\right)\right\} ; i \leftarrow 1 ;\)
\(\mathcal{R}_{2} \leftarrow \emptyset ;\)
for all \(\left(s_{1}, s_{2}\right) \in \mathcal{R}_{1}\) do
    Listener \(\left(s_{1}, s_{2}\right) \leftarrow\left\{\left(u_{1}, u_{2}\right) \mid u_{1} \in \operatorname{pre}\left(s_{1}\right), u_{2} \in \operatorname{pre}\left(s_{2}\right), L\left(u_{1}\right)=L\left(u_{2}\right)\right\} ;\)
    \(\left(\right.\) match \(\left., \mathcal{N}\left(\mathcal{R}_{1}, \mu_{1}, \mu_{2}\right), f_{1}^{\left(s_{1}, s_{2}\right)}, d_{1}^{\left(s_{1}, s_{2}\right)}\right) \leftarrow \operatorname{SMF}_{\text {init }}\left(1, \mathcal{R}_{1}, \mu_{1}, \mu_{2}\right)\)
    if match
        \(\mathcal{R}_{2} \leftarrow \mathcal{R}_{2} \cup\left\{\left(s_{1}, s_{2}\right)\right\} ;\)
while \(\mathcal{R}_{i+1} \neq \mathcal{R}_{i}\) do
    \(i \leftarrow i+1 ; \mathcal{R}_{i+1} \leftarrow \emptyset ; D_{i-1} \leftarrow \mathcal{R}_{i-1} \backslash \mathcal{R}_{i} ;\)
    for all \(\left(s_{1}, s_{2}\right) \in \mathcal{R}_{i}\) do
        \(D_{i-1}^{\left(s_{1}, s_{2}\right)} \leftarrow \emptyset ;\)
    for all \(\left(s_{1}, s_{2}\right) \in D_{i-1},\left(u_{1}, u_{2}\right) \in \operatorname{Listener}\left(s_{1}, s_{2}\right) \cap \mathcal{R}_{i-1}\) do
        \(D_{i-1}^{\left(u_{1}, u_{2}\right)} \leftarrow D_{i-1}^{\left(u_{1}, u_{2}\right)} \cup\left\{\left(s_{1}, s_{2}\right)\right\} ;\)
    for all \(\left(s_{1}, s_{2}\right) \in \mathcal{R}_{i}\) do
        \(\left(\right.\) match \(\left., \mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right), f_{i}^{\left(s_{1}, s_{2}\right)}, d_{i}^{\left(s_{1}, s_{2}\right)}\right)\)
                        \(\leftarrow \operatorname{SMF}\left(i, \mathcal{N}\left(\mathcal{R}_{i-1}, \mu_{1}, \mu_{2}\right), f_{i-1}^{\left(s_{1}, s_{2}\right)}, d_{i-1}^{\left(s_{1}, s_{2}\right)}, D_{i-1}^{\left(s_{1}, s_{2}\right)}\right) ;\)
        if match
                        \(\mathcal{R}_{i+1} \leftarrow \mathcal{R}_{i+1} \cup\left\{\left(s_{1}, s_{2}\right)\right\} ;\)
return \(\mathcal{R}_{i}\);
where \(\mu_{1}=\mathbf{P}\left(s_{1}, \cdot\right)\) and \(\mu_{2}=\mathbf{P}\left(s_{2}, \cdot\right)\)
```

Fig. 19. Improved algorithm for deciding strong simulation for $s D T M C s$

The first part of the algorithm, from line 1 to 7 is essentially the same as in $\operatorname{Sim}(\lesssim, s D T M C)$, except for line 4 where the set

$$
\operatorname{Listener}\left(s_{1}, s_{2}\right)=\left\{\left(u_{1}, u_{2}\right) \mid u_{1} \in \operatorname{pre}\left(s_{1}\right), u_{2} \in \operatorname{pre}\left(s_{2}\right), L\left(u_{1}\right)=L\left(u_{2}\right)\right\}
$$

is computed for the remainder of the procedure. In particular, this set contains all pairs $\left(u_{1}, u_{2}\right)$ such that $\left(s_{1}, \overline{s_{2}}\right)$ is an edge of $\mathcal{N}\left(\mathcal{R}_{0}, \mathbf{P}\left(u_{1}, \cdot\right), \mathbf{P}\left(u_{2}, \cdot\right)\right)$.

In each iteration $i$ of the loop at lines $8-17$, the procedure generates $\mathcal{R}_{i+1}$ from $\mathcal{R}_{i}$ by performing several steps: first, with the loop at line 12 , it collects in $D_{i-1}^{\left(u_{1}, u_{2}\right)}$ the edges that should be removed from $\mathcal{N}\left(\mathcal{R}_{i-1}, \mathbf{P}\left(u_{1}, \cdot\right), \mathbf{P}\left(u_{2}, \cdot\right)\right)$. Then, at line 15 , the algorithm SmF builds the maximum flow by using information from the previous iteration $i-1$. Basically, $\mathcal{N}\left(\mathcal{R}_{i-1}, \mu_{1}, \mu_{2}\right)$, $f_{i-1}^{\left(s_{1}, s_{2}\right)}$, and $d_{i-1}^{\left(s_{1}, s_{2}\right)}$ are updated according to the set $D_{i-1}^{\left(s_{1}, s_{2}\right)}$; this generates the new maximum flow $f_{i}^{\left(s_{1}, s_{2}\right)}$ for the network $\mathcal{N}\left(\mathcal{R}_{i}, \mu_{1}, \mu_{2}\right)$ and if such flow is 1 (i.e., match is true), then $\left(s_{1}, s_{2}\right)$ is added to $\mathcal{R}_{i+1}$ and survives this iteration. Eventually the while loop terminates and the last candidate simulation $\mathcal{R}_{i}$ is actually a strong bisimilarity.

The correctness and time complexity of this algorithm is stated in [57, Theorem 4.5 and 4.6], respectively. In particular, the time complexity is $\mathcal{O}\left(m^{2} \cdot N+\right.$ $N^{2}$ ), where $m=\sum_{s \in S}|\operatorname{post}(s)|$, that is significantly smaller than $\mathcal{O}\left(\frac{N^{7}}{\log N}\right)$ of the general algorithm $\operatorname{Sim}(\lesssim, s D T M C)$.

Strong Simulation for DTMCs and CTMCs. We now take into account DTMCs and CTMCs. Since every $D T M C \mathcal{D}$ is a sDTMC, we can use directly the algorithm $\operatorname{Sim}_{s D T M C}(\lesssim, \mathcal{D})$. For CTMCs, we have to take care of the rate condition; this is easily obtained by replacing the assignment to $\mathcal{R}_{1}$ at the line 1 of the algorithm with

$$
\mathcal{R}_{1} \leftarrow\left\{\left(s_{1}, s_{2}\right) \in S \times S \mid L\left(s_{1}\right)=L\left(s_{2}\right), \mathbf{R}\left(s_{1}, S\right) \leq \mathbf{R}\left(s_{2}, S\right)\right\}
$$

It is immediate to see that this change does not increase the complexity of the algorithm; in particular, the time complexity may be reduced, since there may be fewer pairs satisfying the rate condition as well.

Strong Probabilistic Simulation and Bisimulation. Strong probabilistic simulation and bisimulation are defined only for PAs and CTPAs since they are the only models that exhibit internal nondeterminism, thus they allow to combine transitions with the same label (and the same rate, for CTPAs). Checking the step condition thus requires to find such combined transition. One possibility is to check, for every possible combined transition, whether it satisfies the step condition; however this approach is not practical since given two transitions, there are uncountable many different convex combinations of them. The other possibility is to check whether there exists a choice for the coefficients of the convex combination by solving a linear programming problem encoding convex combination and lifting [57].

For a $P A \mathcal{P}$, the $L P$ problem relative to relation $\mathcal{R}$, transition $s_{1} \xrightarrow{a} \mu$ and state $s_{2}$ is:

$$
\begin{array}{ll}
\sum_{i=1}^{k} c_{i}=1 & \\
0 \leq c_{i} \leq 1 & \text { for } 1 \leq i \leq k \\
0 \leq f_{u, v} \leq 1 & \text { for each }(u, v) \in \mathcal{R}_{\perp} \\
\mu(s)=\sum_{t \in \mathcal{R}_{\perp}(s)} f_{s, t} & \text { for each } s \in S_{\perp} \\
\sum_{s \in \mathcal{R}_{\perp}^{-1}(t)} f_{s, t}=\sum_{i=1}^{k} c_{i} \rho_{i}(t) & \text { for each } t \in S_{\perp}
\end{array}
$$

where $\left\{\rho_{1}, \ldots, \rho_{k}\right\}=\left\{\rho \mid\left(s_{2}, a, \rho\right) \in \rightarrow\right\}$.
For a CTPA $\mathcal{C P}$, the $L P$ problem relative to relation $\mathcal{R}$, transition $s_{1} \xrightarrow{a} r$ and state $s_{2}$ is similar:

$$
\begin{array}{ll}
\sum_{i=1}^{k} c_{i}=1 & \\
0 \leq c_{i} \leq 1 & \text { for } 1 \leq i \leq k \\
0 \leq f_{u, v} \leq 1 & \text { for each }(u, v) \in \mathcal{R}_{\perp} \\
r(s)=r(S) \cdot \sum_{t \in \mathcal{R}_{\perp}(s)} f_{s, t} & \text { for each } s \in S_{\perp} \\
E \cdot \sum_{s \in \mathcal{R}_{\perp}^{-1}(t)} f_{s, t}=\sum_{i=1}^{k} c_{i} r_{i}(t) & \text { for each } t \in S_{\perp}
\end{array}
$$

for some $E \in\left\{r^{\prime}(S) \mid\left(s_{2}, a, r^{\prime}\right) \in \mathbf{R}\right\}, E \geq r(S)$ where $\left\{r_{1}, \ldots, r_{k}\right\}=\left\{r^{\prime} \mid\right.$ $\left.\left(s_{2}, a, r^{\prime}\right) \in \mathbf{R}, r^{\prime}(S)=E\right\}$.

The complexity of the $\operatorname{Sim}\left(\lesssim_{p}, \mathcal{A}\right)$ and $\operatorname{Bisim}\left(\sim_{p}, \mathcal{A}\right)$ algorithms is then polynomial and directly depends on the polynomial complexity [53] of solving the above $L P$ problems, each one with at most $\mathcal{O}\left(N^{2}\right)$ constraints.

It is worthwhile to note that by combining a preflow approach, as the one adopted for SMF, and abstract interpretation techniques, the complexity can be reduced to $\mathcal{O}\left(N^{3}\right)$ for simulation and $\mathcal{O}\left(N^{2} \cdot \log N\right)$ for bisimulation [15].

Weak Simulation and Bisimulation for DTMCs and CTMCs. Now, we focus our attention to weak simulations. As it was the case for strong simulations, the core of the algorithm is to check the step condition with respect to the current relation $\mathcal{R}$. Based on the definition of weak simulation, for fixed characteristic functions $\gamma_{i}$ for $i=1,2$, maximum flow algorithms can be used in order to check condition (2) in definition (15. In order to improve this check, we can make use of the parametric maximum flow algorithm in order to determine whether functions $\gamma_{i}$ exist, with the aid of breakpoints, as we will see in the following.

As shown in [57, checking the step condition of the weak simulation for the pair of states $\left(s_{1}, s_{2}\right)$ for both DTMCs and CTMCs is equivalent to finding the parameter $\psi$ that makes a parametric network valid. In particular, the considered parametric network is $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ that is defined as $\mathcal{N}\left(\mathcal{R}, \mu_{1}, \psi \cdot \mu_{2}\right)$; this means that $\mathcal{N}\left(\mathcal{R}, \mu_{1}, \psi \cdot \mu_{2}\right)$ is the network $\mathcal{N}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ where the capacities for the edges leading to the sink are $c(\bar{t}, \mathbf{v})=\psi \cdot \mu_{2}(t)$. The network $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ is valid if there exists a flow $f$ that saturates all edges $\left(\Delta, u_{1}\right)$ and $\left(\overline{u_{2}}, \boldsymbol{\nabla}\right)$ where $u_{1}$ belongs to the set $M U_{1}=\operatorname{post}\left(s_{1}\right) \backslash P V_{1}$ with $P V_{1}=\operatorname{post}\left(s_{1}\right) \cap \mathcal{R}^{-1}\left(s_{2}\right)$ and $u_{2}$ belongs to the set $M U_{2}=\operatorname{post}\left(s_{2}\right) \backslash P V_{2}$ with $P V_{2}=\operatorname{post}\left(s_{2}\right) \cap \mathcal{R}\left(s_{1}\right)$.

Sets $M U_{i}$ and $P V_{i}$ are strictly related to the sets $U_{i}$ and $V_{i}$ used for the strong simulation algorithm. Indeed, $M U_{i}$ stands for "must be in $U_{i}$ " while $P V_{i}$ stands for "potentially in $V_{i}$ ". Functions $\gamma_{i}$ are extended as expected by $\gamma_{i}(u)=1$ for $u \in M U_{i}, i \in\{1,2\}$.

If we fix $\psi \in \mathbb{R}^{\geq 0}$, then checking whether $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ is valid reduces to verify the feasibility of a flow problem ( $f$ has to saturate edges to $M U_{1}$ and from $M U_{2}$ ); this can be done by applying a simple transformation to the graph (in time $\mathcal{O}\left(\left|M U_{1}\right|+\left|M U_{2}\right|\right)$ ), solving the maximum flow problem for the transformed graph, and checking whether the flow saturates all edges from the new source [1]. So now the problem is to find a good $\psi$ that makes $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ valid, but there are uncountably many of such $\psi$ we may check for. However, the candidates that really matter are finite, not uncountably many, and are called breakpoints. In particular, breakpoints can be identified by solving one more parametric maximum flow problem: Let $\kappa(\psi)$ be the minimum cut capacity function for the parameter $\psi$, that is, the capacity of a minimum cut of $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ as a function of $\psi$. Based on the Max flow Min cut theorem [1], the capacity of a minimum cut equals the value of a maximum flow. On the other hand, if the edge capacities in the network are linear functions of $\psi, \kappa(\psi)$ is a piecewise linear concave function with at most $|V|-2$ breakpoints [24. In particular, $|V|-1$ or fewer line segments of the graph of $\kappa(\psi)$ are equivalent to $|V|-1$ or fewer distinct minimal cuts. For some $\psi^{*}$, the capacity of a minimum cut gives an equation that leads to a line segment to the function $\kappa(\psi)$ at $\psi=\psi^{*}$. Furthermore, this line segment attaches the two points $\left(\psi_{1}, \kappa\left(\psi_{1}\right)\right)$ and $\left(\psi_{2}, \kappa\left(\psi_{2}\right)\right)$, where $\psi_{1}, \psi_{2}$ are the nearest breakpoints to the left and right,

```
\(\operatorname{STEPCONDITION} \underset{\approx}{\approx}\left(\mathcal{D}, \mathcal{R}, s_{1}, s_{2}\right)\)
    1. if \(\operatorname{post}\left(s_{1}\right) \subseteq \mathcal{R}^{-1}\left(s_{2}\right)\)
    2. return true
    . if \(\operatorname{post}\left(s_{2}\right) \subseteq \mathcal{R}\left(s_{1}\right)\)
    4. \(\quad U_{1} \leftarrow\left\{s_{1}^{\prime} \in \operatorname{post}\left(s_{1}\right) \mid s_{1}^{\prime} \notin \mathcal{R}^{-1}\left(s_{2}\right)\right\}\)
    5. return \(\forall u_{1} \in U_{1} . \exists s \in \operatorname{post}\left(\operatorname{reach}\left(s_{2}\right)\right) \cap \mathcal{R}\left(s_{1}\right) . s \in \mathcal{R}\left(u_{1}\right)\)
    6. Compute all of the breakpoints \(\psi_{1}<\psi_{2}<\cdots<\psi_{j}\) of \(\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)\)
    7. return \(\exists i \in\{1, \ldots, j\} . \psi_{i}\) is valid for \(\mathcal{N}_{\psi_{j}}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)\)
where \(\mu_{1}=\mathbf{P}\left(s_{1}, \cdot\right)\) and \(\mu_{2}=\mathbf{P}\left(s_{2}, \cdot\right)\)
```

Fig. 20. Algorithm to check whether $s_{2}$ weakly simulates $s_{1}$ with respect to $\mathcal{R}$
respectively. Therefore, as it would be expected, it is enough to examine only the breakpoints of $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ : there exists a valid $\psi$ for $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ if and only if one of the breakpoints of $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ is valid.

For a fixed breakpoint, it is adequate to solve one feasible flow problem to check if it is valid. In the network $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ the capacities of the edges going to the sink are increasing functions of the real-valued parameter $\psi$. If $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ is reversed, a parametric network that satisfies the conditions in 24] can be derived: the capacities emanating from $\Delta$ are non-decreasing functions of $\psi$. Therefore, the breakpoint algorithm [24] can be applied to compute the breakpoints of $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$.

The Algorithm for DTMCs. We are now able to provide the decision algorithm for the $D T M C$ weak simulation: we just consider the $\operatorname{Sim}(\lesssim, \mathcal{D})$ where the step condition is verified by invoking the algorithm in Figure 20 that, given two states $s_{1}$ and $s_{2}$, it actually computes whether $s_{1} \lesssim s_{2}$.

By using this approach, the resulting complexity of the algorithm that computes the weak simulation for DTMCs is $\mathcal{O}\left(N^{5}\right)$. This complexity can be improved in practice by exploiting the network $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ whenever it can be parted into sub-networks. We refer the reader interested in this approach to [57, Section 5.1.4]

An Algorithm for CTMCs. The algorithm for computing weak simulation on CTMCs is very close to the one for DTMCs since the only difference is the last requirement of the step condition: " $K_{1} \cdot \mathbf{R}\left(s_{1}, S\right) \leq K_{2} \cdot \mathbf{R}\left(s_{2}, S\right)$ " instead of "for $u_{1} \in U_{1}$ there exist an execution fragment $s_{2} t_{1} \ldots t_{n} u_{2}$ with positive probability such that $n \in \mathbb{N}, s_{1} \mathcal{R} t_{j}$ for $0<j \leq n$, and $u_{1} \mathcal{R} u_{2}$ ".

This makes the algorithm for $\mathcal{C}$ simpler: if $K_{1}>0$ and $K_{2}=0$, then $s_{1} \mathcal{R} s_{2}$ for the rate condition. Therefore, the reachability condition does not need to be checked and the lines $3-5$ of the algorithm Step Condition $\underset{\approx}{ }\left(\mathcal{D}, \mathcal{R}, s_{1}, s_{2}\right)$ can be omitted. In general, the rate condition can be verified by checking the validity of the network $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$ induced in the embedded $\operatorname{DTMC} \operatorname{emb}(\mathcal{C})$. In particular, the step condition holds if and only if there exists $\psi \leq \frac{\mathbf{R}\left(s_{2}, S\right)}{\mathbf{R}\left(s_{1}, S\right)}$ such that $\psi$ is valid for $\mathcal{N}_{\psi}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)$. This means that we can replace the returned value

$$
\exists i \in\{1, \ldots, j\} \cdot \psi_{i} \text { is valid for } \mathcal{N}_{\psi_{j}}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)
$$

of line 7 of $\operatorname{StepCondition}_{\lesssim}^{\lesssim}\left(\mathcal{D}, \mathcal{R}, s_{1}, s_{2}\right)$ with

$$
\exists i \in\{1, \ldots, j\} \cdot \psi_{i} \leq \frac{\mathbf{R}\left(s_{2}, S\right)}{\mathbf{R}\left(s_{1}, S\right)} \wedge \psi_{i} \text { is valid for } \mathcal{N}_{\psi_{j}}\left(\mathcal{R}, \mu_{1}, \mu_{2}\right)
$$

These improvements do not change the worst case complexity of the algorithm, but they improve it in practice, in particular when merged with the improved algorithm for DTMCs.

Weak Probabilistic Simulation and Bisimulation for PAs. To complete the survey on the simulations and bisimulations defined on $P A$ s, we consider the weak probabilistic (bi)simulation and the weak (bi)simulation. The latter relation is a restriction of the former where the step condition for the pair $(s, t)$ requires that $t$ matches the challenging transition proposed by $s$ via a weak transition instead of a weak combined transition. By using the PAs proposed by [16], it is possible to show that both weak simulation and bisimulation are not transitive, so we omit them. On the contrary, both weak probabilistic simulation and bisimulation are transitive [47] and they can be used whenever we want to abstract away from the internal computation of a probabilistic automaton.

The decidability of weak probabilistic bisimulation has been stated in 13 and it is based on the standard partition refinement approach. The complexity of such algorithm is exponential in the number of transitions and only recently it has been improved to polynomial [29]. Indeed, [29] reduces the complexity to polynomial by constructing a flow network enriched with side constraints that admits a valid flow if and only if there exists a determinate scheduler that induces the desired weak combined transition.

With some inspiration from network flow problems, authors of [29, 30] were able to see a transition $t \stackrel{a}{\Longrightarrow} \mu_{t}$ of the $P A \mathcal{P}$ as a flow where the initial probability mass $\delta_{t}$ flows and splits along internal transitions (and exactly one transition with label $a$ for each stream when $a \neq \tau$ ) according to the transition target distributions and the scheduler resolution of the nondeterminism. The resulting flow problem is then translated into an LP extended with balancing constraints that encode the need to respect transition probability distributions. To describe the structure of the $L P$ problem, we first recall the original definition of the network graph corresponding to a weak combined transition.

Given a $P A \mathcal{P}=(S, \bar{s}, \Sigma, \rightarrow)$ and a relation $\mathcal{R} \subseteq S \times S$, for $a \in \mathrm{E}$, the network $G(t, a, \mu, \mathcal{R})=(V, E, \Delta, \nabla, c)$ has the set of vertices $V=\{\Delta, \nabla\} \cup S \cup S^{t r} \cup S_{a} \cup$ $S_{a}^{t r} \cup S_{\mathcal{R}}$ where

$$
\begin{aligned}
S^{t r} & =\left\{v^{t r} \mid t r=v \xrightarrow{b} \rho \in \rightarrow, b \in\{a, \tau\}\right\}, \\
S_{a} & =\left\{v_{a} \mid v \in S\right\}, \\
S_{a}^{t r} & =\left\{v_{a}^{t r} \mid v^{t r} \in S^{t r}\right\}, \text { and } \\
S_{\mathcal{R}} & =\left\{s_{\mathcal{R}} \mid s \in S\right\}
\end{aligned}
$$



Fig. 21. A probabilistic automaton


Fig. 22. The network graph $G\left(t, a, \delta_{z}, \mathcal{R}\right)$ for the automaton $\mathcal{A}$
and the set of edges

$$
\begin{aligned}
E & =\{(\Delta, t)\} \cup\left\{\left(v_{a}, u_{\mathcal{R}}\right),\left(u_{\mathcal{R}}, \boldsymbol{\nabla}\right) \mid u \in S, v \mathcal{R} u\right\} \\
& \cup\left\{\left(v, v^{t r}\right),\left(v^{t r}, v^{\prime}\right),\left(v_{a}, v_{a}^{t r}\right),\left(v_{a}^{t r}, v_{a}^{\prime}\right) \mid \operatorname{tr}=v \xrightarrow{\tau} \rho \in \rightarrow, v^{\prime} \in \operatorname{Supp}(\rho)\right\} \\
& \cup\left\{\left(v, v_{a}^{t r}\right),\left(v_{a}^{t r}, v_{a}^{\prime}\right) \mid t r=v \xrightarrow{a} \rho \in \rightarrow, v^{\prime} \in \operatorname{Supp}(\rho)\right\} .
\end{aligned}
$$

For each $(u, v) \in E, c(u, v)=\infty$. When $a \in \mathrm{H}$, the definition is similar: $V=\{\Delta, \boldsymbol{\nabla}\} \cup S \cup S^{t r} \cup S_{\mathcal{R}}$ and $E=\{(\Delta, t)\} \cup\left\{\left(v, u_{\mathcal{R}}\right),\left(u_{\mathcal{R}}, \boldsymbol{\nabla}\right) \mid u \in S, v \mathcal{R}\right.$ $u\} \cup\left\{\left(v, v^{t r}\right),\left(v^{t r}, v^{\prime}\right) \mid t r=v \xrightarrow{\tau} \rho \in \rightarrow, v^{\prime} \in \operatorname{Supp}(\rho)\right\}$. As a concrete example to illustrate the construction of the flow network, consider the probabilistic automaton $\mathcal{P}$ given in Figure 21] The flow network $G\left(t, a, \delta_{z}, \mathcal{R}\right)$ is depicted in Figure 22, where $\mathcal{R}$ is the equivalence relation inducing classes $\{t, u, v\}$ and $\{x, y, z\}$.

As pointed out in [29], the fact that the network admits a flow that respects the probability distribution $\mu_{t}$ does not imply the existence of a corresponding weak combined transition, because the flow may not respect probability ratios. Moreover, in order to define a flow problem, we need to define the capacity for each arc. There are several possibilities for doing this: the first possibility is to use as capacity for the $\operatorname{arc}\left(v^{t r}, u\right)$ corresponding to the transition $\operatorname{tr}=s \xrightarrow{\tau} \rho$ with $u \in \operatorname{Supp}(\rho)$ the probability $\rho(u)$; the capacity of the remaining arcs is 1 . As we will see, such capacity in general is not suitable for arcs that are part of cycles. Another possibility is to use as capacity the value $\frac{1}{1-\rho(u)}$ for arcs of the kind $\left(v^{\operatorname{tr}}, u\right), \max \left\{\left.\frac{1}{1-\rho(u)} \right\rvert\, u \in \operatorname{Supp}(\mu)\right\}$ for the $\operatorname{arc}\left(v, v^{t r}\right)$, and 1 for other arcs; in this case such capacity is suitable for the arcs involved in cycles, but still it does not force to respect probability ratios. Finally, arcs have infinite capacity; this is the simplest choice that has been adopted in [29]. Therefore, the network is converted into a linear programming problem for which the feasibility is shown to be equivalent to the existence of the desired weak combined transition.

The idea is to convert the flow network into the canonical $L P$ problem and then to add the balancing constraints that force the "flow" to split according to transition probability distributions.

Definition 21 (cf. [30, Definition 1]). Given a $P A \mathcal{P}, \mathcal{R} \subseteq S \times S, \mu \in$ $\operatorname{Disc}(S)$, and $t \in S$, for $a \in \mathrm{E}$ we define the $t \xrightarrow{a}{ }_{\mathrm{C}} \otimes \mathcal{L}(\mathcal{R}) \mu$ LP problem associated to the network graph $(V, E)=G(t, a, \mu, \mathcal{R})$ as follows:

```
\(\max \sum_{(x, y) \in E}-f_{x, y}\)
under constraints
\(f_{u, v} \geq 0 \quad\) for each \((u, v) \in E\)
\(f_{\Delta, t}=1\)
\(f_{v_{\mathcal{R}}, \mathbf{v}}=\mu(v) \quad\) for each \(v \in S_{\mathcal{R}}\)
\(\sum_{u \in\{x \mid(x, v) \in E\}} f_{u, v}-\sum_{u \in\{y \mid(v, y) \in E\}} f_{v, u}=0 \quad\) for each \(v \in V \backslash\{\Delta, \boldsymbol{\nabla}\}\)
\(f_{v^{t r}, v^{\prime}}-\rho\left(v^{\prime}\right) f_{v, v^{t r}}=0 \quad\) for each \(\operatorname{tr}=v \xrightarrow{\tau} \rho \in \rightarrow\) and \(v^{\prime} \in \operatorname{Supp}(\rho)\)
\(f_{v_{a}^{t r}, v_{a}^{\prime}}-\rho\left(v^{\prime}\right) f_{v_{a}, v_{a}^{t r}}=0 \quad\) for each \(t r=v \xrightarrow{\tau} \rho \in \rightarrow\) and \(v^{\prime} \in \operatorname{Supp}(\rho)\)
\(f_{v_{a}^{t r}, v_{a}^{\prime}}-\rho\left(v^{\prime}\right) f_{v, v_{a}^{t r}}=0 \quad\) for each \(\operatorname{tr}=v \xrightarrow{a} \rho \in \rightarrow\) and \(v^{\prime} \in \operatorname{Supp}(\rho)\)
```

When $a$ is $\tau$, the $L P$ problem $t \xlongequal{\tau} \mathrm{C} \diamond \mathcal{L}(\mathcal{R}) \mu$ associated to $G(t, \tau, \mu, \mathcal{R})$ is defined as above without the last two groups of constraints.

Since it is possible to solve a linear programming problem in polynomial time [53], so it is to find a feasible solution for $t \xrightarrow{a} \mathrm{C} \diamond \mathcal{L}(\mathcal{R}) \mu$ (cf. [29, Theorem 7]), hence computing the weak probabilistic similarity and bisimilarity for probabilistic automata is polynomial as well. A comprehensive efficiency analysis about deciding weak probabilistic bisimulation on PAs is presented in [27].

### 6.3 The Algorithms for Mixed Time Models Relations

We do not present explicitly the algorithms for the simulations and bisimulations defined on $I M C$ s and MAs: the former just makes use of the algorithms for CTMCs and graph visiting (as a depth first search) [28, while the latter just takes the LP problem for finding a weak transition in a $P A$ as a blackbox [20,46].

## 7 Conclusion

In this survey we have presented several discrete and continuous time systems with external and/or internal nondeterminism and investigated the models of CTMCs, DTMCs, PAs, and CTPAs, and discussed IMCs and MAs. For these models, we have recalled the behavioral relations they are equipped with like simulations and bisimulations and we have described the corresponding decision algorithms. These procedures follow the standard refinement approach and they improve their complexity by using algorithms for optimization and flow network problems. We omitted some of the technical details but provided extensive references to the original literature.
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#### Abstract

State-based systems with discrete or continuous time are often modelled with the help of Markov chains. In order to specify performance measures for such systems, one can define a reward structure over the Markov chain, leading to the Markov Reward Model (MRM) formalism. Typical examples of performance measures that can be defined in this way are time-based measures (e.g. mean time to failure), average energy consumption, monetary cost (e.g. for repair, maintenance) or even combinations of such measures. These measures can also be regarded as target objects for system optimization. For that reason, an MRM can be enhanced with an additional control structure, leading to the formalism of Markov Decision Processes (MDP).

In this tutorial, we first introduce the MRM formalism with different types of reward structures and explain how these can be combined to a performance measure for the system model. We provide running examples which show how some of the above mentioned performance measures can be employed. Building on this, we extend to the MDP formalism and introduce the concept of a policy. The global optimization task (over the huge policy space) can be reduced to a greedy local optimization by exploiting the non-linear Bellman equations. We review several dynamic programming algorithms which can be used in order to solve the Bellman equations exactly. Moreover, we consider Markovian models in discrete and continuous time and study value-preserving transformations between them. We accompany the technical sections by applying the presented optimization algorithms to the example performance models.


## 1 Introduction

State-based systems with stochastic behavior and discrete or continuous time are often modelled with the help of Markov chains. Their efficient evaluation and optimization is an important research topic. There is a wide range of application areas for such kind of models, coming especially from the field of Operations Research, e.g. economics [4,23,31] and health care [14,36, Artificial Intelligence, e.g. robotics, planning and automated control [11,40] and Computer Science [2,6, 12, 13, 21, 25, 34. In order to specify performance and dependability measures for
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such systems, one can define a reward structure over the Markov chain, leading to the Markov Reward Model (MRM) formalism. Typical examples of performance measures that can be defined in this way are time-based measures (e.g. mean time to failure), average energy consumption, monetary cost (e.g. for repair, maintenance) or even combinations of such measures. These measures can also be regarded as target objects for system optimization. For that reason, an MRM can be enhanced with an additional control structure, leading to the formalism of Markov Decision Processes (MDP) [20]. There is a huge number of optimization algorithms for MDPs in the literature, based on dynamic programming and linear programming [7, $8,17,33$ - all of them rely on the Bellman optimality principle [5].

In many applications, the optimization criteria are a trade-off between several competing goals, e.g. minimization of running cost and maximization of profit at the same time. For sure, in these kinds of trade-off models, it is important to establish an optimal policy which in most cases is not intuitive. However, there are also examples of target functions with no trade-off character (e.g. pure lifetime maximization [16]) which can also lead to counterintuitive optimal policies. Therefore, using MDPs for optimization of stochastic systems should not be neglected, even if a heuristically established policy seems to be optimal.

In order to build up the necessary theoretical background in this introductory tutorial, we first introduce in Sect. 2 the discrete-time MRM formalism with finite state space and define different types of reward measures typically used in performance evaluation, such as total reward, discounted reward and average reward. In contrast to the majority of literature, we follow a different approach to deduce the definition of the discounted reward through a special memoryless horizon-expected reward. We discuss properties of these measures and create a fundamental link between them, which is based on the Laurent series expansion of the discounted reward (and involves the deviation matrix for Markov chains). We derive systems of linear equations used for evaluation of the reward measures and provide a running example based on a simple queueing model, in order to show how these performance measures can be employed.

Building on this, in Sect. 3 we introduce the MDP formalism and the concept of a policy. The global optimization task (over the huge policy space) can be reduced to a greedy local optimization by exploiting the set of non-linear Bellman equations. We review some of the basic dynamic programming algorithms (policy iteration and value iteration) which can be used in order to solve the Bellman equations. As a running example, we extend the queueing model from the preceding section with a control structure and compute optimal policies with respect to several performance measures.

From Sect. 4 on we switch to the continuous-time setting and present the CTMRM formalism with a reward structure consisting of the following two different types: impulse rewards which measure discrete events (i.e. transitions) and rate rewards which measure continuous time activities. In analogy to the discrete-time case, we discuss the performance measures given by the total, horizon-expected, discounted and average reward measures. In order to be able to evaluate these
measures, we present model transformations that can be used for discretizing the CTMRM to a DTMRM by embedding or uniformization [24. As a third transformation, we define the continuization which integrates the discrete impulse rewards into a continuous-time rate, such that the whole CTMRM possesses only rate rewards. We further study the soundness of these transformations, i.e. the preservation of the aforementioned performance measures. Similar to DTMRMs, the discounted reward measure can be expanded into a Laurent series which once again shows the intrinsic structure between the measures. We accompany Sect. 4 with a small wireless sensor network model.

In Sect. 5 we finally are able to define the continuous-time MDP formalism which extends CTMRMs with a control structure, as for discrete-time MDPs. With all the knowledge collected in the preceding sections, the optimization algorithms for CTMDPs can be performed by MDP algorithms through time discretization. For evaluation of the average reward measure, we reveal a slightly different version of policy iteration [17, which can be used for the continuization transformation. As an example, we define a bridge circuit CTMDP model and optimize typical time-based dependability measures like mean time to failure and the availability of the system.

Figure 1.1 shows some dependencies between the sections in this tutorial in form of a roadmap. One can read the tutorial in a linear fashion from beginning to end, but if one wants to focus on specific topics it is also possible to skip certain sections. For instance, readers may wish to concentrate on Markov Reward Models in either discrete or continuous time (Sects. 2 and 4), while neglecting the optimization aspect. Alternatively, they may be interested in the discrete time setting only, ignoring the continuous time case, which would mean to read only Sects. 2 (on DTMRMs) and 3 (on MDPs). Furthermore, if the reader is interested in the discounted reward measure, then he may skip the average reward measure in every subsection.

Readers are assumed to be familiar with basic calculus, linear algebra and probability theory which should suffice to follow most explanations and derivations. For those wishing to gain insight into the deeper mathematical structure of MRMs and MDPs, additional theorems and proofs are provided, some of which require more involved concepts such as measure theory, Fubini's theorem or Laurent series. For improved readability, long proofs are moved to the Appendix in Sect. A

The material presented in this tutorial paper has been covered previously by several authors, notably in the books of Puterman [33, Bertsekas [7, 8, Bertsekas/Tsitsiklis 10 and Guo/Hernandez-Lerma 17. However, the present paper offers its own new points of view: Apart from dealing also with non-standard measures, such as horizon-expected reward measures and the unified treatment of rate rewards and impulse rewards through the concept of continuization, the paper puts an emphasis on transformations between the different model classes by embedding and uniformization. The paper ultimately anwers the interesting question of which measures are preserved by those transformations.


Fig. 1.1. Roadmap of the tutorial with dependencies between the sections and subsections. As an example, Sect. 3.3 on stochastic shortest paths, needs Sect. 3.2 and therefore also Sect. 2.3 but not Sect. 2.4 The Big Picture in Sect. 4.7 is one of the main goals of this tutorial and also necessary for the section on CTMDPs.

## Symbols

| $B^{A}$ | set of functions $f: A \rightarrow B$ |
| :--- | :--- |
| $2^{A}$ | power set of $A$ |
| $\mathcal{D}(S)$ | set of probability distributions over $S$ |
| $P$ | probability measure, probability transition matrix |
| $P_{s}$ | probability measure assuming initial state $s$ |
| $\mathbb{E}_{s}$ | expectation from initial state $s$ |
| $\mathbb{1}_{A}(x)$ | indicator function, $\mathbb{1}_{A}(x)=1$ if $x \in A$ and 0 otherwise |
| $\delta_{s, s^{\prime}}$ | Kronecker- $\delta, \delta_{s, s^{\prime}}=1$ if $s=s^{\prime}$ and 0 otherwise |
| $I$ | identity matrix |
| $\mathbf{1}$ | column vector consisting of ones in each entry |
| $\bar{p}$ | $\bar{p}=1-p$ |
| $\operatorname{ker}(A)$ | kernel of a matrix $A$ <br> $\gamma$ |
| discount factor, $0<\gamma<1$ <br> $\alpha$ | discount rate, $\alpha>0$ |
| $V$ | value function |
| $g$ | average reward |
| $h$ | bias |

## 2 Discrete Time Markov Reward Models

### 2.1 Preliminaries

Definition 2.1. For a finite set $S$ let $\mathcal{D}(S):=\left\{\delta: S \rightarrow[0,1] \mid \sum_{s \in S} \delta(s)=1\right\}$ be the space of discrete probability distributions over $S$.

Definition 2.2. A discrete-time Markov chain (DTMC) is a structure $\mathcal{M}=(S, P)$ consisting of a finite set of states $S$ (also called the state space of $\mathcal{M})$ and a transition function $P: S \rightarrow \mathcal{D}(S)$ which assigns to each state $s$ the probability $P\left(s, s^{\prime}\right):=(P(s))\left(s^{\prime}\right)$ to move to state $s^{\prime}$ within one transition. A discrete-time Markov Reward Model (DTMRM) enhances a DTMC $(S, P)$ by a reward function $R: S \times S \rightarrow \mathbb{R}$ and is thus regarded as a structure $\mathcal{M}=(S, P, R)$.

In the definition, the rewards are defined over transitions, i.e. whenever a transition from $s$ to $s^{\prime}$ takes place, a reward $R\left(s, s^{\prime}\right)$ is gained. Alternatively, a DTMRM can also be defined with state-based rewards $R: S \rightarrow \mathbb{R}$. There is a correspondence between transition-based and state-based reward models: A state-based reward $R(s)$ can be converted into a transition-based reward by defining $R\left(s, s^{\prime}\right):=R(s)$ for all $s^{\prime} \in S$. On the other hand, a transition-based reward $R\left(s, s^{\prime}\right)$ can be transformed by expectation into its state-based version by defining $R(s):=\sum_{s^{\prime} \in S} R\left(s, s^{\prime}\right) P\left(s, s^{\prime}\right)$. Of course, this transformation can not be inverted, but as we will see, the reward measures that we consider do not differ. Note that for state-based rewards there are two canonical but totally different possibilities to define the point in time, when such a reward can be gained: either when a transition into the state or out of the state is performed. This corresponds to the difference in the point of view for "arrivals" and "departures" of jobs in queueing systems. When working with transition-based rewards $R\left(s, s^{\prime}\right)$ as in Definition 2.2, then such a confusion does not occur since $R\left(s, s^{\prime}\right)$ is gained in state $s$ after transition to $s^{\prime}$ and thus its expected value $R(s)$ corresponds to the "departure" point of view. For our purposes we will mix both representions and if we write $R$ for a reward then it is assumed to be interpreted in a contextdependent way as either the state-based or the transition-based version.

Each bijective representation

$$
\begin{equation*}
\varphi: S \rightarrow\{1,2, \ldots, n\}, n:=|S| \tag{2.1}
\end{equation*}
$$

of the state space as natural numbered indices allows to regard the rewards and the transition probabilities as real-valued vectors in $\mathbb{R}^{n}$ respectively matrices in $\mathbb{R}^{n \times n}$. We indirectly take such a representation $\varphi$, especially when we talk about $P$ and $R$ in vector notation. In this case the transition function $P: S \rightarrow \mathcal{D}(S)$ can be regarded as a stochastic matrix, i.e. $P \mathbf{1}=\mathbf{1}$, where $\mathbf{1}=(1, \ldots, 1)^{T}$ is the column vector consisting of all ones.

Example 2.1 (Queueing system). As a running example, consider a system consisting of a queue of capacity $k$ and a service unit which can be idle, busy or


Fig. 2.1. Queueing model with queue capacity $k=1$ and a service unit which can be idle, busy or on vacation. State ( 0,1 , busy) represents 0 jobs in the queue, 1 job in service and server is busy. The dashed transitions represent the event that an incoming job is discarded. The parameter values are $q=0.25, p_{d}=0.5, p_{v}=0.1$ and $p_{r}=0.25$. Overlined probabilities are defined as $\bar{p}:=1-p$.
on vacation (Fig. 2.1) [38]. A job arrives with probability $q=0.25$ and gets enqueued if the queue is not full. If the server is idle and there is some job waiting in the queue, the server immediately gets busy and processes the job. At the end of each unit of service time, the server is done with the job with probability $p_{d}=0.5$ and can either go idle (and possibly getting the next job) or the server needs vacation with probability $p_{v}=0.1$. From the vacation mode the server returns with probability $p_{r}=0.25$. Figure 2.1 shows the model for the case of queue capacity $k=1$, where transitions are split into regular transitions (solid lines) and transitions indicating that an incoming job gets discarded (dashed lines). The reward model is as follows: For each accomplished service a reward of $R_{\text {acc }}=\$ 100$ is gained, regardless of whether the server moves to idle or to vacation. However, the loss of a job during arrival causes a cost of $C_{\text {loss }}=-\$ 1000$. Therefore we consider the following state-based reward structures:

$$
R_{\text {profit }}=\left(\begin{array}{c}
0  \tag{2.2}\\
0 \\
R_{\mathrm{acc}} p_{d} \\
0 \\
R_{\mathrm{acc}} p_{d}
\end{array}\right), R_{\mathrm{cost}}=\left(\begin{array}{c}
0 \\
0 \\
0 \\
C_{\mathrm{loss}} q \overline{p_{r}} \\
C_{\mathrm{loss}}\left(q \overline{p_{d}}+q p_{d} p_{v}\right)
\end{array}\right), R_{\mathrm{total}}=R_{\mathrm{profit}}+R_{\mathrm{cost}}
$$

where $\bar{p}:=1-p$ for some probability $p$.
There are several ways how the rewards gained for each taken transition (respectively for a visited state) can contribute to certain measures of interest. In typical applications of performance evaluation, rewards are accumulated over some time period or a kind of averaging over rewards is established. In order to be able to define these reward measures formally, we need to provide some basic knowledge on the stochastic state process induced by the DTMC part of a DTMRM.

### 2.1.1 Sample Space

For a DTMC $\mathcal{M}=(S, P)$ define $\Omega$ as the set of infinite paths, i.e.

$$
\begin{equation*}
\Omega:=\left\{\left(s_{0}, s_{1}, s_{2}, \ldots\right) \in S^{\mathbb{N}} \mid P\left(s_{i-1}, s_{i}\right)>0 \text { for all } i \geq 1\right\} \tag{2.3}
\end{equation*}
$$

and let $\mathcal{B}(\Omega)$ be the Borel $\sigma$-algebra over $\Omega$ generated by the cylinder sets

$$
C\left(s_{0}, s_{1}, \ldots, s_{N}\right):=\left\{\omega \in \Omega \mid \omega_{i}=s_{i} \forall i \leq N\right\} .
$$

Each $s \in S$ induces a probability space $\left(\Omega, \mathcal{B}(\Omega), P_{s}\right)$ with a probability distribution $P_{s}: \mathcal{B}(\Omega) \rightarrow \mathbb{R}$ over paths, such that for each cylinder set $C\left(s_{0}, \ldots, s_{N}\right) \in$ $\mathcal{B}(\Omega)$

$$
P_{s}\left(C\left(s_{0}, \ldots, s_{N}\right)\right)=\delta_{s_{0}, s} P\left(s_{0}, s_{1}\right) P\left(s_{1}, s_{2}\right) \ldots P\left(s_{N-1}, s_{N}\right),
$$

where $\delta$ is the Kronecker- $\delta$, i.e. $\delta_{s, s^{\prime}}=1$ if $s=s^{\prime}$ and 0 otherwise.
Definition 2.3. The DTMC $\mathcal{M}$ induces the stochastic state process $\left(X_{n}\right)_{n \in \mathbb{N}}$ over $\Omega$ which is a sequence of $S$-valued random variables such that $X_{n}(\omega):=s_{n}$ for $\omega=\left(s_{0}, s_{1}, \ldots\right) \in \Omega$.

Note that

$$
P_{s}\left(X_{n}=s^{\prime}\right)=\sum_{s_{1}, \ldots, s_{n-1}} P\left(s, s_{1}\right) P\left(s_{1}, s_{2}\right) \ldots P\left(s_{n-2}, s_{n-1}\right) P\left(s_{n-1}, s^{\prime}\right)=P^{n}\left(s, s^{\prime}\right)
$$

where $\sum_{s_{1}, \ldots, s_{n-1}}$ denotes summation over all tuples $\left(s_{1}, \ldots, s_{n-1}\right) \in S^{n-1}$. The process $X_{n}$ also fulfills the Markov property (or memorylessness): For all $s, s^{\prime}, s_{0}, s_{1}, \ldots s_{n-1} \in S$ it holds that

$$
\begin{equation*}
P_{s_{0}}\left(X_{n+1}=s^{\prime} \mid X_{1}=s_{1}, \ldots, X_{n-1}=s_{n-1}, X_{n}=s\right)=P\left(s, s^{\prime}\right) \tag{2.4}
\end{equation*}
$$

i.e. if the process is in state $s$ at the current point in time $n$, then the probability to be in state $s^{\prime}$ after the next transition does not depend on the history of the process consisting of the initial state $X_{0}=s_{0}$ and the traversed states $X_{1}=s_{1}, \ldots, X_{n-1}=s_{n-1}$ up to time $n-1$.
We denote the expectation operator over $\left(\Omega, \mathcal{B}(\Omega), P_{s}\right)$ as $\mathbb{E}_{s}$. For a function $f: S^{n+1} \rightarrow \mathbb{R}$ it holds

$$
\mathbb{E}_{s}\left[f\left(X_{0}, X_{1}, \ldots, X_{n}\right)\right]=\sum_{s_{1}, \ldots, s_{n}} f\left(s, s_{1} \ldots, s_{n}\right) P\left(s, s_{1}\right) P\left(s_{1}, s_{2}\right) \ldots P\left(s_{n-1}, s_{n}\right)
$$

In vector representation we often write $\mathbb{E}[Y]:=\left(\mathbb{E}_{s}[Y]\right)_{s \in S}$ for the vector consisting of expectations of a real-valued random variable $Y$.

### 2.1.2 State Classification

In the following, we briefly outline the usual taxonomy regarding the classification of states for a discrete-time Markov chain $\mathcal{M}=(S, P)$. The state process $X_{n}$ induced by $\mathcal{M}$ allows to classify the states $S$ with respect to their recurrence
and reachability behavior. If $X_{0}=s$ is the initial state then the random variable $M_{s}:=\inf \left\{n \geq 1 \mid X_{n}=s\right\} \in \mathbb{N} \cup\{\infty\}$ is the first point in time when the process $X_{n}$ returns to $s$. If along a path $\omega \in \Omega$ the process never returns to $s$ then $M_{s}(\omega)=\inf \emptyset=\infty$. If there is a positive probability to never come back to $s$, i.e. $P_{s}\left(M_{s}=\infty\right)>0$ then the state $s$ is called transient. Otherwise, if $P_{s}\left(M_{s}<\infty\right)=1$ then $s$ is recurrent. We denote $S^{t}$ as the set of transient states and $S^{r}$ as the set of recurrent states. A state $s^{\prime}$ is reachable from $s$ (denoted by $\left.s \rightarrow s^{\prime}\right)$, if there exists $n \in \mathbb{N}$ with $P_{s}\left(X_{n}=s^{\prime}\right)>0$. The notion of reachability induces the (communcation) equivalence relation

$$
s \leftrightarrow s^{\prime} \quad \Leftrightarrow \quad s \rightarrow s^{\prime} \text { and } s^{\prime} \rightarrow s
$$

This relation further partitions the set of recurrent states $S^{r}$ into the equivalence classes $S_{i}^{r}, i=1, \ldots, k$ such that the whole state space $S$ can be written as the disjoint union $S=\bigcup_{i=1}^{k} S_{i}^{r} \cup S^{t}$. Each of these equivalence classes $S_{i}^{r}$ is called a closed recurrent class, since (by the communication relation) for every $s \in S_{i}^{r}$ there are no transitions out of this class, i.e. $P\left(s, s^{\prime}\right)=0$ for all $s^{\prime} \in S \backslash S_{i}^{r}$. For this reason each $S_{i}^{r}$ is a minimal closed subset of $S$, i.e. there is no proper nonempty subset of $S_{i}^{r}$ which is closed. In case a closed recurrent class consists only of one state $s$, then $s$ is called absorbing. The DTMC $\mathcal{M}$ is unichain if there is only one recurrent class ( $k=1$ ) and if in addition $S^{t}=\emptyset$ then $\mathcal{M}$ is irreducible. A DTMC that is not unichain will be called multichain. The queueing system in Example 2.1 is irreducible, since every state is reachable from every other state. For discrete-time Markov chains there are some peculiarities regarding the longrun behavior of the Markov chain as $n \rightarrow \infty$. If $X_{0}=s$ is the initial state and the limit $\rho_{s}\left(s^{\prime}\right):=\lim _{n \rightarrow \infty} P_{s}\left(X_{n}=s^{\prime}\right)$ exists for all $s^{\prime}$, then $\rho_{s} \in \mathcal{D}(S)$ is called the limiting distribution from $s$. In general this limit does not need to exist, since the sequence $P_{s}\left(X_{n}=s^{\prime}\right)=P^{n}\left(s, s^{\prime}\right)$ might have oscillations between distinct accumulation points. This fact is related to the periodicity of a state: From state $s$ the points in time of possible returns to $s$ are given by the set $R_{s}:=\left\{n \geq 1 \mid P_{s}\left(X_{n}=s\right)>0\right\}$. If all $n \in R_{s}$ are multiples of some natural number $d \geq 2$ (i.e. $R_{s} \subseteq\{k d \mid k \in \mathbb{N}\}$ ) then the state $s$ is called periodic and the periodicity of $s$ is the largest such integer $d$. Otherwise $s$ is called aperiodic and the periodicity of $s$ is set to 1 . The periodicity is a class property and means that for every closed recurrent class $S_{i}^{r}$ and for all $s, s^{\prime} \in S_{i}^{r}$ the periodicity of $s$ and $s^{\prime}$ is the same. A Markov chain which is irreducible and aperiodic is often called ergodic in the literature. As an example, a two-state Markov chain with transition probability matrix

$$
P=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

is irreducible but not ergodic, since it is periodic with periodicity 2 .
One can show that a recurrent state $s$ in a DTMC with finite state space is aperiodic if and only if for all $s^{\prime} \in S$ the sequence $P^{n}\left(s, s^{\prime}\right)$ converges. Therefore, the limiting distribution $\rho_{s}$ exists (for $s$ recurrent) if and only if $s$ is aperiodic. In this case $\rho_{s}\left(s^{\prime}\right)=\sum_{t} \rho_{s}(t) P\left(t, s^{\prime}\right)$ for all $s^{\prime}$, which is written in vector notation by $\rho_{s}=\rho_{s} P$. This equation is often interpreted as the invariance
(or stationarity) condition: If $\rho_{s}\left(s^{\prime}\right)$ is the probability to find the system in state $s^{\prime}$ at some point in time, then this probability remains unchanged after the system performs a transition. In general, there can be several distributions $\rho \in \mathcal{D}(S)$ with the invariance property $\rho=\rho P$ and any such distribution $\rho$ is called a stationary distribution. It holds that the set of all stationary distributions forms a simplex in $\mathbb{R}^{S}$ and the number of vertices of this simplex is exactly the number of recurrent classes $k$. Therefore, in a unichain model $\mathcal{M}$ there is only one stationary distribution $\rho$ and if $\mathcal{M}$ is irreducible then $\rho(s)>0$ for all $s \in S$. Since a limiting distribution is stationary it further holds that if $\mathcal{M}$ is unichain and aperiodic (or even ergodic), then for all initial states $s$ the limiting distribution $\rho_{s}$ exists and $\rho_{s}=\rho$ is the unique stationary distribution and thus independent of $s$.

We will draw on the stationary distributions (and also the periodic behavior) of a Markov chain in Sect. 2.4, where we will outline the average reward analysis. In order to make the intuition on the average reward clear, we will also work with the splitting $S=\bigcup_{i=1}^{k} S_{i}^{r} \cup S^{t}$ into closed recurrent classes and transient states. The computation of this splitting can be performed by the Fox-Landi state classification algorithm [15]. It finds a representation $\varphi$ of $S$ (see (2.1)) such that $P$ can be written as

$$
P=\left(\begin{array}{cccccc}
P_{1} & 0 & 0 & \ldots & 0 & 0  \tag{2.5}\\
0 & P_{2} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & 0 \\
0 & 0 & 0 & \ldots & P_{k} & 0 \\
\widetilde{P}_{1} & \widetilde{P}_{2} & \widetilde{P}_{3} & \ldots & \widetilde{P}_{k} & \widetilde{P}_{k+1}
\end{array}\right)
$$

where $P_{i} \in \mathbb{R}^{r_{i} \times r_{i}}, \widetilde{P}_{i} \in \mathbb{R}^{t \times r_{i}}, \widetilde{P}_{k+1} \in \mathbb{R}^{t \times t}$ with $r_{i}:=\left|S_{i}^{r}\right|$ for $i=1, \ldots, k$ and $t:=\left|S^{t}\right|$. The matrix $P_{i}$ represents the transition probabilities within the $i$-th recurrent class $S_{i}^{r}$ and $\widetilde{P}_{i}$ the transition probabilities from transient states $S^{t}$ into $S_{i}^{r}$ if $i=1, \ldots, k$, respectively transitions within $S^{t}$ for $i=k+1$. Every closed recurrent class $S_{i}^{r}$ can be seen as a DTMC $\mathcal{M}^{i}=\left(S_{i}^{r}, P_{i}\right)$ by omitting incoming transitions from transient states. It holds that $\mathcal{M}^{i}$ is irreducible and thus has a unique stationary distribution $\rho_{i} \in \mathcal{D}\left(S^{r_{i}}\right)$ with $\rho_{i}(s)>0$ for all $s \in S^{r_{i}}$. This distribution $\rho_{i}$ can be extended to a distribution $\rho_{i} \in \mathcal{D}(S)$ on $S$ by setting $\rho_{i}(s):=0$ for all $s \in S \backslash S_{i}^{r}$. Note that $\rho_{i}$ is also stationary on $\mathcal{M}$. Since transient states $S^{t}$ of $\mathcal{M}$ are left forever with probability 1 (into the recurrent classes), every stationary distribution $\rho \in \mathcal{D}(S)$ fulfills that $\rho(s)=0$ for all $s \in S^{t}$. Thus, an arbitrary stationary distribution $\rho \in \mathcal{D}(S)$ is a convex combination of all the $\rho_{i}$, i.e. $\rho(s)=\sum_{i=1}^{k} a_{i} \rho_{i}(s)$ with $a_{i} \geq 0$ and $\sum_{i=1}^{k} a_{i}=1$. (This forms the $k$-dimensional simplex with vertices $\rho_{i}$ as mentioned above.)

### 2.1.3 Reward Measure

We now consider a DTMRM $\mathcal{M}=(S, P, R)$ and want to describe in the following sections several ways to accumulate the rewards $R\left(s, s^{\prime}\right)$ along paths $\omega=\left(s_{0}, s_{1}, \ldots\right) \in \Omega$. As an example, for a fixed $N \in \mathbb{N} \cup\{\infty\}$ (also called the
horizon length) we can accumulate the rewards for the first $N$ transitions by simple summation: the reward gained for the $i$-th transition is $R\left(s_{i-1}, s_{i}\right)$ and is summed up to $\sum_{i=1}^{N} R\left(s_{i-1}, s_{i}\right)$, which is regarded as the value of the path $\omega$ for the first $N$ transitions. The following definition introduces the notion of a value for state-based models, with which we will be concerned in this tutorial.

Definition 2.4. Consider a state-based model $\mathcal{M}$ with state space $S$ and a real vector space $\mathcal{V}$. A reward measure $\mathcal{R}$ is an evaluation of the model $\mathcal{M}$ that maps $\mathcal{M}$ with an optional set of parameters to the value $V \in \mathcal{V}$ of the model. If $\mathcal{V}$ is a vector space of functions over $S$, i.e. $\mathcal{V}=\mathbb{R}^{S}=\{V: S \rightarrow \mathbb{R}\}$, then a value $V \in \mathcal{V}$ is also called a value function of the model.

Note that we consider in this definition an arbitrary state-based model, which can have discrete time (e.g. DTMRM or MDP, cf. Sect. 3) or continuous time (CTMRM or CTMDP, cf. Sects. 4 and 5). We will mainly consider vector spaces $\mathcal{V}$ which consist of real-valued functions. Beside value functions $V \in \mathbb{R}^{S}$ which map every state $s \in S$ to a real value $V(s) \in \mathbb{R}$, we will also consider value functions that are time-dependent. For example, if $T$ denotes a set of time values then $\mathcal{V}=\mathbb{R}^{S \times T}$ consists of value functions $V: S \times T \rightarrow \mathbb{R}$ such that $V(s, t) \in \mathbb{R}$ is the real value of state $s \in S$ at the point in time $t \in T$. In typical applications $T$ is a discrete set for discrete-time models (e.g. $T=\mathbb{N}$ or $T=\{0,1, \ldots, N\}$ ), or $T$ is an interval for continuous-time models (e.g. $T=[0, \infty)$ or $T=\left[0, T_{\max }\right]$ ). The difference between the notion of a reward measure $\mathcal{R}$ and its value function $V$ is that a reward measure can be seen as a measure type which needs additional parameters in order to be able to formally define its value function $V$. Examples for such parameters are the horizon length $N$, a discount factor $\gamma$ (in Sect. 2.3) or a discount rate $\alpha$ (in Sect. 4.5). If clear from the context, we use the notions reward measure and value (function) interchangeably.

### 2.2 Total Reward Measure

We now define the finite-horizon and infinite-horizon total reward measures which formalize the accumulation procedure along paths by summation as mentioned in the motivation of Definition 2.4. The finite-horizon reward measure is used as a basis upon which all the following reward measures will be defined.
Definition 2.5. Let $\mathcal{M}$ be a DTMRM with state process $\left(X_{n}\right)_{n \in \mathbb{N}}$ and $N<\infty a$ fixed finite horizon length. We define the finite-horizon total value function $V_{N}: S \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
V_{N}(s):=\mathbb{E}_{s}\left[\sum_{i=1}^{N} R\left(X_{i-1}, X_{i}\right)\right] \tag{2.6}
\end{equation*}
$$

If for all states s the sequence $\mathbb{E}_{s}\left[\sum_{i=1}^{N}\left|R\left(X_{i-1}, X_{i}\right)\right|\right]$ converges with $N \rightarrow \infty$, we define the (infinite-horizon) total value function as

$$
V_{\infty}(s):=\lim _{N \rightarrow \infty} V_{N}(s)
$$

In general $V_{N}(s)$ does not need to converge as $N \rightarrow \infty$. For example, if all rewards for every recurrent state are strictly positive, then accumulation of positive values diverges to $\infty$. Even worse, if the rewards have different signs then their accumulation can also oscillate. In order not to be concerned with such oscillations, we impose as a stronger condition the absolute convergence for the infinite-horizon case as in the definition.

As next we want to provide a method which helps to evaluate the total reward measure for the finite and infinite horizon cases. The proof of the following theorem can be found in the Appendix (page 234).

## Theorem 2.1 (Evaluation of the Total Reward Measure).

(i) The finite-horizon total value $V_{N}(s)$ can be computed iteratively through

$$
V_{N}(s)=R(s)+\sum_{s^{\prime} \in S} P\left(s, s^{\prime}\right) V_{N-1}\left(s^{\prime}\right)
$$

where $V_{0}(s):=0$ for all $s \in S$.
(ii) If the infinite-horizon total value $V_{\infty}(s)$ exists, then it solves the system of linear equations

$$
\begin{equation*}
V_{\infty}(s)=R(s)+\sum_{s^{\prime} \in S} P\left(s, s^{\prime}\right) V_{\infty}\left(s^{\prime}\right) \tag{2.7}
\end{equation*}
$$

We formulate the evaluation of the total value function in vector notation:

$$
\begin{equation*}
V_{N}=R+P V_{N-1}=\sum_{i=1}^{N} P^{i-1} R \tag{2.8}
\end{equation*}
$$

For the infinite-horizon total value function it holds

$$
\begin{equation*}
V_{\infty}=R+P V_{\infty} \quad \text { respectively } \quad(I-P) V_{\infty}=R \tag{2.9}
\end{equation*}
$$

Note that Theorem 2.1 states that if $V_{\infty}$ exists, then it solves (2.9). On the other hand the system of equations $(I-P) X=R$ with the variable $X$ may have several solutions, since $P$ is stochastic and thus the rank of $I-P$ is not full. The next proposition shows a necessary and sufficient condition for the existence of $V_{\infty}$ in terms of the reward function $R$. Furthermore, it follows that if $V_{\infty}$ exists then $V_{\infty}(s)=0$ on all recurrent states $s$ and $V_{\infty}$ is also the unique solution to $(I-P) X=R$ with the property that $X(s)=0$ for all recurrent states $s$. A proof (for aperiodic Markov chains) can be found in the Appendix on page 235.
Proposition 2.1. For a $D T M R M(S, P, R)$ let $S=\bigcup_{i=1}^{k} S_{i}^{r} \cup S^{t}$ be the partitioning of $S$ into $k$ closed recurrent classes $S_{i}^{r}$ and transient states $S^{t}$. The infinite-horizon total value function $V_{\infty}$ exists if and only if for all $i=1, \ldots, k$ and for all $s, s^{\prime} \in S_{i}^{r}$ it holds that

$$
R\left(s, s^{\prime}\right)=0
$$

Example 2.2. Let us go back to the queueing model introduced in Example 2.1 The finite-horizon total value function for the first 30 transitions and reward function $R:=R_{\text {total }}$ is shown in Fig. 2.2 for the initial state $s_{\text {init }}=(0,0$, idle $)$.


Fig. 2.2. Finite-horizon total value function with horizon length $N=30$ for the queueing model in Example 2.1 and initial state $s_{\text {init }}=(0,0$, idle $)$

As one can see, at the beginning the jobs need some time to fill the system (i.e. both the queue and the server) and thus the expected accumulated reward increases. But after some time steps the high penalty of $C_{\text {loss }}=-\$ 1000$ for discarding a job outweighs the accumulation of the relatively small reward $R_{\text {acc }}=$ $\$ 100$ for accomplishing a job and the total value decreases. The infinite-horizon total value does not exist in this model, since $V_{N}\left(s_{\text {init }}\right)$ diverges to $-\infty$. However, in case the total reward up to the first loss of a job is of interest, one can introduce an auxiliary absorbing state loss with reward 0 , which represents that an incoming job has been discarded (Fig. 2.3).


Fig. 2.3. Queueing model enhanced with an auxiliary absorbing state 'loss' representing the loss of an incoming job due to a full queue

Since the single recurrent state loss in this DTMRM has reward 0, the total value function exists and fulfills (2.7) (respectively (2.9) ) with $R(s):=R_{\text {profit }}(s)$ for
$s \neq \operatorname{loss}($ see (2.2) $)$ and $R$ (loss) $:=0$. Note that $I-P$ has rank 5 since $P$ defines an absorbing state. From $R($ loss $)=0$ it follows that the total value function $V_{\infty}$ is the unique solution for (2.7) with the constraint $V_{\infty}(\operatorname{loss})=0$ and is given by

$$
V_{\infty} \approx(1221.95,980.892,1221.95,659.481,950.514,0)^{T}
$$

### 2.3 Horizon-Expected and Discounted Reward Measure

In order to be able to evaluate and compare the performance of systems in which the total value does not exist, we need other appropriate reward measures. In this and the following subsection, we will present two other typically used reward measures: the discounted and the average reward measure. Roughly speaking, the average reward measures the derivation of the total value with respect to the horizon length $N$, i.e. its average growth. The discounted measure can be used if the horizon length for the system is finite but a priori unknown and can be assumed as being random (and memoryless). In order to define the discounted reward measure, we first introduce the more general horizon-expected reward measure.

Definition 2.6. Let $\mathcal{M}=(S, P, R)$ be a DTMRM and consider a random horizon length $N$ for $\mathcal{M}$, i.e. $N$ is a random variable over $\mathbb{N}$ that is independent of the state process $X_{n}$ of $\mathcal{M}$. Let $V_{(N)}$ denote the random finite-horizon total value function that takes values in $\left\{V_{n} \in \mathbb{R}^{S} \mid n \in \mathbb{N}\right\}$. Define the horizon-expected value function by

$$
V(s):=\mathbb{E}\left[V_{(N)}(s)\right]
$$

if the expectation exists for all $s \in S$, i.e. $\left|V_{(N)}(s)\right|$ has finite expectation.
In order to be formally correct, the random variable $V_{(N)}(s)$ is the conditional expectation $V_{(N)}(s)=\mathbb{E}_{s}\left[\sum_{i=1}^{N} R\left(X_{i-1}, X_{i}\right) \mid N\right]$ and thus if $N=n$ then $V_{(N)}(s)$ takes the value $\mathbb{E}_{s}\left[\sum_{i=1}^{N} R\left(X_{i-1}, X_{i}\right) \mid N=n\right]=\mathbb{E}_{s}\left[\sum_{i=1}^{n} R\left(X_{i-1}, X_{i}\right)\right]=V_{n}(s)$. By the law of total expectation it follows that

$$
V(s)=\mathbb{E}\left[\mathbb{E}_{s}\left[\sum_{i=1}^{N} R\left(X_{i-1}, X_{i}\right) \mid N\right]\right]=\mathbb{E}_{s}\left[\sum_{i=1}^{N} R\left(X_{i-1}, X_{i}\right)\right]
$$

i.e. $V(s)$ is a joint expectation with respect to the product of the probability measures of $N$ and all the $X_{i}$.

The following lemma presents a natural sufficient condition that ensures the existence of the horizon-expected value function.

Lemma 2.1. If the random horizon length $N$ has finite expectation $\mathbb{E}[N]<\infty$ then $V(s)$ exists.

Proof. Since the state space is finite there exists $C \in \mathbb{R}$ such that $\left|R\left(s, s^{\prime}\right)\right| \leq C$ $\forall s, s^{\prime} \in S$. Therefore

$$
\left|V_{n}(s)\right| \leq \mathbb{E}_{s}\left[\sum_{i=1}^{n}\left|R\left(X_{i-1}, X_{i}\right)\right|\right] \leq n \cdot C
$$

and thus

$$
\mathbb{E}\left[\left|V_{(N)}(s)\right|\right]=\sum_{n=0}^{\infty}\left|V_{n}(s)\right| \cdot P(N=n) \leq C \cdot \mathbb{E}[N]<\infty
$$

In many applications the horizon length is considered to be memoryless, i.e. $P(N>n+m \mid N>m)=P(N>n)$ and is therefore geometrically distributed. This fact motivates the following definition.
Definition 2.7. For $\gamma \in(0,1)$ let $N$ be geometrically distributed with parameter $1-\gamma$, i.e. $P(N=n)=\gamma^{n-1}(1-\gamma)$ for $n=1,2, \ldots$. In this case the horizonexpected value function is called discounted value function with discount factor $\gamma$ (or just $\gamma$-discounted value function) and is denoted by $V^{\gamma}$.
As for the total value function in Sect. 2.2 we can explicitly compute the discounted value function:
Theorem 2.2 (Evaluation of the Discounted Reward Measure). For $a$ discount factor $\gamma \in(0,1)$ it holds that

$$
\begin{equation*}
V^{\gamma}(s)=\lim _{n \rightarrow \infty} \mathbb{E}_{s}\left[\sum_{i=1}^{n} \gamma^{i-1} R\left(X_{i-1}, X_{i}\right)\right] \tag{2.10}
\end{equation*}
$$

Furthermore, $V^{\gamma}$ is the unique solution to the system of linear equations

$$
\begin{equation*}
V^{\gamma}(s)=R(s)+\gamma \sum_{s^{\prime} \in S} P\left(s, s^{\prime}\right) V^{\gamma}\left(s^{\prime}\right) \tag{2.11}
\end{equation*}
$$

which is written in vector notation as

$$
(I-\gamma P) V^{\gamma}=R
$$

Proof. Let $N$ be geometrically distributed with parameter $\gamma$. By conditional expectation we get

$$
\begin{aligned}
V^{\gamma}(s) & =\mathbb{E}\left[\mathbb{E}_{s}\left[\sum_{i=1}^{N} R\left(X_{i-1}, X_{i}\right) \mid N\right]\right]=\sum_{n=1}^{\infty} \mathbb{E}_{s}\left[\sum_{i=1}^{n} R\left(X_{i-1}, X_{i}\right)\right] P(N=n) \\
& =(1-\gamma) \sum_{i=1}^{\infty} \mathbb{E}_{s}\left[R\left(X_{i-1}, X_{i}\right)\right] \sum_{n=i}^{\infty} \gamma^{n-1}=\sum_{i=1}^{\infty} \mathbb{E}_{s}\left[R\left(X_{i-1}, X_{i}\right)\right] \gamma^{i-1}
\end{aligned}
$$

which gives (2.10). The derivation of the linear equations (2.11) is completely analogous to the total case by comparing (2.10) to (2.6) (see proof of Theorem 2.1). Since $I-\gamma P$ has full rank for $\gamma \in(0,1)$ the solution is unique.

Equation (2.10) yields also another characterization of the discounted reward measure. Along a path $\omega=\left(s_{0}, s_{1}, s_{2}, \ldots\right)$ the accumulated discounted reward is $R\left(s_{0}, s_{1}\right)+\gamma R\left(s_{1}, s_{2}\right)+\gamma^{2} R\left(s_{2}, s_{3}\right)+\ldots$. The future rewards $R\left(s_{i}, s_{i+1}\right)$ are reduced by the factor $\gamma^{i}<1$ in order to express some kind of uncertainty about the future reward value (e.g. induced by inflation). In many applications, the discounted reward measure is used with a high discount factor close to 1 which still avoids possible divergence of the infinite-horizon total value. Qualitatively speaking, for high $\gamma<1$ the sequence $\gamma^{i}$ decreases for the first few points in time $i$ slowly, but exponentially to 0 . If we assume that the rewards $R(s)$ are close to each other for each state $s$, then the rewards accumulated within the first few time steps approximately give the discounted value.
Remark 2.1. Note that the discounted value function can be equivalently characterized as an infinite-horizon total value function by adding an absorbing and reward-free final state $a b s$ to the state space $S$ such that $a b s$ is reachable from any other state with probability $1-\gamma$ and any other transition probability is multiplied with $\gamma$ (see Fig. 2.4). Since $a b s$ is eventually reached on every path within a finite number of transitions with probability 1 and has reward 0 , it characterizes the end of the accumulation procedure. The extended transition probability matrix $P^{\prime} \in \mathbb{R}^{(|S|+1) \times(|S|+1)}$ and the reward vector $R^{\prime} \in \mathbb{R}^{|S|+1}$ are given by

$$
P^{\prime}=\left(\begin{array}{cc}
\gamma P(1-\gamma) \mathbf{1} \\
0 & 1
\end{array}\right) \quad \text { and } \quad R^{\prime}=\binom{R}{0}
$$

where $\mathbf{1}=(1, \ldots, 1)^{T}$. Since $a b s$ is the single recurrent state and $R(a b s)=0$ it follows by Proposition 2.1 that $V_{\infty}$ exists. Furthermore, it satisfies $\left(I-P^{\prime}\right) V_{\infty}=$ $R^{\prime}$ and because $V_{\infty}(a b s)=0$ it is also the unique solution with this property. On the other hand $\left(V^{\gamma}, 0\right)^{T}$ is also a solution and thus $V_{\infty}=\left(V^{\gamma}, 0\right)^{T}$.


Fig. 2.4. Equivalent characterization of the $\gamma$-discounted reward measure as a total reward measure by extending the state space with an absorbing reward-free state

Example 2.3. As an example we analyze the queueing model from Example 2.1 with respect to the discounted reward measure. Figure 2.5 shows $V^{\gamma}(s)$ for the inital state $s_{\text {init }}=(0,0$, idle) as a function of $\gamma$. As we see, for small values of $\gamma$ the discounted values are positive, since the expected horizon length $\frac{1}{1-\gamma}$ is also small and thus incoming jobs have a chance to be processed and not discarded within that time. However for $\gamma$ approaching 1, the expected horizon length gets larger and the accumulation of the negative reward $C_{\text {loss }}=-\$ 1000$ for discarding jobs in a full queue prevails.


Fig. 2.5. Discounted reward $V^{\gamma}\left(s_{\mathrm{init}}\right)$ as a function of $\gamma$ for the queueing model in Example 2.1 and initial state $s_{\text {init }}=(0,0$, idle $)$

### 2.4 Average Reward Measure

We now provide another important reward measure for the case that the horizon length is infinite (and not random as assumed in Sect. (2.3). We assume for this section that the reader is familiar with the concept of periodicity as presented in Sect. 2.1.2. If for a DTMRM $\mathcal{M}=(S, P, R)$ the infinite-horizon total value function $V_{\infty}$ does not exist, then either $V_{N}(s)$ diverges to $\pm \infty$ for some state $s$ or $V_{N}(s)$ is oscillating over time. The problem with this measure is that $V_{\infty}$ infinitely often collects the rewards and sums them all up. Instead of building such a total accumulation, one can also measure the system by considering the gained rewards only per time step. As an example, consider an ergodic model $\mathcal{M}$ in the long run with limiting distribution $\rho:=\rho_{s}$ given by $\rho_{s}\left(s^{\prime}\right):=\lim _{n \rightarrow \infty} P^{n}\left(s, s^{\prime}\right)$ for an arbitrary intial state $s$. Then in steady-state the system is rewarded at each time step with $\rho R=\sum_{s} \rho(s) R(s) \in \mathbb{R}$, i.e. an average of all the rewards $R(s)$ weighted by the probability $\rho(s)$ that the system occupies state $s$ in steadystate. But averaging the rewards $R(s)$ shall not be restricted to only those models $\mathcal{M}$ for which a limiting distribution exists. First of all, the limiting distribution $\rho_{s}$ can depend on the initial state $s$, if $\mathcal{M}$ has several closed recurrent classes. More important, the limiting distribution might even not exist, as one can see for the periodic model with

$$
P=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad \text { and } \quad R=\binom{2}{4} .
$$

However, in this case one would also expect an average reward of 3 for each time step and for every state, since $P$ is irreducible and has the unique stationary distribution $\rho=(0.5,0.5)$. This means that the average reward measure shall also be applicable to models for which the limiting distribution does not exist. Instead of computing an average per time step in steady-state, one can also think of calculating an average in the long-run by accumulating for each horizon length $N$ the total value $V_{N}$ and dividing it by the time $N$. The limit of the
sequence of these finite horizon averages establishes the desired long-run average. As we will see in Proposition 2.2, this long-run average always converges, independent of the structure of the underyling DTMRM. Furthermore, in case the limiting distribution exists then the steady-state average and the long-run average coincide and thus the long-run average fulfills the desired requirements from the motivation.

Definition 2.8. The average reward measure (or gain) of a DTMRM with value function $g(s)$ is defined by

$$
g(s):=\lim _{N \rightarrow \infty} \frac{1}{N} V_{N}(s)
$$

if the limit exists.
In the following, we summarize well-known results from linear algebra which first of all directly imply that the average reward exists (at least for finite state spaces) and furthermore also allow us to provide methods for its evaluation.
Definition 2.9. For a stochastic matrix $P$ define the limiting matrices $P^{\infty}$ and $P^{*}$ as:

$$
P^{\infty}:=\lim _{N \rightarrow \infty} P^{N} \quad \text { and } \quad P^{*}:=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} P^{i-1}
$$

if the limits exist. ( $P^{*}$ is the Cesàro limit of the sequence $P^{i}$.)
Suppose that $P^{*}$ exists. Then the average reward can be computed by

$$
\begin{equation*}
g=P^{*} R, \tag{2.12}
\end{equation*}
$$

since by (2.8) it holds that

$$
g(s)=\lim _{N \rightarrow \infty} \frac{1}{N} V_{N}(s)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N}\left(P^{i-1} R\right)(s)=\left(P^{*} R\right)(s)
$$

Note also that if $P^{\infty}$ exists, then the $i$-th row in $P^{\infty}$ (with $i=\varphi(s)$, see (2.1)) represents the limiting distribution $\rho_{i}$ of the model, given that the initial state of the system is $s$. By the motivation from above it should also hold that $g(s)=\rho_{i} R$. The following proposition relates these two quantities to each other. We refer for proof to [33].
Proposition 2.2. Consider a $D T M C \mathcal{M}=(S, P)$ with finite state space.
(i) The limiting matrix $P^{*}$ exists.
(ii) If $P^{\infty}$ exists, then $P^{*}=P^{\infty}$.
(iii) If $P$ is aperiodic then $P^{\infty}$ exists and if in addition $P$ is unichain (or ergodic) with limiting distribution $\rho$ then $\rho P=\rho$ and $P^{\infty}$ has identical rows $\rho$, i.e.

$$
P^{*}=P^{\infty}=\mathbf{1} \rho,
$$

where $\mathbf{1}=(1, \ldots, 1)^{T}$ is the column vector consisting of all ones.

From Proposition 2.2(ii) it follows that the definition of the average reward corresponds to its motivation from above in the case that the limiting distribution $\rho_{i}$ exists for all $i$. However, in the case of periodic DTMRMs (when the limiting distribution is not available), Proposition [2.2(i) ensures that at least $P^{*}$ exists and due to (2.12) this is sufficient for the computation of the average reward.
Remark 2.2. The limiting matrix $P^{*}$ satisfies the equalities

$$
\begin{equation*}
P P^{*}=P^{*} P=P^{*} P^{*}=P^{*} \tag{2.13}
\end{equation*}
$$

$P^{*}$ can be computed by partitioning the state space $S=\cup_{i=1}^{k} S_{i}^{r} \cup S^{t}$ into closed recurrent classes $S_{i}^{r}$ and transient states $S^{t}$ which results in a representation of $P$ as in (2.5). Let the row vector $\rho_{i} \in \mathbb{R}^{r_{i}}$ denote the unique stationary distribution of $P_{i}$, i.e. $\rho_{i} P_{i}=\rho_{i}$. Then

$$
P^{*}=\left(\begin{array}{cccccc}
P_{1}^{*} & 0 & 0 & \ldots & 0 & 0  \tag{2.14}\\
0 & P_{2}^{*} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & 0 \\
0 & 0 & 0 & \ldots & P_{k}^{*} & 0 \\
\widetilde{P}_{1}^{*} & \widetilde{P}_{2}^{*} & \widetilde{P}_{3}^{*} & \ldots & \widetilde{P}_{k}^{*} & 0
\end{array}\right)
$$

where $P_{i}^{*}=\mathbf{1} \rho_{i}$ has identical rows $\rho_{i} \in \mathbb{R}^{r_{i}}$ and $\widetilde{P}_{i}^{*}=\left(I-\widetilde{P}_{k+1}\right)^{-1} \widetilde{P}_{i} P_{i}^{*}$ consists of trapping probabilities from transient states into the $i$-th recurrent class. It follows that the average reward $g$ is constant on each recurrent class, i.e. $g(s)=g_{i}:=\rho_{i} R_{i}$ for all $s \in S_{i}^{r}$ where $R_{i} \in \mathbb{R}^{r_{i}}$ is the vector of rewards on $S_{i}^{r}$. On transient states the average reward $g$ is a weighted sum of all the $g_{i}$ with weights given by the trapping probabilities.

We want to provide another method to evaluate the average reward measure, because it will be useful for the section on MDPs. This method relies on the key aspect of a Laurent series decomposition which also links together the three proposed measures total reward, discounted reward and average reward. Consider the discounted value $V^{\gamma}=(I-\gamma P)^{-1} R$ as a function of $\gamma$ (cf. Theorem 2.2). If the total value function $V_{\infty}=(I-P)^{-1} R$ exists then $V^{\gamma}$ converges to $V_{\infty}$ as $\gamma \nearrow 1$. But what happens if $V_{\infty}$ diverges to $\infty$ or $-\infty$ ? In this case $V^{\gamma}$ has a pole singularity at $\gamma=1$ and can be expanded into a Laurent series. Roughly speaking, a Laurent series generalizes the concept of a power series for (differentiable) functions $f$ with poles, i.e. points $c$ at the boundary of the domain of $f$ with $\lim _{x \rightarrow c} f(x)= \pm \infty$. In such a case, $f$ can be expanded in some neighborhood of $c$ into a function of the form $\sum_{n=-N}^{\infty} a_{n}(x-c)^{n}$ for some $N \in \mathbb{N}$ and $a_{n} \in \mathbb{R}$, which is a sum of a rational function and a power series. In our case, since $\gamma \mapsto V^{\gamma}$ might have a pole at $\gamma=1$, the Laurent series is of the form $V^{\gamma}=\sum_{n=-N}^{\infty} a_{n}(\gamma-1)^{n}$ for $\gamma$ close to 1 . The coefficients $a_{n}$ in this expansion are given in Theorem 2.3 in the sequel which can be deduced from the following Lemma. A proof for the lemma can be found in [33].
Lemma 2.2 (Laurent Series Expansion). For a stochastic matrix $P$ the matrix $\left(I-P+P^{*}\right)$ is invertible. Let

$$
H:=\left(I-P+P^{*}\right)^{-1}-P^{*}
$$

There exists $\delta>0$ such that for all $0<\rho<\delta$ the Laurent series of the matrixvalued function $\rho \mapsto(\rho I+(I-P))^{-1}$ is given by

$$
(\rho I+(I-P))^{-1}=\rho^{-1} P^{*}+\sum_{n=0}^{\infty}(-\rho)^{n} H^{n+1}
$$

Theorem 2.3 (Laurent Series of the Discounted Value Function). Let $\mathcal{M}=(S, P, R)$ be a DTMRM. For a discount factor $\gamma<1$ close to 1 write $\gamma(\rho):=\frac{1}{1+\rho}$ where $\rho=\frac{1-\gamma}{\gamma}>0$ and consider the discounted value $V^{\gamma(\rho)}$ as a function of $\rho$.
(i) The Laurent series of $\rho \mapsto V^{\gamma(\rho)}$ at 0 is given (for small $\rho>0$ ) by

$$
\begin{equation*}
V^{\gamma(\rho)}=(1+\rho)\left(\rho^{-1} g+\sum_{n=0}^{\infty}(-\rho)^{n} H^{n+1} R\right) \tag{2.15}
\end{equation*}
$$

where $g$ is the average reward.
(ii) It holds that

$$
\begin{equation*}
V^{\gamma}=\frac{1}{1-\gamma} g+h+f(\gamma) \tag{2.16}
\end{equation*}
$$

where $h:=H R$ and $f$ is some function with $\lim _{\gamma \backslash 1} f(\gamma)=0$. Furthermore,

$$
g=\lim _{\gamma \nearrow 1}(1-\gamma) V^{\gamma}
$$

Proof. (i) We apply the Laurent series from Lemma 2.2 as follows:

$$
\begin{aligned}
V^{\gamma} & =(I-\gamma P)^{-1} R=(1+\rho)(\rho I+(I-P))^{-1} R \\
& =(1+\rho)\left(\rho^{-1} P^{*} R+\sum_{n=0}^{\infty}(-\rho)^{n} H^{n+1} R\right)
\end{aligned}
$$

and the claim follows from (2.12). Furthermore, by substituting $\gamma=(1+\rho)^{-1}$

$$
V^{\gamma}=\frac{1}{\gamma}\left(\frac{\gamma}{1-\gamma} g+h+\sum_{n=1}^{\infty}\left(\frac{\gamma-1}{\gamma}\right)^{n} H^{n+1} R\right)=\frac{1}{1-\gamma} g+h+f(\gamma)
$$

where $f(\gamma):=\frac{1-\gamma}{\gamma} h+\sum_{n=1}^{\infty}\left(\frac{\gamma-1}{\gamma}\right)^{n} H^{n+1} R$ and $f(\gamma) \rightarrow 0$ when $\gamma \nearrow 1$ such that (ii) follows.

The vector $h$ in (2.16) is called the bias for the DTMRM. We provide an equivalent characterization for $h$ that allows a simpler interpretation of the term "bias" as some sort of deviation. If the reward function $R$ is replaced by the average reward $g$, such that in every state $s$ the average reward $g(s)$ is gained instead of $R(s)$, then the finite horizon total reward is given by $G_{N}(s):=\mathbb{E}_{s}\left[\sum_{i=1}^{N} g\left(X_{i}\right)\right]$,
where $X_{i}$ is the state process. In this case $\Delta_{N}:=V_{N}-G_{N}$ describes the deviation in accumulation between the specified reward $R$ and its corresponding average reward $g=P^{*} R$ within $N$ steps. By (2.8) it holds that

$$
\Delta_{N}=\sum_{n=0}^{N-1} P^{n}(R-g)=\sum_{n=0}^{N-1}\left(P^{n}-P^{*}\right) R
$$

Note that $P^{n}-P^{*}=\left(P-P^{*}\right)^{n}$ for all $n \geq 1$ which follows from (2.13) and $\sum_{k=0}^{n}(-1)^{k}\binom{n}{k}=0$ applied on $\left(P-P^{*}\right)^{n}=\sum_{k=0}^{n}\binom{n}{k} P^{n-k}\left(-P^{*}\right)^{k}$. If we assume that $\Delta_{N}$ converges for any reward function $R$ then $\sum_{n=0}^{\infty}\left(P-P^{*}\right)^{n}$ converges and it holds that $\sum_{n=0}^{\infty}\left(P-P^{*}\right)^{n}=\left(I-\left(P-P^{*}\right)\right)^{-1}$. It follows

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \Delta_{N} & =\sum_{n=0}^{\infty}\left(P^{n}-P^{*}\right) R=\left(\left(I-P^{*}\right)+\sum_{n=1}^{\infty}\left(P-P^{*}\right)^{n}\right) R= \\
& \left(\sum_{n=0}^{\infty}\left(P-P^{*}\right)^{n}-P^{*}\right) R=\left(\left(I-\left(P-P^{*}\right)\right)^{-1}-P^{*}\right) R=H R=h
\end{aligned}
$$

Therefore, the bias $h(s)$ is exactly the long-term deviation between $V_{N}(s)$ and $G_{N}(s)$ as $N \rightarrow \infty$. This means that the value $h(s)$ is the excess in the accumulation of rewards beginning in state $s$ until the system reaches its steady-state. Remember that $g$ is constant on recurrent classes. Thus, for a recurrent state $s$ it holds that $G_{N}(s)=\mathbb{E}_{s}\left[\sum_{i=1}^{N} g\left(X_{i}\right)\right]=g(s) N$ is linear in $N$ and $g(s) N+h(s)$ is a linear asymptote for $V_{N}(s)$ as $N \rightarrow \infty$, i.e. $V_{N}(s)-(g(s) N+h(s)) \rightarrow 0$ (see Fig. [2.6). The matrix $H$ is often called the deviation matrix for the DTMRM since it maps any reward function $R$ to the corresponding long-term deviation represented by the bias $h=H R$.


Fig. 2.6. Interpretation of the bias $h(s)$ as the limit of the deviation $V_{N}(s)-G_{N}(s)$ as $N \rightarrow \infty$. For a recurrent state $s$ it holds that $G_{N}(s)=g(s) N$.

Another characterization for the bias can be given by considering $\Delta_{N}$ as a finite-horizon total value function for the average-corrected rewards $R-g$, i.e.
$\Delta_{N}(s)=\mathbb{E}_{s}\left[\sum_{i=1}^{N}\left(R\left(X_{i}\right)-g\left(X_{i}\right)\right)\right]$. For this reason the bias $h$ is a kind of infinite-horizon total value function for the model $(S, P, R-g)$.

In the above considerations we have assumed that $\Delta_{N}$ converges (for any reward function $R$ ), which is guaranteed if the DTMRM is aperiodic 33. On the other hand, one can also construct simple periodic DTMRMs for which $\Delta_{N}$ is oscillating. For this reason, there is a similar interpretation of the bias $h$ if the periodicity of $P$ is averaged out (by the Cesàro limit). This is related to the distinction between the two limiting matrices $P^{\infty}$ and $P^{*}$ from Definition 2.9 and goes beyond the scope of this tutorial. In Sect. 4 we will introduce the average reward for continuous-time models (where periodicity is not a problem) and define the deviation matrix $H$ by a continuous-time analogon of the discrete representation $H=\sum_{n=0}^{\infty}\left(P^{n}-P^{*}\right)$.
Remark 2.3. In the Laurent series expansion of $V^{\gamma}$ respectively $V^{\gamma(\rho)}$ as in (2.15) the vector value $H^{n+1} R$ for $n \geq 0$ is often called the $n$-bias of $V^{\gamma}$ and therefore the bias $h=H R$ is also called the 0 -bias. We will see in Sect. 3.4 (and especially Remark (3.6) that these values play an important role in the optimization of MDPs with respect to the average reward and the $n$-bias measures.

We now provide some methods for computing the average reward based on the bias $h$ of a DTMRM $\mathcal{M}=(S, P, R)$. If $\mathcal{M}$ is ergodic then from Proposition[2.2] it holds that $P^{*}=\mathbf{1} \rho$ and thus the average reward $g=P^{*} R=\mathbf{1}(\rho R)$ is constantly $\rho R$ for each state. In the general case (e.g. $\mathcal{M}$ is multichain or periodic), the following theorem shows how the bias $h$ can be involved into the computation of $g$. The proof is based on the following equations that reveal some further connections between $P^{*}$ and $H$ :

$$
\begin{equation*}
P^{*}=I-(I-P) H \quad \text { and } \quad H P^{*}=P^{*} H=0 . \tag{2.17}
\end{equation*}
$$

These equations can be deduced from the defining equation for $H$ in Lemma 2.2 together with (2.13).

Theorem 2.4 (Evaluation of the Average Reward Measure). The average reward $g$ and the bias $h$ satisfy the following system of linear equations:

$$
\left(\begin{array}{cc}
I-P & 0  \tag{2.18}\\
I & I-P
\end{array}\right)\binom{g}{h}=\binom{0}{R}
$$

Furthermore, a solution $(u, v)$ to this equation implies that $u=P^{*} R=g$ is the average reward and $v$ differs from the bias $h$ up to some $w \in \operatorname{ker}(I-P)$, i.e. $v-w=h$.

[^11]Proof. We first show that $g$ and $h$ are solutions to (2.18). From $P P^{*}=P^{*}$ it follows that $P g=P P^{*} R=P^{*} R=g$ and from (2.17) we have

$$
(I-P) h=(I-P) H R=\left(I-P^{*}\right) R=R-g
$$

and thus $(g, h)$ is a solution to (2.18). Now for an arbitrary solution $(u, v)$ to (2.18) it follows that
$\left(I-P+P^{*}\right) u=(I-P) u+P^{*} u+P^{*}(I-P) v=(I-P) u+P^{*}(u+(I-P) v)=0+P^{*} R$.
Since $I-P+P^{*}$ is invertible by Lemma [2.2] we have
$u=\left(I-P+P^{*}\right)^{-1} P^{*} R=\left(\left(I-P+P^{*}\right)^{-1}-P^{*}+P^{*}\right) P^{*} R=H P^{*} R+P^{*} R$.
From (2.17) it holds that $H P^{*}=0$ and thus $u=P^{*} R=g$. Furthermore, since both $h$ and $v$ fulfill (2.18) it follows that

$$
(I-P) v=R-g=(I-P) h
$$

and thus $w:=v-h \in \operatorname{ker}(I-P)$, such that $h=v-w$.
From (2.18) it holds that $h=(R-g)+P h$, which reflects the motivation of the bias $h$ as a total value function for the average-corrected model $(S, P, R-g)$. Furthermore, the theorem shows that the equation $h=(R-u)+P h$ is only solvable for $u=g$. This means that there is only one choice for $u$ in order to balance out the rewards $R$ such that the finite-horizon total value function $\Delta_{N}$ for the model ( $S, P, R-u$ ) converges (as a Cesàro limit).
Remark 2.4. Assume that $S=\bigcup_{i=1}^{k} S_{i}^{r} \cup S^{t}$ is the splitting of the state space of $\mathcal{M}$ into closed recurrent classes $S_{i}^{r}$ and transient states $S^{t}$.
(i) As we saw from (2.12) and (2.14) one can directly compute $g$ from the splitting of $S$. Equation (2.18) shows that such a splitting is not really necessary. However, performing such a splitting (e.g. by the Fox-Landi algorithm [15]) for the computation of $g$ by $P^{*} R$ can be more efficient than simply solving (2.18) 33.
(ii) In order to compute $g$ from (2.18) it is enough to compute the bias $h$ up to $\operatorname{ker}(I-P)$. The dimension of $\operatorname{ker}(I-P)$ is exactly the number $k$ of closed recurrent classes $S_{i}^{r}$. Hence, if the splitting of $S$ is known, then $v(s)$ can be set to 0 for some arbitrary chosen state $s$ in each recurrent class $S_{i}^{r}$ (leading to a reduction in the number of equations in Theorem (2.4).
(iii) In order to determine the bias $h$, it is possible to extend (2.18) to

$$
\left(\begin{array}{ccc}
I-P & 0 & 0  \tag{2.19}\\
I & I-P & 0 \\
0 & I & I-P
\end{array}\right)\left(\begin{array}{l}
u \\
v \\
w
\end{array}\right)=\left(\begin{array}{c}
0 \\
R \\
0
\end{array}\right) .
$$

It holds that if $(u, v, w)$ is a solution to (2.19) then $u=g$ and $v=h$ 33]. In a similar manner, one can also establish a system of linear equations in order to compute the $n$-bias values (see Remark 2.3), i.e. the coefficients in the Laurent series of the discounted value function $V^{\gamma(\rho)}$.

The following corollary drastically simplifies the evaluation of the average reward for the case of unichain models $\mathcal{M}=(S, P, R)$. In this case, the state space can be split to $S=S^{r} \cup S^{t}$ and consists of only one closed recurrent class $S^{r}$.

Corollary 2.1. For a unichain model $(S, P, R)$ the average reward $g$ is constant on $S$. More precisely, $g=g_{0} \mathbf{1}$ for some $g_{0} \in \mathbb{R}$ and in order to compute $g_{0}$ one can either solve

$$
\begin{equation*}
g_{0} \mathbf{1}+(I-P) h=R \tag{2.20}
\end{equation*}
$$

or compute $g_{0}=\rho R$, where $\rho$ is the unique stationary distribution of $P$.
The proof is obvious and we leave it as an exercise to the reader.
Note that (2.20) is a reduced version of (2.18) since $(I-P) g=0$ for all constant $g$. Many models in applications are unichain or even ergodic (i.e. irreducible and aperiodic), thus the effort for the evaluation of the average reward is reduced by (2.20). If it is a priori not known if a model is unichain or multichain, then either a model classification algorithm can be applied (e.g. Fox-Landi [15]) or one can directly solve (2.18). In the context of MDPs an analogous classification into unichain and multichain MDPs is applicable. We will see in Sect. 3.4 that Theorem 3.8 describes an optimization algorithm, which builds upon (2.18). In case the MDP is unichain, this optimization algorithm can also be built upon the simpler equation (2.20), thus gaining in efficiency. However, the complexity for the necessary unichain classification is shown to be NP-hard [39. We refer for more information on classification of MDPs to [19].

Example 2.4. We want to finish this section by showing an example with multichain structure based on the queuing model from Example 2.1. Assume a queue with capacity size $k$ in which jobs are enqueued with probability $q$ and a server with the processing states "idle" and "busy" (with no vacation state). Once again, an accomplished job is rewarded $R_{\text {acc }}=\$ 100$ and a discarded job costs $C_{\text {loss }}=-\$ 1000$. Additional to the processing behavior a server can also occupy one of the following modes: "normal", "intense" or "degraded" (see Fig. 2.7).

In normal mode the server accomplishes a job with probability $p_{d, n}=0.5$. From every normal state the server degrades with probability $r_{d}=0.01$. In this degraded mode jobs are accomplished with a lower probability $p_{d, d}=0.25$. If the system is in normal mode, the queue is full and a job enters the system, then the server moves from the normal mode to the intense mode. This move can only happen, if the system does not degrade (as in state ( 1,1 , normal, busy)). In the intense mode the processing probability increases to $p_{d, i}=1.0$ but with the drawback that a job can be served not correctly with probability 0.1. A noncorrectly served job behaves as if it would be lost, i.e. the job involves a cost of $C_{\text {loss }}=-\$ 1000$. Being in intense mode or degraded mode, there is no way to change to any other mode. This means that both the intense mode and the degraded mode represent closed recurrent classes in the state space and thus the model is multichain.


Fig. 2.7. Queueing model with queue capacity $k=1$ and a service unit with processing behavior idle or busy and processing modes normal, intense or degraded. State ( 0,1 , normal, busy) represents 0 jobs in the queue, 1 job served, server is busy and in normal mode. The parameter values are $q=0.25, p_{d, n}=0.5, p_{d, i}=1.0$ and $p_{d, d}=0.25$ and $r_{d}=0.01$. Probabilities for self-loops complete all outgoing probabilities to 1.0.

By solving (2.18) with $P$ as in Fig. 2.7 and

$$
R=\left(\begin{array}{c}
0 \\
R_{\mathrm{acc}} p_{d, n} \\
R_{\mathrm{acc}} p_{d, n} \\
0 \\
\hline R_{\mathrm{acc}} p_{d, i} \cdot 0.9+C_{\mathrm{loss}} p_{d, i} \cdot 0.1 \\
\frac{R_{\mathrm{acc}} p_{d, i} \cdot 0.9+C_{\mathrm{loss}} p_{d, i} \cdot 0.1}{0} \\
R_{\mathrm{acc}} p_{d, d} \\
R_{\mathrm{acc}} p_{d, d}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
\frac{C_{\mathrm{loss}} q \overline{p_{d, n}}}{0} \\
0 \\
\frac{C_{\mathrm{loss}} q \overline{p_{d, i}}}{0} \\
0 \\
C_{\mathrm{loss}} q \overline{p_{d, d}}
\end{array}\right)=\left(\begin{array}{c}
0 \\
50 \\
-75 \\
0 \\
-10 \\
-10 \\
\hline 0 \\
25 \\
-162.5
\end{array}\right)
$$

the average reward can be computed to

$$
g \approx(-25.8,-24.8,-19.8|-2.5,-2.5,-2.5|-50,-50,-50)^{T}
$$

As we see the average reward is constant on recurrent classes, i.e. -2.5 in the intense mode and -50 in the degraded mode. For the transient states (represented by the normal mode) the average reward is a state-dependent convex combination of the average rewards for the recurrent classes, since the probability to leave the normal mode to one of the recurrent classes depends on the particular transient state. The bias $h$ can be determined from (2.19) to

$$
h \approx(1853.3,1811.3,1213.9|2.5,-7.5,-17.5| 363.6,163.6,-436.364)
$$

This means that if ( 0,0 , normal, idle) is the initial state then the reward accumulation process of the finite-horizon total value function $V_{N}$ follows the linear function $-25.8 \cdot N+1853.3$ asymptotically as $N \rightarrow \infty$ (see Fig. (2.6).

## 3 Markov Decision Processes

This section is devoted to Markov Decision Processes with discrete time. Section 3.1 provides the necessary definitions and terminology, and Sect. 3.2 introduces the discounted reward measure as the first optimization criterion. We present its most important properties and two standard methods (value iteration and policy iteration) for computing the associated optimal value function. Depending on the reader's interest, one or both of the following two subsections may be skipped: Stochastic Shortest Path Problems, the topic of Sect. 3.3, are special MDPs together with the infinite-horizon total reward measure as optimization criterion. The final subsection (Sect. (3.4) addresses the optimization of the average reward measure for MDPs, where we involve the bias into the computation of the average-optimal value function.

### 3.1 Preliminaries

We first state the formal definition of an MDP and then describe its execution semantics. Roughly speaking, an MDP extends the purely stochastic behavior of a DTMRM by introducing actions, which can be used in order to control state transitions.

Definition 3.1. A discrete-time Markov Decision Process (MDP) is a structure $\mathcal{M}=(S, A c t, e, P, R)$, where $S$ is the finite state space, Act $\neq \emptyset$ a finite set of actions, $e: S \rightarrow 2^{\text {Act }} \backslash \emptyset$ the action-enabling function, $P: S \times$ Act $\rightarrow \mathcal{D}(S)$ an action-dependent transition function and $R: S \times A c t \times S \rightarrow \mathbb{R}$ the actiondependent reward function. We denote $P\left(s, a, s^{\prime}\right):=(P(s, a))\left(s^{\prime}\right)$.
From a state $s \in S$ an enabled action $a \in e(s)$ must be chosen which induces a probability distribution $P(s, a)$ over $S$ to target states. If a transition to $s^{\prime}$ takes place then a reward $R\left(s, a, s^{\prime}\right)$ is gained and the process continues in $s^{\prime}$. In analogy to DTMRMs we denote $R(s, a):=\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) R\left(s, a, s^{\prime}\right)$ as the expected reward that is gained when action $a$ has been chosen and a transition from state $s$ is performed. The mechanism which chooses an action in every state is called a policy. In the theory of MDPs there are several possibilities to define policies. In this tutorial, we restrict to the simplest type of policy.
Definition 3.2. A policy is a function $\pi: S \rightarrow$ Act with $\pi(s) \in e(s)$ for all $s \in S$. Define $\Pi \subseteq A c t^{S}$ as the set of all policies.

A policy $\pi$ of an MDP $\mathcal{M}$ resolves the non-deterministic choice between actions and thus reduces $\mathcal{M}$ into a DTMRM $\mathcal{M}^{\pi}:=\left(S, P^{\pi}, R^{\pi}\right)$, where

$$
P^{\pi}\left(s, s^{\prime}\right):=P\left(s, \pi(s), s^{\prime}\right) \quad \text { and } \quad R^{\pi}\left(s, s^{\prime}\right):=R\left(s, \pi(s), s^{\prime}\right)
$$

Remark 3.1. In the literature one often finds more general definitions of policies in which the choice of an action $a$ in state $s$ does not only depend on the current state $s$ but also

- on the history of both the state process and the previously chosen actions and
- can be randomized, i.e. the policy prescribes for each state $s$ a probability distribution $\pi(s) \in \mathcal{D}(e(s))$ over all enabled actions and action $a$ is chosen with probability $(\pi(s))(a)$.
The policy type as in Definition 3.2 is often referred to "stationary Markovian deterministic". Here, deterministic is in contrast to randomized and means that the policy assigns a fixed action instead of some probability distribution over actions. A policy is Markovian, if the choice of the action does not depend on the complete history but only on the current state and point in time of the decision. A Markovian policy is stationary, if it takes the same action $a$ everytime it visits the same state $s$ and is thus also independent of time. For simplicity we stick to the type of stationary Markovian deterministic policies as in Definition 3.2]since this is sufficient for the MDP optimization problems we discuss in this tutorial. The more general types of policies are required if e.g. the target function to be optimized is of a finite-horizon type or if additional constraints for optimization are added to the MDP model (see also Remark 3.3).
Example 3.1 (Queueing model). We consider the queueing model introduced in Example 2.4. Assume that the server can be either idle or busy and operate in normal or intense mode. Figure 3.1 shows an MDP for queue capacity size $k=2$ and the two actions "keep" and "move", which enable swichting between the processing modes.


Fig. 3.1. An excerpt of the MDP queueing model with queue capacity $k=2$, a service unit with processing behavior idle or busy and processing modes normal or intense. In each state the "keep" action keeps the current processing mode, while the "move" action changes the mode. State ( 0,1 , normal, busy) represents 0 jobs in the queue, 1 job served, server is busy and in normal mode. The parameter values are $q=0.25$, $p_{d, n}=0.5$ and $p_{d, i}=1.0$. For better overview transitions from normal mode are bold, whereas transitions from intense mode are dashed.

A job enters the system with probability $q=0.25$. If the queue is full then the system refuses the job, which causes a cost of $C_{\text {loss }}=-\$ 1000$. A normal operating server accomplishes the job with probability $p_{d, n}=0.5$, whereas in intense
mode the server succeeds with probability $p_{d, i}=1.0$. If a job is accomplished the system is rewarded with $R_{\text {acc }}=\$ 100$. In contrast to the normal mode, in intense mode the system raises a higher operating cost of $C_{\mathrm{int}}=-\$ 10$ per time step. Furthermore a change from normal to intense mode causes additionally $C_{\text {move }}=-\$ 50$. All together the rewards can be represented by

$$
R^{\text {keep }}=\left(\begin{array}{c}
0  \tag{3.1}\\
R_{\text {acc }} p_{d, n} \\
R_{\text {acc }} p_{d, n} \\
R_{\text {acc }} p_{d, n}+C_{\text {loss }} q \overline{p_{d, n}} \\
C_{\text {int }} \\
R_{\text {acc }} p_{d, i}+C_{\text {int }} \\
R_{\text {acc }} p_{d, i}+C_{\text {int }} \\
R_{\text {acc }} p_{d, i}+C_{\text {loss }} \overline{p_{d, i}}+C_{\text {int }}
\end{array}\right), \quad R^{\text {move }}=R^{\text {keep }}+\left(\begin{array}{c}
C_{\text {move }} \\
C_{\text {move }} \\
C_{\text {move }} \\
C_{\text {move }} \\
\hline 0 \\
0 \\
0 \\
0
\end{array}\right) .
$$

### 3.1.1 Classification of MDPs

The state classification introduced in Sect. 2.1 .2 for DTMRMs also implies a classification of MDP models. An MDP $\mathcal{M}$ is called unichain, if for all policies $\pi \in \Pi$ the induced DTMRM $\mathcal{M}^{\pi}$ is unichain. Otherwise, if there is a policy $\pi$, for which $\mathcal{M}^{\pi}$ has at least two closed recurrent classes, then $\mathcal{M}$ is called multichain. As for DTMRMs, this classification will be mainly used for the analysis and optimization of the average reward in Sect. 3.4. There are also other classification criteria possible, e.g. regarding the reachability under policies 33 . However, in this tutorial, we only need the above described classification with respect to the chain structure of the MDP.

### 3.1.2 Reward Measure and Optimality

As in Sect. 2.1.3 we choose a reward measure $\mathcal{R}$ (see Definition [2.4) which will be applied to the MDP $\mathcal{M}$. For a policy $\pi \in \Pi$ let $V^{\pi} \in \mathcal{V}$ denote the value of $\mathcal{R}$ for the induced DTMRM $\mathcal{M}^{\pi}$ (if it is defined). In this section, we will only work with $\mathcal{V}=\mathbb{R}^{S}$. This allows us to define a value function $V^{*} \in \mathcal{V}$ of $\mathcal{R}$ for the complete MDP model $\mathcal{M}$.

Definition 3.3. Let $\mathcal{M}$ be an MDP with reward measure $\mathcal{R}$. Define the (optimal) value function $V^{*}$ of $\mathcal{M}$ by

$$
\begin{equation*}
V^{*}(s):=\sup _{\pi \in \Pi} V^{\pi}(s), \tag{3.2}
\end{equation*}
$$

if $V^{*}(s)$ is finite for all $s$. A policy $\pi^{*} \in \Pi$ is called optimal if $V^{\pi^{*}}$ is defined and

$$
\begin{equation*}
\forall s \in S \forall \pi \in \Pi: V^{\pi^{*}}(s) \geq V^{\pi}(s) \tag{3.3}
\end{equation*}
$$

Note that in the definition of $V^{*}$ the supremum is taken in a state-dependent way. Furthermore, since the state and action spaces are finite, the policy space
$\Pi$ is finite as well. Therefore, the supremum in the above definition is indeed a maximum. It follows that if for all $\pi \in \Pi$ the value $V^{\pi}(s)$ is defined and finite then $V^{*}(s)$ is also finite for all $s$.

In case $\mathcal{R}$ is the infinite-horizon total reward measure, we allow in contrast to Definition 2.5 the value $V^{\pi}(s)$ to converge improperly to $-\infty$. Taking the supremum in (3.2) doesn't care of this kind of convergence, if there is at least one policy providing a finite value $V^{\pi}(s)$. The same holds for (3.3) since here $V^{\pi^{*}}$ has to exist in the sense of Definition 2.5 (and thus be finite).

Note further that through the definition of an optimal policy it is not clear if an optimal policy $\pi^{*}$ exists, since $\pi^{*}$ has to fulfill the inequality in (3.3) uniformly over all states. Definition 3.3 gives rise to the following natural question: Under which conditions does an optimal policy $\pi^{*}$ exist and how is it related to the optimal value $V^{*}$ ? These questions will be answered in the following subsections.

### 3.2 Discounted Reward Measure

We first address the above mentioned questions in the case of the discounted reward measure with discount factor $\gamma \in(0,1)$, since this measure is analytically simpler to manage than the infinite-horizon or the average reward measure. For motivation, let us first provide some intuition on the optimization problem. Assume we have some value function $V: S \rightarrow \mathbb{R}$ and we want to check whether $V$ is optimal or alternatively in what way can we modify $V$ in order to approach the optimal value $V^{*}$. When in some state $s$ one has a choice between enabled actions $a \in e(s)$, then for each of these actions one can perform a look-ahead step and compute $Q(s, a):=R(s, a)+\gamma \sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V\left(s^{\prime}\right)$. The value $Q(s, a)$ combines the reward $R(s, a)$ gained for the performed action and the expectation over the values $V\left(s^{\prime}\right)$ for the transition to the target state $s^{\prime}$ induced by action $a$. If now $Q\left(s, a^{\prime}\right)>V(s)$ for some $a^{\prime} \in e(s)$ then clearly one should improve $V$ by the updated value $V(s):=Q\left(s, a^{\prime}\right)$ or even better choose the best improving action and set $V(s):=\max _{a \in e(s)} Q(s, a)$. This update procedure can be formalized by considering the Bellman operator $\mathcal{T}: \mathbb{R}^{S} \rightarrow \mathbb{R}^{S}$ which assigns to each value function $V \in \mathbb{R}^{S}$ its update $\mathcal{T} V:=\mathcal{T}(V) \in \mathbb{R}^{S}$ defined by

$$
(\mathcal{T} V)(s):=\max _{a \in e(s)}\left\{R(s, a)+\gamma \sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V\left(s^{\prime}\right)\right\}
$$

Note that $\mathcal{T}$ is a non-linear operator on the vector space $\mathbb{R}^{S}$, since it involves maximization over actions. If we proceed iteratively, a sequence of improving value functions $V$ is generated and the hope is that this sequence convergences to the optimal value function $V^{*}$. In case $V$ is already optimal, there should be no strict improvement anymore possible. This means that for every state $s$ the value $V(s)$ is maximal among all updates $Q(s, a), a \in e(s)$ on $V(s)$, i.e.

$$
\begin{equation*}
V(s)=\max _{a \in e(s)}\left\{R(s, a)+\gamma \sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V\left(s^{\prime}\right)\right\} \tag{3.4}
\end{equation*}
$$

This non-linear fixed-point equation $V=\mathcal{T} V$ is also known as the Bellman optimality equation and we have to solve it, if we want to detemine $V^{*}$. The following Theorem 3.1 establishes results on existence and uniqueness of solutions to this equation. Furthermore, it also creates a connection between the optimal value function $V^{*}$ and optimal policies $\pi^{*}$.

Theorem 3.1 (Existence Theorem). Consider an MDP (S, Act, e, $P, R$ ) and the discounted reward measure with discount factor $\gamma \in(0,1)$.
(i) There exists an optimal value $\left(V^{\gamma}\right)^{*}$ which is the unique fixed point of $\mathcal{T}$, i.e. the Bellman optimality equation holds:

$$
\begin{equation*}
\left(V^{\gamma}\right)^{*}=\mathcal{T}\left(V^{\gamma}\right)^{*} \tag{3.5}
\end{equation*}
$$

(ii) There exists an optimal policy $\pi^{*}$ and it holds that $\left(V^{\gamma}\right)^{\pi^{*}}=\left(V^{\gamma}\right)^{*}$.
(iii) Every optimal policy $\pi^{*}$ can be derived from the optimal value $\left(V^{\gamma}\right)^{*}$ by

$$
\pi^{*}(s) \in \underset{a \in e(s)}{\operatorname{argmax}}\left\{R(s, a)+\gamma \sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right)\left(V^{\gamma}\right)^{*}\left(s^{\prime}\right)\right\}
$$

The complete proof can be found in [33]. The key ingredient for this proof relies on the following lemma, which provides an insight into the analytical properties of the Bellman operator $\mathcal{T}$.

Lemma 3.1. (i) $\mathcal{T}$ is monotonic, i.e. if $U(s) \leq V(s)$ for all $s \in S$ then $(\mathcal{T} U)(s) \leq(\mathcal{T} V)(s)$ for all $s$.
(ii) $\mathcal{T}$ is a contraction with respect to the maximum norm $\|V\|:=\max _{s \in S}|V(s)|$, i.e. there exists $q \in \mathbb{R}$ with $0 \leq q<1$ such that

$$
\|\mathcal{T} U-\mathcal{T} V\| \leq q\|U-V\|
$$

The constant $q$ is called Lipschitz constant and one can choose $q:=\gamma$.
Remark 3.2. Lemma 3.1(ii) allows to apply the Banach fixed point theorem on the contraction $\mathcal{T}$ which ensures existence and uniqueness of a fixed point $V_{\text {fix }}$. Furthermore the sequence

$$
\begin{equation*}
V_{n+1}:=\mathcal{T} V_{n} \tag{3.6}
\end{equation*}
$$

converges to $V_{\text {fix }}$ for an arbitrary initial value function $V_{0} \in \mathbb{R}^{S}$. From the monotonicity property of $\mathcal{T}$ it can be shown that the sequence in (3.6) also converges to the optimal value $\left(V^{\gamma}\right)^{*}$ and thus $V_{\mathrm{fix}}=\left(V^{\gamma}\right)^{*}$.

Writing (3.5) in component-wise notation yields exactly the Bellman optimality equation (3.4) as motivated, for which $\left(V^{\gamma}\right)^{*}$ is the unique solution. Note that $\left(V^{\gamma}\right)^{*}$ is defined in (3.2) by a maximization over the whole policy space $\Pi$, i.e. for each state $s$ all policies $\pi \in \Pi$ have to be considered in order to establish the supremum. In contrast, the Bellman optimality equation reduces this global optimization task into a local state-wise optimization over the enabled actions $a \in e(s)$ for every $s \in S$. Note also that from Theorem 3.1 one can deduce that
$\mathcal{T}\left(\left(V^{\gamma}\right)^{\pi^{*}}\right)=\left(V^{\gamma}\right)^{\pi^{*}}$, such that an optimal policy $\pi^{*}$ can be also considered as a "fixed-point" of the Bellman operator $\mathcal{T}$. However, an optimal policy does not need to be unique.

From the Bellman equation (3.4) several algorithms based on fixed-point iteration can be derived which can be used in order to compute the optimal policy together with its value function. The following value iteration algorithm is based on (3.6). Its proof can be found in the Appendix on page 236 ,

Theorem 3.2 (Value Iteration). For an arbitrary initial value function $V_{0} \in$ $\mathbb{R}^{S}$ define the sequence of value functions

$$
V_{n+1}(s):=\left(\mathcal{T} V_{n}\right)(s)=\max _{a \in e(s)}\left\{R(s, a)+\gamma \sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V_{n}\left(s^{\prime}\right)\right\}
$$

Then $V_{n}$ converges to $\left(V^{\gamma}\right)^{*}$. As a termination criterion choose $\varepsilon>0$ and continue iterating until $\left\|V_{n+1}-V_{n}\right\|<\frac{1-\gamma}{2 \gamma} \varepsilon$ and let

$$
\begin{equation*}
\pi_{\varepsilon}(s) \in \underset{a \in e(s)}{\operatorname{argmax}}\left\{R(s, a)+\gamma \sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V_{n+1}\left(s^{\prime}\right)\right\} . \tag{3.7}
\end{equation*}
$$

Then $\left\|V^{\pi_{\varepsilon}}-\left(V^{\gamma}\right)^{*}\right\|<\varepsilon$.
The value iteration algorithm iterates on the vector space $\mathbb{R}^{S}$ of value functions. From an arbitrary value function an improving policy can be generated by (3.7). In contrast, the following policy iteration algorithm iterates on the policy space $\Pi$. From a policy $\pi$ its value can be generated the other way round by solving a system of linear equations.

Theorem 3.3 (Policy Iteration). Let $\pi_{0} \in \Pi$ be an initial policy. Define the following iteration scheme.

1. Policy evaluation: Compute the value $V^{\pi_{n}}$ of $\pi_{n}$ by solving

$$
\left(I-\gamma P^{\pi_{n}}\right) V^{\pi_{n}}=R^{\pi_{n}}
$$

and define the set of improving actions

$$
A_{n+1}(s):=\underset{a \in e(s)}{\operatorname{argmax}}\left\{R(s, a)+\gamma \sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V^{\pi_{n}}\left(s^{\prime}\right)\right\}
$$

Termination: If $\pi_{n}(s) \in A_{n+1}(s)$ for all $s$ then $\pi_{n}$ is an optimal policy.
2. Policy improvement: Otherwise choose an improving policy $\pi_{n+1}$ such that $\pi_{n+1}(s) \in A_{n+1}(s)$ for all $s \in S$.

The sequence of values $V^{\pi_{n}}$ is non-decreasing and policy iteration terminates within a finite number of iterations.

Proof. By definition of $\pi_{n+1}$ it holds for all $s$ that

$$
\begin{aligned}
V^{\pi_{n+1}}(s) & =\max _{a \in e(s)}\left\{R(s, a)+\gamma \sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V^{\pi_{n}}\left(s^{\prime}\right)\right\} \\
& \geq R\left(s, \pi_{n}(s)\right)+\gamma \sum_{s^{\prime} \in S} P\left(s, \pi_{n}(s), s^{\prime}\right) V^{\pi_{n}}\left(s^{\prime}\right)=V^{\pi_{n}}(s)
\end{aligned}
$$

Since there are only finitely many policies and the values $V^{\pi_{n}}$ are non-decreasing, policy iteration terminates in a finite number of iterations. Clearly, if $\pi_{n}(s) \in$ $A_{n+1}(s)$ for all $s$ then $\pi_{n}$ is optimal, since

$$
V^{\pi_{n}}(s)=\max _{a \in e(s)}\left\{R(s, a)+\gamma \sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V^{\pi_{n}}\left(s^{\prime}\right)\right\}=\left(\mathcal{T} V^{\pi_{n}}\right)(s)
$$

The conclusion follows by Theorem 3.1
Both presented algorithms value iteration and policy iteration create a converging sequence of value functions. For value iteration we mentioned in Remark 3.2 that the generated sequence $V_{n+1}=\mathcal{T} V_{n}$ converges to the fixed point of $\mathcal{T}$ which is also the global optimal value $\left(V^{\gamma}\right)^{*}$ of the MDP since $\mathcal{T}$ is monotonic. Same holds for the sequence $V^{\pi_{n}}$ in policy iteration, since $V^{\pi_{n}}$ is a fixed-point of $\mathcal{T}$ for some $n \in \mathbb{N}$ and thus $V^{\pi_{n}}=\left(V^{\gamma}\right)^{*}$. The convergence speed of these algorithms is in general very slow. Value iteration updates in every iteration step the value function $V_{n}$ on every state. This means especially that states $s$ that in the current iteration step do not contribute to a big improvement $\left|V_{n+1}(s)-V_{n}(s)\right|$ in their value will be completely updated like every other state. However, it can be shown that convergence in value iteration can also be guaranteed, if every state is updated infinitely often 37. Thus, one could modify the order of updates to states regarding their importance or contribution in value improvement (asynchronous value iteration).

Policy iteration on the other hand computes at every iteration step the exact value $V^{\pi_{n}}$ of the current considered policy $\pi_{n}$, by solving a system of linear equations. If $\pi_{n}$ is not optimal, then after improvement to $\pi_{n+1}$ the effort for the accurate computation of $V^{\pi_{n}}$ is lost. Therefore, the algorithms value iteration and policy iteration just provide a foundation for potential algorithmic improvements. Examples for such improvements are relative value iteration, modified policy iteration or action elimination [33]. Of course, heuristics which use modeldependent meta-information can also be considered in order to provide a good initial value $V_{0}$ or initial policy $\pi_{0}$.

Note that MDP optimization underlies the curse of dimensionality: The explosion of the state space induces an even worse explosion of the policy space since $|\Pi| \in O\left(|A c t|^{|S|}\right)$. There is a whole branch of Artificial and Computational Intelligence, which develops learning algorithms and approximation methods for large MDPs (e.g. reinforcement learning [37], evolutionary algorithms [29], heuristics [28] and approximate dynamic programming [8, 10, 26, 27, 32]).

Example 3.2. We now want to optimize the queueing model MDP from Example 3.1 by applying both algorithms value iteration and policy iteration. Table 3.1 shows a comparison between values for the initial state $s_{\text {init }}=(0,0$, normal, idle $)$ under the policies $\pi^{\text {normal }}$ (respectively $\pi^{\text {intense }}$ ) which keeps normal (intense) mode or moves to normal (intense) mode and the discount-optimal policy $\pi^{*}$ for $\gamma=0.99$, i.e.

$$
\pi^{\text {normal }}=\left(\begin{array}{c}
\text { keep } \\
\text { keep } \\
\text { keep } \\
\text { keep } \\
\text { move } \\
\text { move } \\
\text { move } \\
\text { move }
\end{array}\right), \quad \pi^{\text {intense }}=\left(\begin{array}{c}
\text { move } \\
\text { move } \\
\text { move } \\
\text { move } \\
\frac{\text { keep }}{\text { keep }} \\
\text { keep } \\
\text { keep }
\end{array}\right), \quad \pi^{*}=\left(\begin{array}{c}
\text { keep } \\
\text { keep } \\
\text { keep } \\
\text { move } \\
\hline \text { move } \\
\text { move } \\
\text { keep } \\
\text { keep }
\end{array}\right) .
$$

Table 3.1. Discounted values with $\gamma=0.99$ for different policies from initial state $s_{\text {init }}=(0,0$, normal, idle $)$.

| policy | $\left(V^{0.99}\right)^{\pi}\left(s_{\text {init }}\right)$ |
| :--- | :---: |
| $\pi^{\text {normal }}$ | 1952.36 |
| $\pi^{\text {intense }}$ | 1435.00 |
| $\pi^{*}$ | 2220.95 |

The optimal policy was computed by policy iteration with initial policy $\pi^{\text {normal }}$ and converged after 3 iterations. In each iteration a system of linear equations with $|S|=8$ variables had to be solved and $\sum_{s \in S}|e(s)|=16$ updates (sets of improving actions) computed. With standard algorithms like Gaussian elimination for solving the system of linear equations the worst-case complexity in each iteration is $O\left(|S|^{3}+|A c t||S|\right)$. Note that the number of all available policies is $|\Pi|=|S|^{|A c t|}=256$. Thus policy iteration is a huge gain in efficiency in contrast to the brute-force method, which computes the values $V^{\pi}$ for every policy $\pi \in \Pi$ in order to establish the global maximum $V^{*}(s)=\max _{\pi \in \Pi} V^{\pi}(s)$.

The value iteration algorithm with initial value function constantly $0, \varepsilon=0.1$ and maximum norm $\|$.$\| converged after 1067$ iterations to the value $V_{1067}^{0.99}\left(s_{\text {init }}\right)=$ 2220.90 and the value-maximizing policy $\pi_{\varepsilon}=\pi^{*}$. In each iteration the values $V_{n}(s)$ for all states $s$ have to be updated, thus the worst-case complexity for one iteration is $O(|A c t||S|)$. Also note that value iteration already finds $\pi^{*}$ after only 6 iterations with value $V_{6}^{0.99}\left(s_{\text {init }}\right)=89.08$ - all the other remaining steps just solve the linear equation $V^{0.99}=R^{\pi^{*}}+0.99 P^{\pi^{*}} V^{0.99}$ for $\pi^{*}$ by the iterative procedure $V_{n+1}^{0.99}=R^{\pi^{*}}+0.99 P^{\pi^{*}} V_{n}^{0.99}$. Nevertheless, value iteration in its presented form has to run until it terminates, in order to find a value function which can be guaranteed to be close to the optimal value (distance measured in maximum norm). Furthermore, it is a priori not known at which iteration step the optimization phase stops, i.e. the actions not improvable anymore.

Remark 3.3. (i) One of the main theorems in Markov Decision Theory states (at least for the models we consider in this tutorial) that if one searches for an optimal value function within the broader space of randomized and history-dependent policies, then an optimal policy is still stationary Markovian deterministic, i.e. lies within $\Pi$ (see also Remark 3.1). This is the reason why we stick in this introductory tutorial from beginning to the smaller policy space $\Pi$.
(ii) An MDP problem can also be transformed to a linear programming problem, such that methods coming from the area of linear optimization can be applied to solve MDPs 33. In its generality, a linear optimization formulation also allows to add further constraints to the set of linear constraints induced by the Bellman equation. An MDP model with an additional set of linear constraints is also known as a Constrained MDP [1]. It can be shown that in this case stationary Markovian deterministic policies $\pi \in \Pi$ can indeed be outperformed in their value by randomized and history-dependent policies. Also note that history-dependent policies can also be better then stationary Markovian deterministic policies in the finite-horizon case.

### 3.3 Stochastic Shortest Paths

We now address the problem of optimizing MDPs with respect to the infinitehorizon total reward measure. In contrast to the discounted case, the existence of an optimal value in general can not be guaranteed. In case it exists, it is difficult to provide convergence criteria for dynamic programming algorithms. Therefore, in literature one finds existence results and convergence criteria only for special classes of MDPs with respect to this measure. In the following, we show only one frequently used application for this type of measure.
Definition 3.4. A stochastic shortest path problem (SSP) is an MDP $(S, A c t, e, P, R)$ with an absorbing and reward-free state goal $\in S$, i.e. for all policies $\pi \in \Pi$ it holds

$$
P^{\pi}(\text { goal, goal })=1 \quad \text { and } \quad R^{\pi}(\text { goal })=0 .
$$

Typically, in SSPs the goal is to minimize costs and not to maximize rewards (see Definition (3.3). Of course, maximization of rewards can be transformed to a minimization of costs, where costs are defined as negative rewards. Note that we allow for rewards (and therefore also for costs) to have both a positive and a negative sign. In order to be consistent with the rest of this tutorial, we stick in the following to the maximization of rewards. For being able to provide results on the existence of optimal solutions, we have to define the notion of a proper policy.
Definition 3.5. A policy $\pi$ is called proper if there is $m \in \mathbb{N}$ such that under $\pi$ the goal state can be reached from every state with positive probability within $m$ steps, i.e.

$$
\exists m \in \mathbb{N} \forall s \in S:\left(P^{\pi}\right)^{m}(s, \text { goal })>0 .
$$

A policy is called improper if it is not proper.

Define the Bellman operator $\mathcal{T}: \mathbb{R}^{S} \rightarrow \mathbb{R}^{S}$ by

$$
(\mathcal{T} V)(s):=\max _{a \in e(s)}\left\{R(s, a)+\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V\left(s^{\prime}\right)\right\} .
$$

In analogy to the discounted case it holds that $\mathcal{T}$ is monotonic (see Lemma 3.1). But the contraction property with respect to the maximum norm is in general not satisfied. However, Bertsekas and Tsitsiklis proved for typical SSPs the existence and uniqueness of optimal values and the existence of optimal policies 9,10 .
Theorem 3.4 (Existence Theorem). Consider an $S S P \mathcal{M}=(S, A c t, e, P, R)$ with infinite-horizon total reward measure. Further assume that there exists a proper policy $\pi_{p} \in \Pi$ and for every improper policy $\pi_{i}$ there exists $s \in S$ such that $V_{\infty}^{\pi_{i}}(s)=-\infty$.
(i) There exists an optimal value $V_{\infty}^{*}$ which is the unique fixed point of $\mathcal{T}$, i.e $\mathcal{T} V_{\infty}^{*}=V_{\infty}^{*}$.
(ii) There exists an optimal policy $\pi^{*}$ and it holds that $V_{\infty}^{\pi^{*}}=V_{\infty}^{*}$.
(iii) Every optimal policy $\pi^{*}$ can be derived from the optimal value $V_{\infty}^{*}$ by

$$
\pi^{*}(s) \in \underset{a \in e(s)}{\operatorname{argmax}}\left\{R(s, a)+\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V_{\infty}^{*}\left(s^{\prime}\right)\right\}
$$

The dynamic programming algorithms value iteration and policy iteration as presented for discounted MDPs (Theorems 3.2 and 3.3) can be applied for SSPs in an analogous way and are shown in Theorems 3.5and 3.6 The most important difference is the termination criterion in value iteration, which in contrast to the discounted case uses a weighted maximum norm in order to measure the distance between the iterated values and the optimal value. The proofs for both theorems can be found in [8, 10.
Theorem 3.5 (Value Iteration). Consider an SSP $\mathcal{M}$ with the assumptions from Theorem 3.4. Let $V_{0}(s)$ be an arbitrary value function with $V_{0}($ goal $)=0$. Define the sequence

$$
V_{n+1}(s):=\left(\mathcal{T} V_{n}\right)(s)=\max _{a \in e(s)}\left\{R(s, a)+\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V_{n}\left(s^{\prime}\right)\right\}
$$

(i) $V_{n}$ converges to $V^{*}$.
(ii) If every policy is proper, then there exists $\xi \in \mathbb{R}^{S}$ with $\xi(s) \geq 1$ for all $s \in S$, such that $\mathcal{T}$ is a contraction with respect to the $\xi$-weighted maximum norm $\|\cdot\|_{\xi}$ defined by

$$
\|V\|_{\xi}:=\max _{s \in S} \frac{|V(s)|}{\xi(s)}
$$

As Lipschitz constant $q$ for contraction of $\mathcal{T}$ choose $q:=\max _{s \in S} \frac{\xi(s)-1}{\xi(s)}$. For a given $\varepsilon>0$ stop value iteration when $\left\|V_{n+1}-V_{n}\right\|_{\xi}<\frac{1-q}{2 q} \varepsilon$ and choose

$$
\pi_{\varepsilon}(s) \in \underset{a \in e(s)}{\operatorname{argmax}}\left\{R(s, a)+\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V_{n+1}\left(s^{\prime}\right)\right\} .
$$

$$
\text { Then }\left\|V^{\pi_{\varepsilon}}-V^{*}\right\|_{\xi}<\varepsilon .
$$

In the following, we want to briefly outline, how $\xi(s)$ can be determined. Consider an arbitrary policy $\pi$. Since $\pi$ is proper by assumption, the expected number of transitions $t(s)$ from $s$ to goal is finite. If $\pi$ is the single available policy, then take $\xi(s):=t(s)$. In case there are more policies available, it could be the case, that there exists another policy which enlarges for some state $s$ the expected number of transitions towards goal. Thus $\xi(s)$ can be chosen as the maximal expected number of transitions to goal among all policies. In order to compute $\xi$ exactly, a modified SSP can be considered: Define a reward $R(s, a)$ which acts as a counter for the number of transitions to goal, i.e. each state $s \neq$ goal is rewarded $R(s, a):=1$ independent of $a \in e(s)$ and the goal state is rewarded 0 . Choose $\xi$ as the optimal solution to the induced Bellman equation:

$$
\begin{equation*}
\xi(s)=1+\max _{a \in e(s)}\left\{\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) \xi\left(s^{\prime}\right)\right\} \text { for } s \neq \text { goal } \quad \text { and } \quad \xi(\text { goal })=0 . \tag{3.8}
\end{equation*}
$$

Note that if we allow improper policies $\pi_{i}$ in the termination check of Theorem 3.5 then by definition of $\pi_{i}$ there is some state $s_{i}$ from which goal is reached with probability 0. In this case the Bellman equation (3.8) is not solvable, since any solution $\xi$ would imply that $\xi\left(s_{i}\right)=\infty$. The proof for the termination criterion in Theorem 3.5 is completely analogous to the proof of Theorem 3.2 (see Appendix, page (236). It holds that for every policy $\pi$ the linear operator $T^{\pi}$ defined by $T^{\pi} V=R^{\pi}+P^{\pi} V$ is also a contraction with respect to $\|\cdot\|_{\xi}$ and Lipschitz constant $q$ as defined in Theorem 3.5.

For completeness we also state the policy iteration algorithm which is directly transfered from the discounted case as in Theorem 3.3 by setting the discount factor $\gamma:=1$. We omit the proof since it is analogous.

Theorem 3.6 (Policy Iteration). Let $\pi_{0} \in \Pi$ an arbitrary initial policy. Define the following iteration scheme.

1. Policy evaluation: Compute the value $V^{\pi_{n}}$ of $\pi_{n}$ by solving

$$
\left(I-P^{\pi_{n}}\right) V^{\pi_{n}}=R^{\pi_{n}} \quad \text { with } \quad V^{\pi_{n}}(\text { goal })=0
$$

and define the set of improving actions

$$
A_{n+1}(s):=\underset{a \in e(s)}{\operatorname{argmax}}\left\{R(s, a)+\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) V^{\pi_{n}}\left(s^{\prime}\right)\right\}
$$

Termination: If $\pi_{n}(s) \in A_{n+1}(s)$ for all $s$ then $\pi_{n}$ is an optimal policy.
2. Policy improvement: Otherwise choose an improving policy $\pi_{n+1}(s)$ such that $\pi_{n+1}(s) \in A_{n+1}(s)$.

The sequence of values $V^{\pi_{n}}$ is non-decreasing and policy iteration terminates in a finite number of iterations.

Example 3.3. Coming back to our queueing model from Example 3.1, we are now interested in the following two SSP problems:
(i) $\mathcal{M}_{1}$ : the total expected profit up to first loss and
(ii) $\mathcal{M}_{2}$ : the total expected number of accomplished jobs up to first loss.

For both models we add to $\mathcal{M}$ from Fig. 3.1 a reward-free goal state and redirect from the states representing a full queue into goal the probability mass for the job loss event (i.e. $q \overline{p_{d, n}}$ respectively $q \overline{p_{d, i}}$ ). Since by Definition 3.1 every state must have at least one action, we add an artificial action idle for looping in goal with probability 1.0. For model $\mathcal{M}_{1}$ and $s \neq$ goal the rewards $R_{1}^{\text {keep }}(s)$ and $R_{1}^{\text {move }}(s)$ are given as in (3.1) with $C_{\text {loss }}=\$ 0$. For model $\mathcal{M}_{2}$ the rewards $R_{2}^{\text {move }}$ and $R_{2}^{\text {keep }}$ are independent of the action and equal to $1 \cdot p_{d, n}$ in normal mode and $1 \cdot p_{d, i}$ in intense mode. We set all the rewards for both models to 0 in state goal when taking action idle.

If we set the completion probability $p_{d, i}=1.0$ in the intense mode, it is obvious that going to intense mode would be optimal, since the expected reward for accomplishing a job is greater than the running costs in intense mode. Furthermore, no jobs would be lost in intense mode and thus the total value would diverge to $\infty$ for all states. Comparing this fact to the assumptions of Theorem 3.4, it holds that $p_{d, i}=1.0$ implies the existence of an improper policy (moving respectively keeping in intense mode) which does not diverge to $-\infty$. Therefore, we set in the following $p_{d, i}=0.6$. Now, every policy is proper, since the probability to be absorbed in goal is positive for all states and all policies. The following optimal policies $\pi_{i}^{*}$ for model $\mathcal{M}_{i}$ and values $V_{i}^{*}$ were computed by policy iteration.

$$
\pi_{1}^{*}=\left(\begin{array}{c}
\text { keep } \\
\text { keep } \\
\text { move } \\
\text { move } \\
\hline \text { keep } \\
\text { keep } \\
\text { keep } \\
\text { keep } \\
\frac{\text { idle }}{}
\end{array}\right),\left(\begin{array}{c}
11447.5 \\
11447.5 \\
11047.5 \\
8803.75 \\
\hline 11450.0 \\
11490.0 \\
11170.0 \\
9230.0 \\
0.0
\end{array}\right), \quad \pi_{2}^{*}=\left(\begin{array}{c}
\text { move } \\
\text { move } \\
\text { move } \\
\text { move } \\
\frac{\text { keep }}{\text { keep }} \\
\text { keep } \\
\frac{\text { keep }}{\text { idle }}
\end{array}\right), V_{2}^{*}=\left(\begin{array}{c}
193.5 \\
193.25 \\
186.13 \\
148.06 \\
\frac{193.5}{193.5} \\
187.5 \\
\frac{154.5}{0.0}
\end{array}\right)
$$

Note also that if value iteration is applied, then the maximal expected number $\xi(s)$ of transitions from $s$ to goal is given as the optimal solution of the SSP in (3.8) by

$$
\xi=(790.0,785.0,752.5,596.25,790.0,786.0,758.0,622.0,0.0)
$$

Therefore, the Lipschitz constant $q=0.9988$ can be chosen, which is very high and makes value iteration in the $\xi$-weighted maximum norm terminating very late. Thus, the termination criterion in the $\xi$-weighted norm is a theoretical guarantee, but in general not applicable in practice.

We finish the section on the infinite-horizon total reward measure with an outlook to other typical total value problems discussed in [33].

Remark 3.4. Beside SSPs one also often considers the following model types:
(i) Positive models: For each state $s$ there exists $a \in e(s)$ with $R(s, a) \geq 0$ and for all policies $\pi$ the value $V^{\pi}(s)<\infty$ (this assumption can be relaxed).
(ii) Negative models: For each state $s$ all rewards $R(s, a) \leq 0$ and there exists a policy $\pi$ with $V^{\pi}(s)>-\infty$ for all $s$.

In a positive model the goal is to maximize the accumulation of positive rewards towards $\infty$. The model assumptions make this possible, since in every state there is at least one non-negative reward available and the accumulation does not diverge to $\infty$. In contrast, the goal in a negative model is to maximize negative rewards, i.e. to minimize costs towards 0 . The value iteration algorithm for both models is the same as in Theorem [3.5, but without convergence criteria. The policy iteration algorithm however differs from the policy iteration for SSPs. In a positive model, the initial policy $\pi_{0}$ has to be chosen suitable with $R^{\pi_{0}}(s) \geq 0$. Furthermore, in the policy evaluation phase the solutions to the linear equation $V=R^{\pi}+P^{\pi} V$ for a policy $\pi$ spans up a whole subspace of $\mathbb{R}^{S}$. In this subspace a minimal solution $V_{\min } \geq 0$ has to be chosen in order to perform the policy improvement phase on $V_{\min }$. In contrast, in a negative model, the initial policy $\pi_{0}$ has to fulfill $V^{\pi_{0}}>-\infty$ and in the policy evaluation phase the maximal negative solution has to be computed. Puterman shows in [33] that for both model types value iteration converges for $V_{0}=0$, but convergence of policy iteration is only assured for positive models.

### 3.4 Average Reward Measure

We now come to the final part of the MDP section, which is devoted to the optimization of the average reward measure. As a reminder, let us consider for the moment a discrete-time Markov Reward Model $\mathcal{M}=(S, P, R)$. From Theorem 2.4 we know that if $g$ is the average reward of $\mathcal{M}$ then $g=P g$. On the other hand, the average reward cannot be uniquely determined by this single equation. Any solution $u$ to $u=P u$ defines a further linear equation $u+(I-P) v=R$ in $v$. If this additional equation is solvable, then and only then $u=g$ is the average reward. In this case the bias $h$ is one of the possible solutions to the second equation (and unique modulo $\operatorname{ker}(I-P)$ ). We write both of these equations in the fixed-point form

$$
\begin{equation*}
g=P g \quad \text { and } \quad h=(R+P h)-g . \tag{3.9}
\end{equation*}
$$

Also remember, that if $\mathcal{M}$ is unichain, then by Corollary 2.1] the equation $g=P g$ can be simplified to " $g$ is constant".

We are concerned in this section with the optimization of the average reward for an $\operatorname{MDP} \mathcal{M}=(S, A c t, e, P, R)$. Surely, every policy $\pi \in \Pi$ of $\mathcal{M}$ induces a DTMRM $\mathcal{M}^{\pi}=\left(S, P^{\pi}, R^{\pi}\right)$ and we can compute for each $\pi$ the average reward
$g^{\pi}$ as described above. By Definition 3.3 the optimal average value function is $g^{*}(s)=\sup _{\pi \in \Pi} g^{\pi}(s)$ and in case an optimal policy $\pi^{*}$ exists then $g^{\pi^{*}}(s) \geq g^{\pi}(s)$ for all $s$ and all $\pi$. In analogy to the previous sections, it is possible to establish Bellman equations which reduce the global optimization task over all policies $\pi \in \Pi$ to a local state-wise search over actions $e(s)$ for all states $s$. Since the formal derivation of these Bellman equations is slightly involved, we just state them and refer for proof to 33. Define for each of the two linear fixed-point equations in (3.9) the Bellman operators $\mathcal{T}_{\text {av }}: \mathbb{R}^{S} \rightarrow \mathbb{R}^{S}$ and $\mathcal{T}_{\text {bias }}^{g}: \mathbb{R}^{S} \rightarrow \mathbb{R}^{S}$ (parametrized by $g \in \mathbb{R}^{S}$ ) as follows:

$$
\begin{align*}
\left(\mathcal{T}_{\text {av }} g\right)(s) & :=\max _{a \in e(s)}\left\{\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) g\left(s^{\prime}\right)\right\}  \tag{3.10}\\
\left(\mathcal{T}_{\text {bias }}^{g} h\right)(s) & :=\max _{a \in e^{g}(s)}\left\{R(s, a)+\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) h\left(s^{\prime}\right)\right\}-g(s)  \tag{3.11}\\
\text { where } e^{g}(s) & :=\left\{a \in e(s) \mid g(s)=\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) g\left(s^{\prime}\right)\right\} .
\end{align*}
$$

The corresponding Bellman optimality equations for the average reward are just the fixed-point equations of these operators and read as

$$
\begin{align*}
& g(s)=\max _{a \in e(s)}\left\{\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) g\left(s^{\prime}\right)\right\}  \tag{3.12}\\
& h(s)=\max _{a \in e^{g}(s)}\left\{R(s, a)+\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) h\left(s^{\prime}\right)\right\}-g(s) . \tag{3.13}
\end{align*}
$$

Equations (3.12) and (3.13) are referred to as the first and the second optimality equation. In order to provide an intuition for these equations, assume for the moment that there is an optimal policy $\pi^{*}$ with $g^{\pi^{*}}=g^{*}$ and moreover that the $\operatorname{MDP} \mathcal{M}$ is unichain. In this case, the average reward $g^{\pi}(s)$ is a constant function for any policy $\pi$ and thus the first optimality equation does not yield any further restriction since it is satisfied for every constant function $g$. Only the second equation takes the reward values $R(s, a)$ into account that are needed in order determine their average. For each policy $\pi$ the average reward $g^{\pi}$ and the bias $h^{\pi}$ satisfy

$$
h^{\pi}(s)=\left(R^{\pi}(s)-g^{\pi}(s)\right)+\sum_{s^{\prime} \in S} P^{\pi}\left(s, s^{\prime}\right) h^{\pi}\left(s^{\prime}\right)
$$

i.e. the bias $h^{\pi}$ is the total value function for the DTMRM with average-corrected rewards $R^{\pi}(s)-g^{\pi}(s)$. Since this holds especially for $\pi=\pi^{*}$, the second optimality equation can be seen as a Bellman equation for maximizing the total value function for the MDP model with rewards $R(s, a)-g^{*}(s)$. In other words, if $\pi$ is an arbitrary policy then the DTMRM with rewards $R(s, \pi(s))-g^{*}(s)$
has a total value function if and only if $g^{*}(s)$ is the average reward for the DTMRM $\left(S, P^{\pi}, R^{\pi}\right)$ and this holds especially for $\pi=\pi^{*}$. In case $\mathcal{M}$ is multichain, then $g^{\pi^{*}}(s)$ is only constant on recurrent classes of $\mathcal{M}^{\pi^{*}}$, whereas if $s$ is transient then $g^{\pi^{*}}(s)$ is a weighted sum over all those average rewards on recurrent classes. This means that $g^{\pi^{*}}$ has to fulfill $g^{\pi^{*}}=P^{\pi^{*}} g^{\pi^{*}}$ in addition and thus $g^{\pi^{*}}$ is a solution to the first optimality equation. Since both Bellman equations are nested and have to be satisfied simultaneously, it is possible to reduce the set of actions $e(s)$ in the second equation to the maximizing actions $e^{g}(s)=\operatorname{argmax}_{a \in e(s)}\left\{\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) g\left(s^{\prime}\right)\right\}$ for a solution $g$ of the first equation. Note that in case of unichain models it holds that $e^{g}(s)=e(s)$ for all $s$.

The following theorem formalizes the explanations in the motivation above and connects the Bellman equations to the optimal value and optimal policies. We refer for proof to 33].
Theorem 3.7 (Existence Theorem). Consider an $M D P \mathcal{M}=(S, A c t, e, P, R)$ with average reward measure.
(i) The average optimal value function $g^{*}$ is a solution to (3.12), i.e $g^{*}=$ $\mathcal{T}_{\text {av }} g^{*}$. For $g=g^{*}$ there exists a solution $h$ to (3.13), i.e. $h=\mathcal{T}_{\text {bias }}^{g^{*}} h$. If $g$ and $h$ are solutions to (3.12) and (3.13) then $g=g^{*}$.
(ii) There exists an optimal policy $\pi^{*}$ and it holds that $g^{\pi^{*}}=g^{*}$.
(iii) For any solution $h$ to (3.13) with $g=g^{*}$ an optimal policy $\pi^{*}$ can be derived from

$$
\pi^{*}(s) \in \underset{a \in e^{g^{*}}(s)}{\operatorname{argmax}}\left\{R(s, a)+\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) h\left(s^{\prime}\right)\right\}
$$

As a special case of part (iii) in this theorem it holds that if for a policy $\pi$ the average reward $g^{\pi}$ and the bias $h^{\pi}$ solve the Bellman optimality equations, then $\pi$ is optimal. In contrast to the discounted and total reward cases, the converse does not hold. This means that if a policy $\pi$ is optimal then $g^{\pi}$ and $h^{\pi}$ are not necessary solutions to the Bellman equations.
The following policy iteration algorithm, can be applied in order to compute the optimal average reward $g^{*}$ as well as an optimal policy $\pi^{*}$. A proof can be found in 33.
Theorem 3.8 (Policy Iteration). Let $\pi_{0} \in \Pi$ be an initial policy. Define the following iteration scheme:

1. Policy evaluation: Compute a solution $\left(g^{\pi_{n}}, h^{\pi_{n}}, w\right)^{T}$ to

$$
\left(\begin{array}{ccc}
I-P^{\pi_{n}} & 0 & 0  \tag{3.14}\\
I & I-P^{\pi_{n}} & 0 \\
0 & I & I-P^{\pi_{n}}
\end{array}\right)\left(\begin{array}{c}
g^{\pi_{n}} \\
h^{\pi_{n}} \\
w
\end{array}\right)=\left(\begin{array}{c}
0 \\
R^{\pi_{n}} \\
0
\end{array}\right) .
$$

Define

$$
G_{n+1}(s):=\underset{a \in e(s)}{\operatorname{argmax}}\left\{\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) g^{\pi_{n}}\left(s^{\prime}\right)\right\}
$$

2. Policy improvement: If $\pi_{n}(s) \notin G_{n+1}(s)$ for some $s$ then choose an improving policy $\pi_{n+1}$ with $\pi_{n+1}(s) \in G_{n+1}(s)$ and go to the policy evaluation phase. Otherwise if $\pi_{n}(s) \in G_{n+1}(s)$ for all $s$ then define

$$
H_{n+1}(s):=\underset{a \in e^{g^{\pi_{n}}}(s)}{\operatorname{argmax}}\left\{R(s, a)+\sum_{s^{\prime} \in S} P\left(s, a, s^{\prime}\right) h^{\pi_{n}}\left(s^{\prime}\right)\right\} .
$$

If $\pi_{n}(s) \notin H_{n+1}(s)$ for some $s$ then choose an improving policy $\pi_{n+1}$ such that $\pi_{n+1}(s) \in H_{n+1}(s)$ and go to the policy evaluation phase.
Termination: If $\pi_{n}(s) \in H_{n+1}(s)$ for all $s$ then $\pi_{n}$ is an optimal policy.
The values $g^{\pi_{n}}$ are non-decreasing and policy iteration terminates in a finite number of iterations with an optimal policy $\pi_{n}$ and optimal average value $g^{\pi_{n}}$.

Note that (3.14) corresponds to (2.19) instead of (2.18) for the following reason: For each policy $\pi(2.18)$ provides a unique solution $g^{\pi}$ to the average reward, but in general the bias $h^{\pi}$ cannot be uniquely determined. Policy iteration can be assured to converge if the bias $h^{\pi_{n}}$ is computed for each iterated policy $\pi_{n}$ 33]. As described in Remark 2.4(iii) this can be done by solving (2.19), i.e. the equation $v+\left(I-P^{\pi_{n}}\right) w=0$ in addition to (2.18) for which $v=h^{\pi_{n}}$ is the unique solution. There are also other possibilities to assure convergence of policy iteration by solving only (2.18) and fixing a scheme that chooses a solution $v$ to $g+(I-P) v=R$ in order to prevent cycles in policy iteration (see Remark2.4(ii)).

Before showing the application of policy iteration on our queueing model running example, we first state the following remark regarding some algorithmic aspects.

Remark 3.5. (i) During policy iteration the action set $e^{g^{\pi_{n}(s)}}$ can be replaced by the whole action set $e(s)$ - this leads to the so-called modified optimality equations. The convergence and the optimality of the solution in policy iteration are not influenced by this replacement.
(ii) In the policy improvement phase, there are two jumps to the policy evaluation phase, which represent two nested cycles of evaluation and improvement phases. First, a policy $\pi_{n}$ has to be found, which solves the first optimality equation. Then in a nested step, $\pi_{n}$ is tested on the second optimality equation. If $\pi_{n}$ can be improved by a better policy $\pi_{n+1}$ with actions from $H_{n+1}$ then $\pi_{n+1}$ has to be sent back to the first evaluation and improvement cycle until it again solves the first optimality equation, and so on.
(iii) As already mentioned in the introducing motivation, if it is a priori known that the MDP is unichain, i.e. for all policies there is only one closed recurrent class of states, then the optimal average reward is constant and the first optimality equation is automatically satisfied (see Corollary 2.1). This reduces the complexity of policy iteration, since only the second optimality equation has to be considered for optimization.
(iv) We skip the value iteration algorithm in this tutorial since it is exactly the same as for the discounted case (Theorem 3.2) with $\gamma:=1$. It can be
proven that the sequence $V_{n+1}-V_{n}$ converges to the optimal average reward $g^{*}$, if for every (optimal) policy the transition matrix is aperiodic [33]. The aperiodicity constraint is not a restriction, since every periodic DTMRM can be made aperiodic, by inserting self-loops with strictly positive probability for every state. (The reward function has to be transformed accordingly.) However, 33] presents a termination criterion for value iteration only for models with $g^{*}(s)$ constant for all $s$ (e.g. unichain models).

Example 3.4. Consider the queueing MDP model from Example 3.1. We want to compute the optimal average value function for the queueing model with parameters $q=0.25, p_{d, n}=0.5$ and $p_{d, i}=1.0$ and the reward structure as specified in (3.1). Note that the model is multichain, since the policy that takes the action keep in every state induces a DTMRM with two recurrent classes. Policy iteration converges after three iterations (with initial policy $\pi_{0}$ which keeps in normal mode or moves to it from intense mode) and results in the following optimal policy $\pi^{*}$, optimal average value $g^{*}=g^{\pi^{*}}$ and bias $h^{\pi^{*}}$ :

$$
\pi^{*}=\left(\begin{array}{c}
\text { keep } \\
\text { keep } \\
\text { keep } \\
\text { move } \\
\hline \text { move } \\
\text { move } \\
\text { keep } \\
\text { keep }
\end{array}\right), \quad g^{\pi^{*}}=\left(\begin{array}{c}
22.7 \\
22.7 \\
22.7 \\
22.7 \\
\frac{22.7}{22.7} \\
22.7 \\
22.7 \\
22.7
\end{array}\right), \quad h^{\pi^{*}}=\left(\begin{array}{c}
-49.4 \\
41.3 \\
95.3 \\
38.7 \\
\hline-59.4 \\
40.6 \\
130.3 \\
220.0
\end{array}\right) .
$$

Thus, the optimal policy induces a DTMRM that is unichain with constant optimal average reward 22.7. The finite-horizon total value function $V_{N}^{\pi^{*}}$ from state ( 0,0 , normal, idle) increases asymptotically with $22.7 \cdot N-49.4$ as $N \rightarrow \infty$.

We conclude the MDP section by a further remark, which presents a short outlook on other optimization criteria that are applicable for MDPs.

Remark 3.6. The average reward considers reward accumulation in the longrun. Therefore, it is not very sensitive in the selection between policies with the same average reward: If two policies have the same long-run average reward but different short-run rewards, then one would prefer among all policies with the same average reward such a policy that also maximizes the short-run reward accumulation. This idea leads to the so-called bias (or more general n-bias or $\boldsymbol{n}$-discount) optimization criteria, which belongs to the class of sensitive discount optimality criteria. In more detail, policies $\pi \in \Pi$ are compared regarding their Laurent series expansions (2.15)

$$
\left(V^{\gamma}\right)^{\pi}=a_{-1} g^{\pi}+a_{0} H^{\pi} R^{\pi}+a_{1}\left(H^{\pi}\right)^{2} R^{\pi}+\ldots
$$

where $a_{i}$ are constants (depending only on $\gamma$ ) and $H^{\pi} R^{\pi}=h^{\pi}$ is the bias, which represents the excess in reward accumulation up to steady-state. Now if a subset of policies $\Pi_{-1}^{*} \subseteq \Pi$ maximize $g^{\pi}$ then this subset can be further refined to a reduced subset $\Pi_{0}^{*} \subseteq \Pi_{-1}^{*}$ by maximizing the bias $h^{\pi}$ for $\pi \in \Pi_{-1}^{*}$ in addition to the average reward $g^{\pi}$. If $\Pi_{0}^{*}$ still consists of more then one policy, then one can proceed iteratively and compare the higher order $n$-bias terms sequentially. Note that the $n$-bias reward measure specifies the vector space $\mathcal{V}$ of value functions as $\mathcal{V}=\left\{V: S \rightarrow \mathbb{R}^{n+1}\right\}$ and values can be compared in Definition 3.3 by lexicographic order.

The most sensitive optimization criterion is the Blackwell optimality criterion, which selects a policy $\pi^{*}$, such that the entire Laurent series expansion (i.e. the complete discounted value) is maximal among the discounted values for all policies and for all discount factors high enough, i.e.

$$
\exists \gamma^{*} \in[0,1) \forall \gamma \in\left[\gamma^{*}, 1\right) \forall \pi \in \Pi:\left(V^{\gamma}\right)^{\pi^{*}} \geq\left(V^{\gamma}\right)^{\pi}
$$

It can be shown, that Blackwell optimal policies exist and a Blackwell optimal policy is $n$-bias optimal for all $n 33$. Furthermore, such a policy can be computed by proceeding with the policy space reduction as described above until some $\Pi_{n}^{*}$ consists of only one policy, which is Blackwell optimal (or if $n \geq|S|-2$ then $\Pi_{n}^{*}$ is a set of Blackwell optimal policies).

## 4 Continuous Time Markov Reward Models

In both DTMRMs and MDPs time is discrete, i.e. it proceeds in a step by step manner. However, this is unrealistic for many applications - one rather wishes to work with a continuous notion of time. Therefore, in this and the following section, we study continuous-time models. Since we stick to the principle of memorylessness, it will turn out that the state sojourn times follow an exponential distribution (as opposed to the geometrically distributed sojourn times in the discrete-time setting).

### 4.1 Preliminaries

Definition 4.1. A continuous-time Markov chain (CTMC) is a structure $\mathcal{M}=(S, Q)$ with finite state space $S$ and generator function $Q: S \times S \rightarrow \mathbb{R}$ such that $Q\left(s, s^{\prime}\right) \geq 0$ for $s^{\prime} \neq s$ and $\sum_{s^{\prime} \in S} Q\left(s, s^{\prime}\right)=0$ for all $s$. A continuoustime Markov Reward Model (CTMRM) is a structure ( $S, Q, i, r$ ) which enhances a CTMC $(S, Q)$ by a reward structure consisting of an impulse reward function $i: S \times S \rightarrow \mathbb{R}$ for transitions with $i(s, s)=0$ for all $s \in S$ and a rate reward function $r: S \rightarrow \mathbb{R}$ for states.

From state $s \in S$ each quantity $Q\left(s, s^{\prime}\right)$ with $s^{\prime} \neq s$ defines an event which occurs after a random amount of time $\tau_{s, s^{\prime}} \in \mathbb{R} \cup\{\infty\}$ to trigger. If $Q\left(s, s^{\prime}\right)>0$ then $\tau_{s, s^{\prime}}$ is exponentially distributed with rate $Q\left(s, s^{\prime}\right)$ and otherwise if $Q\left(s, s^{\prime}\right)=0$ then we set $\tau_{s, s^{\prime}}:=\infty$. For a fixed $s \in S$ all these times $\tau_{s, s^{\prime}}$ are independent and
concurrently enabled. Therefore, they define a race among each other and only that $\tau_{s, s_{0}^{\prime}}$ which triggers first, within a finite amount of time (i.e. $\tau_{s, s_{0}^{\prime}} \leq \tau_{s, s^{\prime}}$ for all $s^{\prime} \in S$ ), wins the race. In this case the system performs a transition from $s$ to $s_{0}^{\prime} \neq s$ and collects the impulse reward $i\left(s, s_{0}^{\prime}\right) \in \mathbb{R}$. The time $\tau_{s}$ that the system resides in state $s$ (up to transition) is called the sojourn time and fulfills $\tau_{s}=\min \left\{\tau_{s, s^{\prime}} \mid s^{\prime} \neq s\right\}$. While the system is in state $s$ the rate reward $r(s)$ is accumulated proportionally to the sojourn time $\tau_{s}$. Thus, the accumulated reward in $s$ for the sojourn time including the transition to state $s_{0}^{\prime}$ is given by $R(s):=i\left(s, s_{0}^{\prime}\right)+r(s) \tau_{s}$. The quantity $E(s):=\sum_{s^{\prime} \neq s} Q\left(s, s^{\prime}\right)$ is called the exit rate in state $s$ and by definition of the generator function $Q$ it holds that $E(s)=-Q(s, s) \geq 0$. If $E(s)>0$ then there is some state $s^{\prime}$ with $Q\left(s, s^{\prime}\right)>0$ and due to the race condition it holds that $\tau_{s}$ is exponentially distributed with rate $E(s)$. The transition probability $P\left(s, s^{\prime}\right)$ is the probability that $\tau_{s, s^{\prime}}$ wins the race and is given by $P\left(s, s^{\prime}\right)=P\left(\tau_{s, s^{\prime}}=\tau_{s}\right)=\frac{Q\left(s, s^{\prime}\right)}{E(s)}$. Otherwise, if $E(s)=0$ (or all $Q\left(s, s^{\prime}\right)=0$ ) then $\tau_{s}=\infty$ and state $s$ is absorbing. In this case we set $P\left(s, s^{\prime}\right):=\delta_{s, s^{\prime}}$, i.e. $P\left(s, s^{\prime}\right)=1$ if $s^{\prime}=s$ and $P\left(s, s^{\prime}\right)=0$ if $s^{\prime} \neq s$. The function $P: S \rightarrow \mathcal{D}(S)$ with $(P(s))\left(s^{\prime}\right):=P\left(s, s^{\prime}\right)$ is called the $\boldsymbol{e m}$ bedded transition probability function. The model $(S, P)$ can be considered as a discrete-time Markov chain, which models the transitions of the underlying CTMC and abstracts from the continuous time information. Similarly to DTMRMs, $i(s):=\sum_{s^{\prime} \neq s} P\left(s, s^{\prime}\right) i\left(s, s^{\prime}\right)$ will denote the state-based version of the transition-based impulse reward $i\left(s, s^{\prime}\right)$, i.e. $i(s)$ is the expected impulse reward from state $s$ to some other state $s^{\prime} \neq s$.

Example 4.1 (WSN node model). A wireless sensor network (WSN) consists of nodes that have to observe their environment by sensing activities and transmit information towards a destination. Each node consists of a battery unit with some initial capacity, a sensor and a transmitter. Furthermore, environmental events occur randomly. For the purposes of this section and in order to show how CTMRMs can be modelled, we assume a very simple WSN node model (see Fig. (4.1), which consists only of

- one sensor node, which randomly switches between "idle" and "listen" states after an exponentially distributed time and does not transmit any information and
- the environment, in which activities occur and endure in a memoryless way.

For simplicity we further assume that the node has infinite energy supply and does not consume any energy in idle mode. In case an environmental activity takes place and the node is listening, it must observe the activity at least until it stops. When the sensor switches from idle to listen it consumes instantaneously 5 energy units. While if the sensor is listening it consumes energy with rate 10. We want to measure the energy consumption in this model. Suitable measures could be the average energy consumption (per time unit) or some discounted energy consumption.
environment sensor composed WSN node model


Fig. 4.1. A simple WSN node model, which consists of a single node which can listen to activities in the environment. The transition rates are $\lambda=2, \mu=4, \lambda_{s}=4, \mu_{s}=30$. If the sensor is listening, it uses 10 energy units per time. For every activation to "listen" or deactivation to "idle" an impulse energy of 5 units is employed.

Remark 4.1. Puterman [33 allows impulse rewards which are state-based and are gained in a state $s$ if $s$ is the initial state or when $s$ is reached after some transition from $s^{\prime}$ to $s$ ("arrival" point of view). In contrast, we have defined transition-based impulse rewards $i\left(s, s^{\prime}\right)$ that are gained when state $s$ is left, i.e. a transition from $s$ to $s^{\prime}$ is performed ("departure" point of view). Therefore, the impulse reward can be considered state-based as the expectation $i(s)=$ $\sum_{s^{\prime} \neq s} i\left(s, s^{\prime}\right) P\left(s, s^{\prime}\right)$ over transition probabilities. When considering the infinitehorizon total reward measure or the average reward measure, then both points of view lead to the same value functions and thus their distinction doesn't matter in this case. However, this difference is important when we are dealing with the finite-horizon total reward measure and the discounted reward measure.

Before being able to define and evaluate reward measures for the continuoustime case, we have to provide more theoretical background. The next section is devoted to this.

### 4.2 Probability Space for CTMCs

In the following, we want to formalize the transition behavior of a CTMC $\mathcal{M}=$ $(S, Q)$ that we have informally introduced in Sect. 4.1. For this reason, we first define a suitable sample space $\Omega$ together with a Borel $\sigma$-algebra $\mathcal{B}(\Omega)$ consisting of those measurable events for which we will assign probabilities. Subsequently, we will define several stochastic processes upon $\Omega$ that are all induced by the CTMC $\mathcal{M}$. These processes will allow us to define a time-dependent transition probability matrix, which in turn will play an important role for the definition of reward measures for a CTMRM.

### 4.2.1 Sample Space

Since continuous time plays a role for these measures, we put this information along with the state space $S$ into the sample space. Define the sample space $\Omega \subseteq$
$(S \times(0, \infty])^{\mathbb{N}}$ as the set of infinite paths of the form $\omega=\left(s_{0}, t_{0}, s_{1}, t_{1}, s_{2}, t_{2}, \ldots\right)$ such that for all $i \in \mathbb{N}$ :

$$
\left(E\left(s_{i}\right)>0 \Rightarrow Q\left(s_{i}, s_{i+1}\right)>0 \wedge t_{i}<\infty\right) \vee\left(E\left(s_{i}\right)=0 \Rightarrow s_{i+1}=s_{i} \wedge t_{i}=\infty\right)
$$

Roughly speaking, $\omega$ represents a sample path, where $t_{i}<\infty$ is the finite sojourn time in a non-absorbing state $s_{i}$ or otherwise if $s_{i}$ is absorbing then for all $j \geq i$ it holds that $t_{j}=\infty$ and $s_{j}=s_{i}$. A sample path $\omega=\left(s_{0}, t_{0}, s_{1}, t_{1}, \ldots\right)$ can also be considered as a jump function $\omega:[0, \infty) \rightarrow S$ that is constantly $s_{0}$ for all $t \in\left[0, t_{0}\right)$ and if $t_{0} \neq \infty$ then $\omega$ jumps to state $s_{1} \neq s_{0}$ at $t_{0}$ and $\omega(t)=s_{1}$ for all $t \in\left[t_{0}, t_{0}+t_{1}\right)$. If $t_{1} \neq \infty$ then $\omega$ has a next jump to state $s_{2} \neq s_{1}$ at $t_{0}+t_{1}$ and so on, until there is eventually a first index $i$ with $t_{i}=\infty$ and therefore $\omega(t)=s_{i}$ for all $t \geq \sum_{k=0}^{i-1} t_{k}$. In order to define a probability space over $\Omega$ we transform $\Omega$ to the set Path of finite absorbing and infinite paths as defined in [3]. Let $\psi: \Omega \rightarrow$ Path be the transformation that drops the artificial repetitions of absorbing states, i.e.

$$
\psi\left(s_{0}, t_{0}, s_{1}, t_{1}, \ldots\right):= \begin{cases}\left(s_{0}, t_{0}, s_{1}, t_{1}, \ldots\right), & \text { if } \forall k \in \mathbb{N}: t_{k}<\infty \\ \left(s_{0}, t_{0}, s_{1}, t_{1}, \ldots, s_{l}\right), & l:=\min \left\{k \mid t_{k}=\infty\right\}<\infty\end{cases}
$$

where $\min \emptyset:=\infty$. Note that in the definition of $\psi$ the two cases are disjoint. Since $\psi$ is bijective the probability space (Path, $\mathcal{F}($ Path $), \operatorname{Pr}_{\alpha}$ ) as defined in [3] (where $\alpha \in \mathcal{D}(S)$ is a distribution over initial states) induces for each $s \in S$ a probability space $\left(\Omega, \mathcal{B}(\Omega), P_{s}\right)$ in a canonical way:

$$
\mathcal{B}(\Omega):=\{A \subseteq \Omega \mid \psi(A) \in \mathcal{F}(\text { Path })\} \quad \text { and } \quad P_{s}:=\operatorname{Pr}_{\delta_{s}} \circ \psi,
$$

where we choose $\alpha:=\delta_{s}$ with $\delta_{s}\left(s^{\prime}\right):=\delta_{s, s^{\prime}}$ (i.e. $s$ is the initial state). Before moving on, we want to mention that both sample spaces $\Omega$ and Path are equivalent, since $\psi$ is bijective (and measurable by definition of $\mathcal{B}(\Omega)$ ). The sample space Path allows for an intuitive interpretation of sample paths $\omega$ regarded as jump functions $\omega:[0, \infty) \rightarrow S$ as described above. Every jump function that is constant on intervals of positive length has at most a finite or countably infinite number of jumps - this distinction is encoded in the sample paths of Path. However, this differentiation of cases would directly be transferred to a corresponding differentiation in the definition of stochastic processes that we will introduce in the sequel. For this reason, we have chosen $\Omega$ as the sample space which embedds these cases already in its definition and thus does not lead to an overload of notation in the definition of these processes.

### 4.2.2 Induced Stochastic Processes

The CTMC $\mathcal{M}=(S, Q)$ induces a number of stochastic processes over $\Omega$. For $\omega=\left(s_{0}, t_{0}, s_{1}, t_{1}, \ldots\right) \in \Omega$ define the
(i) discrete-time state process $\left(X_{n}\right)_{n \in \mathbb{N}}$ by

$$
X_{n}(\omega):=s_{n}
$$

(ii) sojourn time $\left(\tau_{n}\right)_{n \in \mathbb{N}}$, where

$$
\tau_{n}(\omega):=t_{n} \leq \infty
$$

(iii) total elapsed time $\left(T_{n}\right)_{n \in \mathbb{N}}$ for the first $n$ transitions as

$$
T_{n}(\omega):=\sum_{i=0}^{n-1} \tau_{i}(\omega)
$$

(iv) number of transitions $\left(N_{t}\right)_{0 \leq t<\infty}$ up to time $t$ as

$$
N_{t}(\omega):=\max \left\{n \mid T_{n}(\omega) \leq t\right\} \in \mathbb{N}
$$

(note that with probability 1 the maximum is taken over a finite set and thus $N_{t}$ is almost surely finite, i.e. $P\left(N_{t}<\infty\right)=1$ )
(v) continuous-time state process $\left(Z_{t}\right)_{0 \leq t<\infty}$, where

$$
Z_{t}(\omega):=X_{N_{t}(\omega)}(\omega)
$$

i.e. $Z_{t}$ is the state of the system at point in time $t \geq 0$.

Remark 4.2. For all $t \in[0, \infty)$ and $n \in \mathbb{N}$ the following equalities of events hold:

$$
\left\{N_{t}=n\right\}=\left\{T_{n} \leq t<T_{n+1}\right\} \quad \text { and } \quad\left\{N_{t} \geq n\right\}=\left\{T_{n} \leq t\right\}
$$

The discrete-time state process $X_{n}$ represents the $n$-th visited state (or an absorbing state) and it fulfills the discrete-time Markov property as in (2.4), i.e. for all $s, s_{0}, s_{1}, \ldots s_{k} \in S$ and $0<n_{1}<\cdots<n_{k}<n$

$$
P_{s_{0}}\left(X_{n}=s \mid X_{n_{1}}=s_{1}, \ldots, X_{n_{k}}=s_{k}\right)=P_{s_{0}}\left(X_{n}=s \mid X_{n_{k}}=s_{k}\right)
$$

From $Z_{t}(\omega)=X_{N_{t}(\omega)}(\omega)$ and $N_{t}(\omega)$ non-decreasing for all $\omega$ it follows that the continuous-time state process $Z_{t}$ also fulfills the Markov property, which reads as a continuous time version:

$$
P_{s_{0}}\left(Z_{t}=s \mid Z_{t_{1}}=s_{1}, \ldots, Z_{t_{k}}=s_{k}\right)=P_{s_{0}}\left(Z_{t}=s \mid Z_{t_{k}}=s_{k}\right)
$$

for all $s, s_{0}, s_{1}, \ldots s_{k} \in S$ and $0 \leq t_{1}<\cdots<t_{k}<t$. Thus given knowledge about the state $Z_{t_{k}}=s_{k}$ of the process for any arbitrary point in time $t_{k}<t$, then the process $Z_{t}$ does not depend on its history comprising the visited states before time $t_{k}$. It further holds that $Z_{t}$ is homogeneous in time, i.e. the following property holds:

$$
P_{s_{0}}\left(Z_{t+t^{\prime}}=s^{\prime} \mid Z_{t}=s\right)=P_{s}\left(Z_{t^{\prime}}=s^{\prime}\right)
$$

As in Sect. 2 we fix a representation of the state space $S$ through indices $\{1,2, \ldots, n\}, n:=|S|$ such that functions $S \rightarrow \mathbb{R}$ can be represented by vectors in $\mathbb{R}^{n}$ and functions $S \times S \rightarrow \mathbb{R}$ as matrices in $\mathbb{R}^{n \times n}$. Define the transient probability matrix $P(t)$ as

$$
\begin{equation*}
P(t)\left(s, s^{\prime}\right):=P_{s}\left(Z_{t}=s^{\prime}\right) \tag{4.1}
\end{equation*}
$$

The matrix $P(t)$ is stochastic for all $t \geq 0$ and fulfills the property

$$
P\left(t+t^{\prime}\right)=P(t) P\left(t^{\prime}\right) \quad \forall t, t^{\prime} \geq 0
$$

which reads componentwise as $P\left(t+t^{\prime}\right)\left(s, s^{\prime}\right)=\sum_{u} P(t)(s, u) \cdot P\left(t^{\prime}\right)\left(u, s^{\prime}\right)$. This means that from state $s$ the probability to be in state $s^{\prime}$ after $t+t^{\prime}$ time units is the probability to be in some arbitrary state $u \in S$ after $t$ time units and traverse from there within further $t^{\prime}$ time units to state $s^{\prime}$. It can be shown that all entries of $P(t)$ are differentiable for all $t \geq 0$ and $P(t)$ is related to the generator matrix $Q$ of the CTMC by the Kolmogorov differential equations

$$
\begin{equation*}
\frac{d}{d t} P(t)=Q P(t) \quad \text { and } \quad \frac{d}{d t} P(t)=P(t) Q \tag{4.2}
\end{equation*}
$$

which read in componentwise notation as

$$
\frac{d}{d t}\left(P(t)\left(s, s^{\prime}\right)\right)=\sum_{u} Q(s, u) \cdot P(t)\left(u, s^{\prime}\right)=\sum_{v} P(t)(s, v) \cdot Q\left(v, s^{\prime}\right)
$$

All solutions to these equations are of the form $P(t)=e^{Q t}$ since $P(0)=I$ is the identity matrix, where for a matrix $A$ the quantity $e^{A}$ denotes the matrix exponential that is given by $e^{A}=\sum_{k=0}^{\infty} \frac{1}{k!} A^{k}$.

### 4.2.3 State Classification

As in Sect. 2.1.2 there is also a classification of states in case of continuous time Markov chains. Since this taxonomy is almost the same as in the discrete-time case, we only present it very briefly. The most important difference is that in the continuous-time setup there is no notion for periodicity of states and it can be shown that the matrix $P(t)$ converges as $t \rightarrow \infty$ (for finite state spaces). We denote the limit by $P^{*}:=\lim _{t \rightarrow \infty} P(t)$. Note that in Definition 2.9 we denoted the corresponding discrete-time limiting matrix as $P^{\infty}$ and its time-averaged version as $P^{*}$ and mentioned in Proposition [2.2 that they both coincide if $P^{\infty}$ exists. Since the existence of this limit in the continuous-time case is always guaranteed, we call this limit directly $P^{*}$ instead of $P^{\infty}$ in order to use similar notation. One can show that $P^{*}$ is stochastic and fulfills the invariance conditions

$$
P^{*} P(t)=P(t) P^{*}=P^{*} P^{*}=P^{*}
$$

Therefore, the probability distribution $P^{*}(s, \cdot) \in \mathcal{D}(S)$ in each row of $P^{*}$ is a stationary distribution and since $P(t)(s, \cdot) \rightarrow P^{*}(s, \cdot)$ as $t \rightarrow \infty$ it is also the limiting distribution from state $s$. Furthermore, it holds that

$$
P^{*} Q=Q P^{*}=0
$$

which can be derived from (4.2) and $\frac{d}{d t} P(t) \rightarrow 0$ as $t \rightarrow \infty$.
Let the random variable $M_{s} \in(0, \infty]$ denote the point in time when the state process $Z_{t}$ returns to $s$ for the first time (given $Z_{0}=s$ ). A state $s$ is transient if $P_{s}\left(M_{s}=\infty\right)>0$ or equivalently $P^{*}(s, s)=0$. In the other case,
if $P_{s}\left(M_{s}<\infty\right)=1$ then $s$ is called recurrent and it holds equivalently that $P^{*}(s, s)>0$. It can be shown that there is always at least one recurrent state if the state space is finite. A state $s^{\prime}$ is reachable from $s$ if $P(t)\left(s, s^{\prime}\right)>0$ for some $t \geq 0$. The states $s$ and $s^{\prime}$ are communicating if $s^{\prime}$ is reachable from $s$ and $s$ is reachable from $s^{\prime}$. This communication relation is an equivalence relation and partitions the set of recurrent states into closed recurrent classes. Therefore, the state space partitions into $S=\bigcup_{i=1}^{k} S_{i}^{r} \cup S^{t}$, where $S^{t}$ denotes the set of transient states and $S_{i}^{r}$ is a closed recurrent class for all $i=1, \ldots, k$. For $s, s^{\prime} \in S_{i}^{r}$ in the same recurrent class it holds that $P^{*}\left(s, s^{\prime}\right)>0$. As in the discrete-time case $P^{*}$ can be represented by

$$
P^{*}=\left(\begin{array}{cccccc}
P_{1}^{*} & 0 & 0 & \ldots & 0 & 0  \tag{4.3}\\
0 & P_{2}^{*} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & 0 \\
0 & 0 & 0 & \ldots & P_{k}^{*} & 0 \\
\widetilde{P}_{1}^{*} & \widetilde{P}_{2}^{*} & \widetilde{P}_{3}^{*} & \ldots & \widetilde{P}_{k}^{*} & 0
\end{array}\right)
$$

where $P_{i}^{*}$ has identical rows for the stationary distribution in class $S_{i}^{r}$ and $\widetilde{P}_{i}^{*}$ contains the trapping probabilities from transient states $S^{t}$ into $S_{i}^{r}$. If a closed recurrent class consists of only one state $s$, then $s$ is called absorbing. A CTMC is unichain if $k=1$ and multichain if $k \geq 2$. A unichain CTMC is called irreducible or ergodic if $S^{t}=\emptyset$.

### 4.3 Model Transformations

In this section we present a set of model transformations, which will allow us to

- unify the different types of rewards (impulse reward and rate reward) in the reward accumulation process ("Continuization") and
- relate some continuous-time concepts to discrete-time Markov Reward Models from Sect. 2 ("Embedding" and "Uniformization").

These transformations simplify the evaluation process of all the reward measures and map the computation of the value functions for continuous-time models to the discrete-time case.

### 4.3.1 Embedding

As mentioned in Sect. 4.1 a CTMC $(S, Q)$ defines for all states $s, s^{\prime} \in S$ the embedded transition probabilities $P\left(s, s^{\prime}\right)$. The structure $(S, P)$ can be considered as a discrete-time Markov chain and it induces on the sample space $\Omega^{\prime}:=\left\{\left(s_{0}, s_{1}, s_{2}, \ldots\right) \in S^{\mathbb{N}} \mid P\left(s_{i-1}, s_{i}\right)>0\right.$ for all $\left.i \geq 1\right\}$ as in (2.3) the state process $X_{n}^{\prime}$ (by Definition 2.3) given by $X_{n}^{\prime}\left(s_{0}, s_{1}, \ldots\right)=s_{n}$. This stochastic process is related to the discrete-time state process $X_{n}: \Omega \rightarrow S$ by abstracting away from the time information, i.e. for all $n \in \mathbb{N}$

$$
X_{n}\left(s_{0}, t_{0}, s_{1}, t_{1}, \ldots\right)=X_{n}^{\prime}\left(s_{0}, s_{1}, \ldots\right)
$$

This equation establishes the connection to DTMCs and thus $X_{n}$ can be considered as the state process of the DTMC $(S, P)$. Therefore, $(S, P)$ is also called the embedded discrete-time Markov chain and $X_{n}$ is the embedded state process of the CTMC $(S, Q)$.

Now consider a CTMRM $(S, Q, i, r)$ and define a function $R: S \times S \rightarrow \mathbb{R}$ where $R\left(s, s^{\prime}\right)$ denotes the expected accumulated rate reward $r(s)$ in state $s$ over time including the impulse reward $i\left(s, s^{\prime}\right)$ gained for transition from $s$ to some other state $s^{\prime} \neq s$ (as in Sect.4.1). If $s$ is non-absorbing, then the sojourn time $\tau_{s}$ in $s$ is exponentially distributed with rate $E(s)>0$ and $R\left(s, s^{\prime}\right)$ is given by

$$
\begin{equation*}
R\left(s, s^{\prime}\right):=i\left(s, s^{\prime}\right)+\frac{r(s)}{E(s)} \tag{4.4}
\end{equation*}
$$

Otherwise, if $s$ is absorbing, the embedding is only possible if $r(s)=0$ and in this case we define $R\left(s, s^{\prime}\right):=0$ for all $s^{\prime}$.

It is very important to note that if we consider a reward measure on the CTMRM with value function $V$ and a corresponding reward measure on the transformed DTMRM with value function $V^{\prime}$, then it is of course desirable that $V=V^{\prime}$, i.e. the transformation should be value-preserving. This allows to compute the value $V$ by applying the theory and algorithms for the discretetime models as presented in Sect. 2 However, as we will see, such a model transformation needs in general the reward measure itself as input in order to be value-preserving. As an example, the integration of the rate reward $r(s)$ into the reward $R\left(s, s^{\prime}\right)$ is performed by total expectation over an infinite time-horizon, which gives the term $\frac{r(s)}{E(s)}$. If one considers a finite horizon for the continuoustime model, then $R\left(s, s^{\prime}\right)$ as defined is obviously not the appropriate reward gained in state $s$ in the embedded discrete-time model.

### 4.3.2 Uniformization

We have seen in Sect. 4.1 that the quantities $Q\left(s, s^{\prime}\right)$ for $s^{\prime} \neq s$ can be regarded as rates of exponentially distributed transition times $\tau_{s, s^{\prime}}$. All these transition events define a race and only the fastest event involves a transition to another state $s^{\prime} \neq s$. We can manipulate this race, by adding to the set of events $\left\{\tau_{s, s^{\prime}} \mid s^{\prime} \neq s\right\}$ of a state $s$ an auxiliary exponentially distributed event $\tau_{s, s}$ with an arbitrary positive rate $L(s)>0$ that introduces a self-loop (i.e. a transition from $s$ to $s$ ), if it wins the race. The time up to transition is $\tau_{s}:=\min \left\{\tau_{s, s^{\prime}} \mid s^{\prime} \in S\right\}$ and it is exponentially distributed with increased exit rate $\widetilde{E}(s):=E(s)+L(s)$. The probability that $\tau_{s, s}$ wins the race can be computed to $P\left(\tau_{s, s} \leq \tau_{s, s^{\prime}} \forall s^{\prime} \in S\right)=\frac{L(s)}{\widetilde{E}(s)}=1+\frac{Q(s, s)}{\widetilde{E}(s)}$ and for all $s_{0}^{\prime} \neq s$ it holds that $P\left(\tau_{s, s_{0}^{\prime}} \leq \tau_{s, s^{\prime}} \forall s^{\prime} \in S\right)=\frac{Q\left(s, s^{\prime}\right)}{E(s)}$. We can add such events $\tau_{s, s}$ to a set of states $s$ and thus increase the exit rates for all these states simultaneously. Moreover, we can choose an arbitrary $\mu>0$ with $\max \{E(s) \mid s \in S\} \leq \mu<\infty$ (called uniformization rate) such that $\widetilde{E}(s) \equiv \mu$ is constant for all $s \in S$. The uniformization rate $\mu$ allows to define a transformation to the $\mu$-uniformized

DTMRM $\mathcal{M}^{\mu}:=\left(S, P^{\mu}, R^{\mu}\right)$ where a transition from $s$ to $s^{\prime}$ in $\mathcal{M}^{\mu}$ captures the event that $\tau_{s, s^{\prime}}$ wins the race and thus

$$
\begin{equation*}
P^{\mu}\left(s, s^{\prime}\right):=\delta_{s, s^{\prime}}+\frac{Q\left(s, s^{\prime}\right)}{\mu} \tag{4.5}
\end{equation*}
$$

Note that the probability to eventually leave state $s$ to a state $s^{\prime} \neq s$ is exactly the embedded transition probability $P\left(s, s^{\prime}\right)=\sum_{i=0}^{\infty} P^{\mu}(s, s)^{i} P^{\mu}\left(s, s^{\prime}\right)$. The reward $R^{\mu}\left(s, s^{\prime}\right)$ combines the accumulated rate reward in state $s$ and the impulse reward up to transition to some state $s^{\prime}$. In the CTMRM the rate reward $r(s)$ is accumulated for the complete sojourn time in $s$. Since self-loops are possible in the uniformized DTMRM the accumulation process stops when an arbitrary transition occurs. The expected value of the accumulated rate reward up to transition is given by $r(s) \cdot \frac{1}{\mu}$. Furthermore, the impulse reward $i\left(s, s^{\prime}\right)$ is only gained if a transition to another state $s^{\prime} \neq s$ takes place. But since $i(s, s)=0$ for all $s \in S$ by Definition 4.1 it follows that for all $s, s^{\prime} \in S$ the total uniformized reward $R^{\mu}\left(s, s^{\prime}\right)$ is given by

$$
\begin{equation*}
R^{\mu}\left(s, s^{\prime}\right):=i\left(s, s^{\prime}\right)+\frac{r(s)}{\mu} \tag{4.6}
\end{equation*}
$$

This equation is similar to (4.4) with the difference that the exit rate $E(s)$ is replaced by the uniformization rate $\mu \geq E(s)$. A further difference comes into the picture when considering the accumulation of these rewards. Both rewards $R(s, s)$ and $R^{\mu}(s, s)$ for self-loops are possibly non-zero. In case of the embedded DTMRM the probability $P(s, s)$ for self-loops is 0 in non-absorbing states $s$ and thus $R(s, s)$ is not accumulated, in contrast to the uniformized model where $P^{\mu}(s, s)>0$ is possible.

So far we have defined the two transformations "Embedding" and "Uniformization" both discretizing the continuous time of a CTMRM and the accumulation of the rate reward over time. In contrast, the upcoming third transformation does not modify the time property itself, but rather merges the impulse rewards into the rate reward. In this way, the CTMRM model has no discrete contributions in the reward accumulation process, which allows to simplify the evaluations of the reward measures (as we will see in the upcoming sections).

### 4.3.3 Continuization

Let $\mathcal{M}=(S, Q, i, r)$ be a CTMRM and for a non-absorbing state $s$ denote $R(s):=\sum_{s^{\prime} \neq s} P\left(s, s^{\prime}\right) R\left(s, s^{\prime}\right)$, where $R\left(s, s^{\prime}\right)$ is as in (4.4) and $P\left(s, s^{\prime}\right)$ is the embedded transition probability. Thus

$$
R(s)=\sum_{s^{\prime} \neq s} P\left(s, s^{\prime}\right) i\left(s, s^{\prime}\right)+\frac{r(s)}{E(s)}
$$

is the expected accumulated rate reward $r(s)$ in state $s$ including the expected impulse reward $\sum_{s^{\prime} \neq s} P\left(s, s^{\prime}\right) i\left(s, s^{\prime}\right)=i(s)$ gained for transition from $s$ to
some other state $s^{\prime} \neq s$. Consider for the moment that $i\left(s, s^{\prime}\right)=0$ for all $s, s^{\prime}$, i.e. there are no impulse rewards defined. Then $r(s)=R(s) E(s)$, which means that the rate reward $r(s)$ is the same as the expected reward $R(s)$ accumulated in $s$ weighted by the exit rate $E(s)$. More generally, if the impulse rewards $i\left(s, s^{\prime}\right)$ were defined then from $P\left(s, s^{\prime}\right)=\frac{Q\left(s, s^{\prime}\right)}{E(s)}$ it follows that $R(s) E(s)=\sum_{s^{\prime} \neq s} i\left(s, s^{\prime}\right) Q\left(s, s^{\prime}\right)+r(s)$. This means that we can transform the original CTMRM $\mathcal{M}$ with impulse rewards into a CTMRM $\overline{\mathcal{M}}=(S, Q, \bar{r})$ without impulse rewards by integrating the original impulse rewards into a new rate reward

$$
\bar{r}(s):=\sum_{s^{\prime} \neq s} i\left(s, s^{\prime}\right) Q\left(s, s^{\prime}\right)+r(s)
$$

We call $\bar{r}$ the continuized rate reward since in the continuized model $\overline{\mathcal{M}}$ there is no discrete contribution to the reward accumulation process. As we will see in Theorem 4.1 this (rather heuristically deduced) transformation preserves the finite-horizon total reward measure and thus all the reward measures that are derived from the finite-horizon case.

Figure 4.2 shows a diagram with all the presented transformations and also some relations between them. It is interesting to note that this diagram commutes.


Fig. 4.2. Commuting model transformations

This means that instead of computing the embedded or uniformized DTMRM from the CTMRM $(S, Q, i, r)$ it is possible to continuize the model before performing such a transformation and the resulting DTMRM is the same. We show the commutation of the transformation only for the $\mu$-uniformization, since analogous arguments can be employed for the embedding. When performing the $\mu$ uniformization on $(S, Q, i, r)$ then $R^{\mu}\left(s, s^{\prime}\right)=i\left(s, s^{\prime}\right)+\frac{r(s)}{\mu}$ by (4.6). Also denote $\bar{R}^{\mu}(s)$ as the $\mu$-uniformization of the continuized rate reward $\bar{r}(s)$. Due to the absence of impulse rewards in the continuized model it follows for all $s \in S$ that

$$
\bar{R}^{\mu}(s)=\frac{\bar{r}(s)}{\mu}=\frac{1}{\mu}\left(\sum_{s^{\prime} \neq s} i\left(s, s^{\prime}\right) Q\left(s, s^{\prime}\right)+r(s)\right)=\sum_{s^{\prime} \neq s} i\left(s, s^{\prime}\right) P^{\mu}\left(s, s^{\prime}\right)+\frac{1}{\mu} r(s)
$$

by definition of $P^{\mu}$ as in (4.5). Furthermore, since $i(s, s)=0$ it follows

$$
\bar{R}^{\mu}(s)=\sum_{s^{\prime} \in S} i(s, s) P^{\mu}\left(s, s^{\prime}\right)+\frac{1}{\mu} r(s)=\sum_{s^{\prime} \in S} R^{\mu}\left(s, s^{\prime}\right) P^{\mu}\left(s, s^{\prime}\right)=R^{\mu}(s)
$$

Thus, the $\mu$-uniformization of the continuized rate reward $\bar{R}^{\mu}(s)$ is exactly the state-based view on the $\mu$-uniformized reward $R^{\mu}\left(s, s^{\prime}\right)$. Also note that the definition of recurrency and reachability in the discrete-time and continuous-time cases are similar. For this reason the classification of states into closed recurrent classes $S_{i}^{r}$ and transient states $S^{t}$ is invariant under the model transformations, since the directed graph structure of the model does not change.

In the following we are going to provide natural definitions for the value functions of the reward measures that we have also considered in the discrete-time case in Sect. 2 The most important question that we will consider is whether the transformations we have presented in this section are value-preserving. More clearly, let $\mathcal{R}$ be a reward measure with value function $V$ on the CTMRM $\mathcal{M}$. We can also evaluate $\mathcal{R}$ on one of the transformed models, e.g. on $\mathcal{M}^{\mu}$ which gives a value function $V^{\mu}$. Under what circumstances is $V=V^{\mu}$ ? This question will be answered in the forthcoming sections.

### 4.4 Total Reward Measure

With all the definitions and tools introduced in the preceding sections we are now set to define the total reward measure. We write $\mathbb{E}_{s}$ for the expectation operator if $X_{0}=s\left(\right.$ or $\left.Z_{0}=s\right)$ is the initial state. For a random variable $Y$ we also write $\mathbb{E}[Y]$ for the function $s \mapsto \mathbb{E}_{s}[Y] \in \mathbb{R}$, respectively for the vector in $\mathbb{R}^{|S|}$ consisting of the expected values $\mathbb{E}_{s}[Y]$.
Definition 4.2. Let $T \in \mathbb{R}, T \geq 0$ be some finite real time horizon and $N_{T}$ the random number of transitions up to time $T$. The finite-horizon total value function is defined as

$$
\begin{equation*}
V_{T}(s):=\mathbb{E}_{s}\left[\sum_{k=1}^{N_{T}} i\left(X_{k-1}, X_{k}\right)\right]+\mathbb{E}_{s}\left[\int_{0}^{T} r\left(Z_{t}\right) d t\right], \tag{4.7}
\end{equation*}
$$

if both expectations exist. If furthermore the expectations $\mathbb{E}_{s}\left[\sum_{k=1}^{N_{T}}\left|i\left(X_{k-1}, X_{k}\right)\right|\right]$ and $\mathbb{E}_{s}\left[\int_{0}^{T}\left|r\left(Z_{t}\right)\right| d t\right]$ converge as $T \rightarrow \infty$, then we also define the (infinitehorizon) total value function as

$$
V_{\infty}(s):=\lim _{T \rightarrow \infty} V_{T}(s)
$$

In (4.7) the rate reward $r\left(Z_{t}\right)$ in state $Z_{t}$ is continuously accumulated over the time interval $[0, T]$ by integration, whereas the impulse rewards $i\left(X_{k-1}, X_{k}\right)$ for the $N_{T}$ transitions from states $X_{k-1}$ to $X_{k}$ for $k=1, \ldots, N_{T}$ are discretely accumulated via summation. Note that the upper bound $N_{T}=\max \left\{n \mid T_{n} \leq T\right\}$
in the summation is random. If $\omega=\left(s_{0}, t_{0}, s_{1}, t_{1}, \ldots\right) \in \Omega$ then $N_{T}(\omega) \in \mathbb{N}$ and the random variable $\sum_{k=1}^{N_{T}} i\left(X_{k-1}, X_{k}\right)$ takes the value $\sum_{k=1}^{N_{T}(\omega)} i\left(s_{k-1}, s_{k}\right) \in \mathbb{R}$. Furthermore, $N_{T}$ has finite expectation (see Lemma A.3in the Appendix). Since the state space is finite there exists $C \geq 0$ such that $|r(s)| \leq C$ and $\left|i\left(s, s^{\prime}\right)\right| \leq C$ for all $s, s^{\prime} \in S$. Therefore
$\mathbb{E}_{s}\left[\left|\int_{0}^{T} r\left(Z_{t}\right) d t\right|\right] \leq C \cdot T<\infty \quad$ and $\quad \mathbb{E}_{s}\left[\left|\sum_{k=1}^{N_{T}} i\left(X_{k-1}, X_{k}\right)\right|\right] \leq C \cdot \mathbb{E}\left[N_{T}\right]<\infty$
such that $V_{T}(s)$ is defined for all $T \geq 0$. In the prerequisites for the definition of the total value function $V_{\infty}$ we require a more restrictive absolute convergence. However, this property is quite natural since it is equivalent to the (joint) integrability of the function $r\left(Z_{t}\right):[0, \infty) \times \Omega \rightarrow \mathbb{R}$ with respect to the probability measure $P_{s}$ on $\Omega$ for the expectation $\mathbb{E}_{s}$ and the Lebesgue measure for the integral over $[0, \infty)$.

Note that $\mathbb{E}_{s}\left[r\left(Z_{t}\right)\right]=\sum_{s^{\prime}} P_{s}\left(Z_{t}=s^{\prime}\right) r\left(s^{\prime}\right)$ is the $s$-th row of the vector $P(t) r$. If we assume that $i\left(s, s^{\prime}\right)=0$ for all $s, s^{\prime} \in S$ then the finite-horizon total value function $V_{T} \in \mathbb{R}^{S}$ regarded as a vector in $\mathbb{R}^{|S|}$ can be computed by

$$
\begin{equation*}
V_{T}=\mathbb{E}\left[\int_{0}^{T} r\left(Z_{t}\right) d t\right]=\int_{0}^{T} P(t) r d t \tag{4.8}
\end{equation*}
$$

The following theorem generalizes this computation for the case with impulse rewards $i\left(s, s^{\prime}\right)$. Furthermore, it explains why the continuization transformation as defined in Sect. 4.3 .3 preserves the finite-horizon total reward measure. Therefore, this can be considered as the main theorem in the section on CTMRMs.

## Theorem 4.1 (Value Preservation of Continuization).

For a CTMRM $\mathcal{M}=(S, Q, i, r)$ let $\overline{\mathcal{M}}=(S, Q, \bar{r})$ be its continuization with

$$
\bar{r}(s)=\sum_{s^{\prime} \neq s} i\left(s, s^{\prime}\right) Q\left(s, s^{\prime}\right)+r(s)
$$

For the finite-horizon total value function it holds that

$$
V_{T}(s)=\mathbb{E}_{s}\left[\int_{0}^{T} \bar{r}\left(Z_{t}\right) d t\right] .
$$

$V_{T}$ can be computed by

$$
V_{T}=\int_{0}^{T} P(t) \bar{r} d t
$$

which reads in componentwise notation as

$$
V_{T}(s)=\sum_{s^{\prime} \in S} \bar{r}\left(s^{\prime}\right) \int_{0}^{T} P(t)\left(s, s^{\prime}\right) d t
$$

Proof. In (4.8) we have already shown the statement for the integral term in the definition of $V_{T}$ in (4.7). It remains to show the statement for the summation term. We have already mentioned that $N_{T}$ has finite expectation. By Lemma A. 1 in the Appendix and the law of total expectation it follows for an arbitrary initial state $s_{0} \in S$ that

$$
\begin{aligned}
& \mathbb{E}_{s_{0}}\left[\sum_{k=1}^{N_{T}} i\left(X_{k-1}, X_{k}\right)\right]=\sum_{k=1}^{\infty} \mathbb{E}_{s_{0}}\left[i\left(X_{k-1}, X_{k}\right)\right] P_{s_{0}}\left(N_{T} \geq k\right)= \\
& \sum_{k=1}^{\infty} \sum_{s, s^{\prime}} i\left(s, s^{\prime}\right) P_{s_{0}}\left(X_{k-1}=s, X_{k}=s^{\prime}\right) P_{s_{0}}\left(N_{T} \geq k\right)=\sum_{s, s^{\prime}} i\left(s, s^{\prime}\right) n_{T}\left(s, s^{\prime}\right)
\end{aligned}
$$

where

$$
n_{T}\left(s, s^{\prime}\right):=\mathbb{E}_{s_{0}}\left[\sum_{k=1}^{N_{T}} \mathbb{1}_{\left\{X_{k-1}=s, X_{k}=s^{\prime}\right\}}\right]=\sum_{k=1}^{\infty} P_{s_{0}}\left(X_{k-1}=s, X_{k}=s^{\prime}\right) P_{s_{0}}\left(N_{T} \geq k\right)
$$

is the expected number of transitions from $s$ to $s^{\prime}$ up to time $T$ from initial state $s_{0}$. If we can show that

$$
n_{T}\left(s, s^{\prime}\right)=Q\left(s, s^{\prime}\right) \cdot \int_{0}^{T} P_{s_{0}}\left(Z_{t}=s\right) d t
$$

then we are done. The proof for this equation is outsourced to the Appendix. There, in Lemma A. 2 we present a proof which uses the uniformization method and in Remark A.2 we sketch a more direct proof without the detour with uniformization which relies on facts from queueing theory.

Example 4.2. We come back to our WSN node model introduced in Example 4.1 and assume $\lambda=2$ activities per hour and an average duration of 15 minutes, i.e. $\mu=4$ and for the sensor $\lambda_{s}=4$ and $\mu_{s}=30$. Figure 4.3 shows the transient probabilities $P(t)\left(s_{\text {init }}, s\right)$ for the initial state $s_{\text {init }}=$ (silence, idle) and the finitehorizon total value function

$$
\begin{align*}
& V_{T}\left(s_{\text {init }}\right)=(1,0,0,0) \int_{0}^{T} e^{Q t} \bar{r} d t=  \tag{4.9}\\
& \frac{220}{7} T+\frac{10}{49}+\frac{5}{833} e^{-22 T}\left((13 \sqrt{51}-17) e^{-2 \sqrt{51} T}-(13 \sqrt{51}+17) e^{2 \sqrt{51} T}\right)
\end{align*}
$$

indicating the total energy consumption up to time $T$. The continuized rate reward is given by

$$
\bar{r}=\left(5 \lambda_{s}, 5 \lambda_{s}, 10+5 \mu_{s}, 10\right)^{T}=(20,20,160,10)^{T}
$$

In the following we provide methods for the evaluation of the infinite-horizon total reward measure $V_{\infty}$. We also show that the model transformations embedding, uniformization and continuization are value-preserving with respect to this


Fig. 4.3. Left: Transient probability functions for initial state $s_{\text {init }}=$ (silence, idle) converging to the limiting distribution. Right: Total energy consumption during the first hour given by the finite-horizon total value function $V_{T}\left(s_{\text {init }}\right)$ as a function of $T$.
measure. This enables us to provide several methods for the evaluation of $V_{\infty}$. Before presenting Theorem 4.2, we start with an important proposition about the relation between the existence of the infinite-horizon total value function and the model data $Q, i$ and $r$ of a CTMRM. A proof can be found in the Appendix on page 237
Proposition 4.1. For a $\operatorname{CTMRM}(S, Q, i, r)$ let $S=\bigcup_{i=1}^{k} S_{i}^{r} \cup S^{t}$ be the partitioning of $S$ into the $k$ closed recurrent classes $S_{i}^{r}$ and transient states $S^{t}$. The infinite-horizon total value function $V_{\infty}$ exists if and only if for all $i=1, \ldots, k$ and for all $s, s^{\prime} \in S_{i}^{r}$ it holds that

$$
r(s)=0 \quad \text { and } \quad i\left(s, s^{\prime}\right)=0
$$

Theorem 4.2 (Total Reward Measure - Direct Evaluation and Embedding). If for a CTMRM $(S, Q, i, r)$ the total value function $V_{\infty}$ exists, then it is the unique solution to the system of linear equations

$$
\begin{array}{ll}
V_{\infty}(s)=R(s)+\sum_{s^{\prime} \neq s} P\left(s, s^{\prime}\right) V_{\infty}\left(s^{\prime}\right) & \text { for } s \in S^{t}  \tag{4.10}\\
V_{\infty}(s)=0 & \text { for } s \in S \backslash S^{t} .
\end{array}
$$

Here, $P\left(s, s^{\prime}\right)$ are the embedded transition probabilities and $R(s)$ is the statebased embedded reward, i.e. $R(s)=\sum_{s^{\prime} \in S} R\left(s, s^{\prime}\right) P\left(s, s^{\prime}\right)$ (see (4.4)). In vector notation this system of equation reads as

$$
(I-P) V_{\infty}=R \quad \text { with } \quad V_{\infty}(s)=0 \forall s \in S \backslash S^{t}
$$

If the impulse reward function $i$ is represented as a matrix with entries $i\left(s, s^{\prime}\right)$ then this system of equations can be written in vector notation as

$$
\begin{equation*}
-Q V_{\infty}=\operatorname{diag}\left(i Q^{T}\right)+r \tag{4.11}
\end{equation*}
$$

where $Q^{T}$ is the transpose of the matrix $Q$ and $\operatorname{diag}\left(i Q^{T}\right)$ is the diagonal of the matrix $i Q^{T}$. This equation represents the direct evaluation of the total reward measure (without performing the embedding).

Proof. In Sect. 4.5 on the discounted reward measure we establish similar equations to (4.10) which involve a discount rate parameter $\alpha$. By setting $\alpha$ to 0 and noting that all occuring expectations exist (4.10) can be derived analogously. By multiplying (4.10) with $E(s)$ and rearranging terms one can directly deduce (4.11). The uniqueness holds since the $\left(\left|S^{t}\right| \times\left|S^{t}\right|\right)$-submatrix of $Q$ with entries $Q\left(s, s^{\prime}\right)$ for transient states $s, s^{\prime} \in S^{t}$ has full rank.

## Corollary 4.1 (Total Reward Measure - Continuization).

Let $\mathcal{M}=(S, Q, i, r)$ be a CTMRM and $\overline{\mathcal{M}}=(S, Q, \bar{r})$ its continuization. If the total value function $V_{\infty}$ for $\mathcal{M}$ exists then it also exists for $\overline{\mathcal{M}}$ and in this case they are equal, i.e. $V_{\infty}$ is the unique solution to the system of linear equations

$$
\begin{equation*}
Q V_{\infty}=-\bar{r} \tag{4.12}
\end{equation*}
$$

with $V_{\infty}(s)=0$ for all recurrent states $s$.
Proof. Let $S_{i}^{r} \subseteq S$ be a closed recurrent class of $S$ and consider a recurrent state $s \in S_{i}^{r}$. If $V_{\infty}$ exists for $\mathcal{M}$, then by Proposition 4.1 it holds that $r(s)=0$ and $i\left(s, s^{\prime}\right)=0$ for all $s^{\prime} \in S_{i}^{r}$ in the same recurrent class. Furthermore, if $s^{\prime} \in S \backslash S_{i}^{r}$ then $Q\left(s, s^{\prime}\right)=0$ and therefore $\bar{r}(s)=\sum_{s^{\prime} \neq s} i\left(s, s^{\prime}\right) Q\left(s, s^{\prime}\right)+r(s)=0$. Thus, the total value function for $\overline{\mathcal{M}}$ denoted by $\bar{V}_{\infty}$ is also defined and it solves (4.11) which reads as $-Q \bar{V}_{\infty}=\bar{r}$. In order to show that $V_{\infty}=\bar{V}_{\infty}$ note that the $s$-th diagonal entry of the matrix $i Q^{T}$ is $\sum_{s^{\prime} \in S} i\left(s, s^{\prime}\right) Q\left(s, s^{\prime}\right)=\sum_{s^{\prime} \neq s} i\left(s, s^{\prime}\right) Q\left(s, s^{\prime}\right)$ since $i(s, s)=0$. Therefore, $\operatorname{diag}\left(i Q^{T}\right)+r=\bar{r}$ is the continuized rate reward and the conclusion follows since both $V_{\infty}$ and $\bar{V}_{\infty}$ solve $-Q X=\bar{r}$ and the solution is unique (with the property that both are 0 on recurrent states).

## Corollary 4.2 (Total Reward Measure - Uniformization).

Let $\mathcal{M}=(S, Q, i, r)$ be a CTMRM and $\mathcal{M}^{\mu}=\left(S, P^{\mu}, R^{\mu}\right)$ the $\mu$-uniformized DTMRM. If the total value function $V_{\infty}$ for $\mathcal{M}$ exists then it also exists for $\mathcal{M}^{\mu}$ and in this case they are equal, i.e. $V_{\infty}$ is the unique solution to

$$
\left(I-P^{\mu}\right) V_{\infty}=R^{\mu}
$$

with $V_{\infty}(s)=0$ for all recurrent states $s$.
Proof. From (4.5) and (4.6) it holds that $R^{\mu}\left(s, s^{\prime}\right)=i\left(s, s^{\prime}\right)+\frac{r(s)}{\mu}$ and $P^{\mu}=$ $I+\frac{1}{\mu} Q$. If $s$ and $s^{\prime}$ are communicating recurrent states (i.e. in the same closed recurrent class) then $r(s)=0$ and $i\left(s, s^{\prime}\right)=0$ by Proposition 4.1 and therefore $R^{\mu}\left(s, s^{\prime}\right)=0$. If $V_{\infty}^{\mu}$ denotes the total value function for the $\mu$-uniformized model $\mathcal{M}^{\mu}$ then $V_{\infty}^{\mu}$ exists by Proposition 2.1 since $R^{\mu}\left(s, s^{\prime}\right)=0$ for all states $s$ and $s^{\prime}$ in the same closed recurrent class and by Theorem $2.1 V_{\infty}^{\mu}$ is also a solution of $\left(I-P^{\mu}\right) V_{\infty}^{\mu}=R^{\mu}$. It follows from (4.12) that

$$
\left(I-P^{\mu}\right) V_{\infty}=-\frac{1}{\mu} Q V_{\infty}=\frac{1}{\mu} \bar{r}=R^{\mu}
$$

and since $V_{\infty}$ and $V_{\infty}^{\mu}$ are 0 on recurrent states, it follows that $V_{\infty}=V_{\infty}^{\mu}$.

### 4.5 Horizon-Expected and Discounted Reward Measure

In analogy to Sect. 2.3 we want to introduce the discounted reward measure in the continuous-time case. This reward measure can be formally deduced from the horizon-expected reward measure, which we are going to define first.

Definition 4.3. Let $\mathcal{M}=(S, Q, i, r)$ be a CTMRM and consider a random horizon length $T$ for $\mathcal{M}$, i.e. $T$ is a non-negative continuous random variable that is independent of the state process $Z_{t}$ of $\mathcal{M}$. Let $V_{(T)}$ denote the random finite-horizon total value function that takes values in $\left\{V_{t} \in \mathbb{R}^{S} \mid t \in[0, \infty)\right\}$. Define the horizon-expected value function as

$$
V(s):=\mathbb{E}\left[V_{(T)}(s)\right]
$$

if the expectation exists for all $s \in S$, i.e. $\left|V_{(T)}(s)\right|$ has finite expectation.
The random variable $V_{(T)}(s)$ can be regarded as the conditional expectation

$$
V_{(T)}(s)=\mathbb{E}_{s}\left[\sum_{k=1}^{N_{T}} i\left(X_{k-1}, X_{k}\right)+\int_{0}^{T} r\left(Z_{t}\right) d t \mid T\right]=\mathbb{E}_{s}\left[\int_{0}^{T} \bar{r}\left(Z_{t}\right) d t \mid T\right]
$$

that takes the value $V_{t}(s)$ if $T=t$. Let $P_{T}$ denote the probability measure of $T$. Due to the law of total expectation the horizon-expected value function $V(s)$ is the joint expectation with respect to the probability measures $P_{T}$ of $T$ and $P_{S}$ of all the $Z_{t}$, i.e.

$$
\begin{equation*}
V(s)=\mathbb{E}\left[\mathbb{E}_{s}\left[\int_{0}^{T} \bar{r}\left(Z_{t}\right) d t \mid T\right]\right]=\mathbb{E}_{s}\left[\int_{0}^{T} \bar{r}\left(Z_{t}\right) d t\right] \tag{4.13}
\end{equation*}
$$

where $\mathbb{E}_{s}$ on the right hand side denotes the joint expectation.
Lemma 4.1. Let $T$ be a random horizon length with $\mathbb{E}[T]<\infty$ and probability measure $P_{T}$. Then the horizon-expected value function $V(s)$ exists and is given by

$$
V(s)=\mathbb{E}_{s}\left[\int_{0}^{\infty} \bar{r}\left(Z_{t}\right) P_{T}(T \geq t) d t\right]=\mathbb{E}_{s}\left[\sum_{n=0}^{\infty} \bar{r}\left(X_{n}\right) \int_{T_{n}}^{T_{n+1}} P_{T}(T \geq t) d t\right]
$$

The proof can be found in the Appendix on page 237. Note that $V(s)$ can also be represented directly in terms of the impulse reward $i$ and rate reward $r$ (instead of the continuized rate reward $\bar{r}$ ) as

$$
V(s)=\mathbb{E}_{s}\left[\sum_{n=0}^{\infty}\left(i\left(X_{n}, X_{n+1}\right) \cdot P_{T}\left(T \geq T_{n+1}\right)+r\left(X_{n}\right) \int_{T_{n}}^{T_{n+1}} P_{T}(T \geq t) d t\right)\right]
$$

In this equation, one can also see that an impulse reward $i\left(X_{n}, X_{n+1}\right)$ for the $(n+1)$-st transition is only accumulated if the time horizon $T$ is not exceeded by the total elapsed time $T_{n+1}$ up to this transition.

Definition 4.4. Let the horizon length $T$ be exponentially distributed with rate $\alpha>0$. In this case the horizon-expected reward measure is called discounted reward measure with discount rate $\alpha$ (or just $\alpha$-discounted reward measure) and its value function will be denoted by $V^{\alpha}(s)$.
The discounted value function $V^{\alpha}$ represented as a vector in $\mathbb{R}^{|S|}$ is given by

$$
\begin{equation*}
V^{\alpha}=\int_{0}^{\infty} e^{-\alpha t} P(t) \bar{r} d t \tag{4.14}
\end{equation*}
$$

This follows directly from Lemma 4.1 together with $P_{T}(T \geq t)=e^{-\alpha t}$ and $\mathbb{E}\left[\bar{r}\left(Z_{t}\right)\right]=P(t) \bar{r}$. As in Sect. 2.3]in the discrete-time setting we can also derive a system of linear equations which allows to compute the discounted value function $V^{\alpha}$. The proof can be found in the Appendix on page 238,

## Theorem 4.3 (Discounted Reward Measure - Continuization).

The discounted value function with discount rate $\alpha>0$ is the unique solution to the system of linear equations

$$
\begin{equation*}
V^{\alpha}(s)=\frac{\bar{r}(s)}{\alpha+E(s)}+\sum_{s^{\prime} \neq s} \frac{Q\left(s, s^{\prime}\right)}{\alpha+E(s)} V^{\alpha}\left(s^{\prime}\right) \tag{4.15}
\end{equation*}
$$

In vector notation this system of equations reads as

$$
\begin{equation*}
(Q-\alpha I) V^{\alpha}=-\bar{r} \tag{4.16}
\end{equation*}
$$

Note that in case the total value function $V_{\infty}$ exists (and is thus finite) it is the limit of the $\alpha$-discounted value function as $\alpha$ decreases to 0 , i.e. for all $s \in S$ it holds that

$$
\begin{equation*}
V_{\infty}(s)=\lim _{\alpha \searrow 0} V^{\alpha}(s) \tag{4.17}
\end{equation*}
$$

Example 4.3. Figure 4.4 shows the $\alpha$-discounted value function $V^{\alpha}\left(s_{\text {init }}\right)$ for the initial state $s_{\text {init }}=$ (silence, idle) of the WSN node model from Example 4.1 dependent on the discount rate $\alpha$. By solving (4.16) we get

$$
V^{\alpha}\left(s_{\text {init }}\right)=\frac{20\left(\alpha^{2}+72 \alpha+440\right)}{\alpha\left(\alpha^{2}+44 \alpha+280\right)}
$$

Clearly, for increasing $\alpha$ the expected horizon length $\mathbb{E}[T]=\frac{1}{\alpha}$ decreases and thus the discounted value representing the expected energy consumption up to time $T$ also decreases. On the other hand, if $\alpha$ decreases towards 0 , then the discounted value increases and in our case it diverges to $\infty$. Note that the total value function $V_{\infty}$ does not exist for this model.

Remember that one of our main goals in this section is to check, whether all the model transformations in Fig. 4.2 are value-preserving. For a CTMRM $(S, Q, \bar{r})$ with $\alpha$-discounted value function $V^{\alpha}$ consider its $\mu$-uniformization ( $S, P^{\mu}, R^{\mu}$ )


Fig. 4.4. The discounted value $V^{\alpha}\left(s_{\text {init }}\right)$ for the initial state $s_{\text {init }}=($ silence, idle $)$ as a function of the discount rate $\alpha$
with $\gamma$-discounted value function $V^{\gamma}$. We show that there is no choice of $\gamma \in(0,1)$ such that $V^{\alpha}=V^{\gamma}$. Thus the $\mu$-uniformization is not value-preserving with respect to the discounted reward measure. (As a special case it also follows, that the embedding is not value-preserving as well.)
Assume that there exists $\gamma \in(0,1)$ such that $V^{\alpha}=V^{\gamma}$. On the one hand $V^{\alpha}$ is the unique solution to $(Q-\alpha I) V^{\alpha}=-\bar{r}$ and thus $Q V^{\gamma}=\alpha V^{\gamma}-\bar{r}$. On the other hand, $V^{\gamma}$ is by Theorem 2.2 the unique solution to $\left(I-\gamma P^{\mu}\right) V^{\gamma}=R^{\mu}$ where $P^{\mu}=I+\frac{1}{\mu} Q$ and $R^{\mu}=\frac{1}{\mu} \bar{r}$. Thus

$$
R^{\mu}=\left(I-\gamma P^{\mu}\right) V^{\gamma}=\left(I-\gamma\left(I+\frac{1}{\mu} Q\right)\right) V^{\gamma}=(1-\gamma) V^{\gamma}-\gamma \frac{1}{\mu}\left(\alpha V^{\gamma}-\bar{r}\right) .
$$

By rearranging terms it follows that

$$
\left(1-\frac{\gamma \alpha}{(1-\gamma) \mu}\right) V^{\gamma}=R^{\mu}
$$

which means that $V^{\gamma}$ is a multiple of $R^{\mu}$ and is thus independent of the transition probabilities $P^{\mu}$ ! However, we can save the value-preserving property by observing the following link between the discounted and the total reward measure in analogy to the discrete-time case as shown in Remark 2.1.

Remark 4.3. If $\mathcal{M}=(S, Q, i, r)$ is a CTMRM then extend $\mathcal{M}$ to a CTMRM $\mathcal{M}^{\prime}=\left(S^{\prime}, Q^{\prime}, i^{\prime}, r^{\prime}\right)$ with an artificial absorbing reward-free state $a b s$ that is reachable with rate $\alpha>0$ from every other state in $S$, i.e.

$$
S^{\prime}:=S \cup\{a b s\}, \quad Q^{\prime}:=\left(\begin{array}{cc}
Q-\alpha I & \alpha \mathbf{1} \\
0 & 0
\end{array}\right), \quad i^{\prime}:=\left(\begin{array}{ll}
i & 0 \\
0 & 0
\end{array}\right) \quad \text { and } \quad r^{\prime}:=\binom{r}{0} .
$$

Since $a b s$ is the single recurrent state in $\mathcal{M}^{\prime}$ it follows that the total value function $V_{\infty}^{\prime}$ for $\mathcal{M}^{\prime}$ with $V_{\infty}^{\prime}(a b s)=0$ is a solution to (4.12), i.e.

$$
Q^{\prime} V_{\infty}^{\prime}=-\overline{r^{\prime}},
$$

where $\overline{r^{\prime}}$ is the continuized rate reward of $\mathcal{M}^{\prime}$. By definition of $\mathcal{M}^{\prime}$ it holds for all $s \in S^{\prime} \backslash\{a b s\}=S$ that $i^{\prime}(s, a b s)=0$ and $r^{\prime}(s)=r(s)$ and it follows that

$$
\overline{r^{\prime}}(s)=\sum_{\substack{s^{\prime} \in S^{\prime} \\ s^{\prime} \neq s}} i^{\prime}\left(s, s^{\prime}\right) Q^{\prime}\left(s, s^{\prime}\right)+r^{\prime}(s)=\sum_{\substack{s^{\prime} \in S \\ s^{\prime} \neq s}} i\left(s, s^{\prime}\right) Q\left(s, s^{\prime}\right)+r(s)=\bar{r}(s)
$$

Since $V^{\alpha}$ is the $\alpha$-discounted value function for $\mathcal{M}$ it is the unique solution to $(Q-\alpha I) V^{\alpha}=-\bar{r}$ and thus

$$
Q^{\prime}\binom{V^{\alpha}}{0}=\left(\begin{array}{cc}
Q-\alpha I & \alpha \mathbf{1} \\
0 & 0
\end{array}\right)\binom{V^{\alpha}}{0}=-\binom{\bar{r}}{0}=-\overline{r^{\prime}}
$$

Since $V_{\infty}^{\prime}$ is also a solution to $Q^{\prime} V_{\infty}^{\prime}=-\overline{r^{\prime}}$ and also unique with the property $V_{\infty}^{\prime}(a b s)=0$ it follows that $V^{\alpha}(s)=V_{\infty}^{\prime}(s)$ for all $s \in S$.

This remark allows to provide a further method for the evaluation of the discounted value function by means of uniformization. Note that if $\mu \geq E(s)$ for all $s \in S$ is a uniformization rate for the original model $\mathcal{M}$ then $\mu+\alpha$ is a uniformization rate for the extended model $\mathcal{M}^{\prime}=\left(S^{\prime}, Q^{\prime}, i^{\prime}, r^{\prime}\right)$. The following theorem states that the rates and the rewards have to be uniformized differently in order to be able to establish a connection between the $\alpha$-discounted value function and a $\gamma$-discounted value function for some suitable DTMRM. For this reason, we refer to the transformation to that DTMRM as separate uniformization.

Theorem 4.4 (Discounted Reward Measure - separate Uniformization). Let $\mathcal{M}=(S, Q, i, r)$ be a CTMRM, $\mu>0$ a uniformization rate for $\mathcal{M}$ and $\alpha>0$ a discount rate. Then $V^{\alpha}$ is the unique solution to the system of linear equations

$$
\left(I-\gamma P^{\mu}\right) V^{\alpha}=R^{\mu+\alpha}
$$

where $P^{\mu}=I+\frac{1}{\mu} Q$ is the $\mu$-uniformized transition probability matrix, $R^{\mu+\alpha}=$ $\frac{1}{\mu+\alpha} \bar{r}$ is the $(\mu+\alpha)$-uniformized reward vector and $\gamma=\frac{\mu}{\mu+\alpha} \in(0,1)$ is a discount factor. In other words the $\alpha$-discounted value function $V^{\alpha}$ for the CTMRM $\mathcal{M}$ is precisely the $\gamma$-discounted value function for the DTMRM $\widetilde{\mathcal{M}}:=\left(S, P^{\mu}, R^{\mu+\alpha}\right)$ denoted by $\widetilde{V}^{\gamma}$, i.e.

$$
V^{\alpha}=\widetilde{V}^{\gamma}
$$

The proof is straightforward and integrated in the following discussion on several relationships between models and value functions that can occur by the model transformations. Figure 4.5 shows transformations between Markov chains without rewards. A CTMC $(S, Q)$ is uniformized into a DTMC $\left(S, P^{\mu}\right)$ and afterwards the model is extended with an auxiliary absorbing state $a b s$ as described in Remark 2.1 which leads to a DTMC $\left(S^{\prime},\left(P^{\mu}\right)^{\prime}\right)$ with $S^{\prime}=S \cup\{a b s\}$ ( $\gamma$-extension). On the other hand, $(S, Q)$ can be directly extended with abs as described in Remark 4.3 to the model $\left(S^{\prime}, Q^{\prime}\right)$ and then uniformized with rate $\mu+\alpha(\alpha$ extension). This diagram commutes, since

$$
\begin{aligned}
\left(P^{\mu}\right)^{\prime} & =\left(\begin{array}{cc}
\gamma P^{\mu} & (1-\gamma) \mathbf{1} \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
\frac{\mu}{\mu+\alpha}\left(I+\frac{1}{\mu} Q\right) \frac{\alpha}{\mu+\alpha} \mathbf{1} \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{ll}
I & 0 \\
0 & 1
\end{array}\right)+\frac{1}{\mu+\alpha}\left(\begin{array}{cc}
Q-\alpha I & \alpha \mathbf{1} \\
0 & 0
\end{array}\right)=\left(P^{\prime}\right)^{\mu+\alpha} .
\end{aligned}
$$



Fig. 4.5. Commuting model transformations on discrete-time and continuous-time Markov chains

In contrast, Fig. 4.6 shows the same transformations applied to (continuized) Markov reward models. This diagram does not commute, since in general

$$
\left(R^{\mu}\right)^{\prime}=\frac{1}{\mu}\binom{\bar{r}}{0} \neq \frac{1}{\mu+\alpha}\binom{\bar{r}}{0}=\left(R^{\prime}\right)^{\mu+\alpha} .
$$

However, due to $\left(P^{\prime}\right)^{\mu+\alpha}=\left(P^{\mu}\right)^{\prime}$ it is possible to compute the infinite-horizon total value function $V_{\infty}$ on the DTMRM $\left(S^{\prime},\left(P^{\prime}\right)^{\mu+\alpha},\left(R^{\prime}\right)^{\mu+\alpha}\right)$. Let us call its restriction on $S$ as $\widetilde{V}^{\gamma}$. Since the uniformization is value-preserving with respect to the infinite-horizon total reward measure (see Corollary 4.2) and due to Remark 4.3 it follows that $V^{\alpha}=\widetilde{V}^{\gamma}$, which concludes the proof of Theorem4.4

### 4.6 Average Reward Measure

In Sect. 2.4 we defined the discrete-time average reward by considering a sequence of finite-horizon value functions $V_{N}$ which were averaged over the horizon length $N$ and the limit as $N \rightarrow \infty$ was considered. In complete analogy we define the average reward in the continuous-time case.

Definition 4.5. Let $\mathcal{M}=(S, Q, i, r)$ be a CTMRM with finite-horizon total value function $V_{T}$. The average reward value function is defined as

$$
g(s)=\lim _{T \rightarrow \infty} \frac{1}{T} V_{T}(s)
$$

if the limit exists for all $s \in S$.


Fig. 4.6. Model transformations (big arrows) on discrete-time and continuous-time reward models that do not commute. A small arrow indicates an evaluation of a reward measure on a model. The dashed lines connect value functions that are related by equality. The value function $\widetilde{V}^{\gamma}$ is not directly evaluated on $\left(S^{\prime},\left(P^{\mu}\right)^{\prime},\left(R^{\prime}\right)^{\mu+\alpha}\right)$ but is induced by $V_{\infty}$ (feathered arrow) as a restriction from $S^{\prime}$ to $S$ and it holds $V^{\alpha}=\widetilde{V}^{\gamma}$.

Example 4.4. In the WSN node model from Example 4.1 we saw in (4.9) that $V_{T}\left(s_{\text {init }}\right)=\frac{220}{7} T+f(T)$ with some function $f(T)$ such that $\frac{f(T)}{T} \rightarrow 0$ as $T \rightarrow \infty$. This result means, that on average over infinite time the energy consumption is $g(s)=\frac{220}{7}$ per hour (compare this with the slope of $V_{T}\left(s_{\text {init }}\right)$ in Fig. 4.3).
In the following we want to provide methods for the computation of the average reward that do not rely on an explicit representation of $V_{T}$ which is computed by integration over the transient probability matrix $P(t)=e^{Q t}$ as in Theorem 4.1. In Sect. 4.2.3 we mentioned that $P(t)$ converges to the limiting matrix $P^{*}$. Remind that $P^{*}$ fulfills the properties

$$
P(t) P^{*}=P^{*} P(t)=P^{*} P^{*}=P^{*} \quad \text { and } \quad P^{*} Q=Q P^{*}=0 .
$$

Proposition 4.2. Let $\bar{r}$ be the continuized rate reward of a $\operatorname{CTMRM}(S, Q, i, r)$. Then the average reward can be computed by

$$
g=P^{*} \bar{r}
$$

Proof. By Theorem 4.1 it holds that

$$
g=\lim _{T \rightarrow \infty} \frac{1}{T} V_{T}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} P(t) \bar{r} d t
$$

Fix two states $s$ and $s^{\prime}$ and consider the monotonically increasing function $h(T):=\int_{0}^{T} P(t)\left(s, s^{\prime}\right) d t \geq 0$. If $h(T)$ is unbounded it follows by the rule of l'Hospital that

$$
\lim _{T \rightarrow \infty} \frac{h(T)}{T}=\lim _{T \rightarrow \infty} P(T)\left(s, s^{\prime}\right)=P^{*}\left(s, s^{\prime}\right)
$$

In the other case if $h(T)$ is bounded then clearly $P(t)\left(s, s^{\prime}\right)$ converges to 0 . But this is only the case if either $s$ and $s^{\prime}$ are in different closed recurrent classes or $s^{\prime}$ is transient and in both cases it holds that $P^{*}\left(s, s^{\prime}\right)=0$. Thus from

$$
\lim _{T \rightarrow \infty} \frac{h(T)}{T}=0=P^{*}\left(s, s^{\prime}\right)
$$

the conclusion follows.
As in Sect. 2.4 we also show another possibility to evaluate the average reward which does not rely on the computation of $P^{*}$ and will be used in the subsequent section on CTMDPs. For this reason we define the notion of a deviation matrix $H$ and a bias $h$ in the continuous-time case.

Definition 4.6. For a CTMRM $\mathcal{M}=(S, Q, i, r)$ define the deviation matrix $H$ as

$$
H:=\int_{0}^{\infty}\left(P(t)-P^{*}\right) d t
$$

where integration is performed componentwise. Further define

$$
h:=H \bar{r}=\int_{0}^{\infty}(P(t) \bar{r}-g) d t
$$

as the bias of $\mathcal{M}$.
Note that $Q, H$ and $P^{*}$ satisfy the following equations:

$$
\begin{equation*}
Q H=H Q, \quad P^{*}=I+Q H \quad \text { and } \quad H P^{*}=P^{*} H=0 . \tag{4.18}
\end{equation*}
$$

That can be easily derived by the Kolmogorov equations (4.2).
In the following, we connect the discounted and the average reward measures. Consider for a fixed $s \in S$ the discounted value $V^{\alpha}(s)$ as a function of $\alpha \geq 0$. Then $V^{\alpha}(s)$ might have a pole at $\alpha=0$ and can be extended as a Laurent series in $\alpha$. For more information on the Laurent series expansion in continuous time we refer to Theorem A. 1 in the Appendix. This theorem directly induces the Laurent series decomposition of the $\alpha$-discounted value function as is stated in the following corollary.

Corollary 4.3 (Laurent Series of the Discounted Value Function). The Laurent series expansion of $V^{\alpha}$ is given by

$$
V^{\alpha}=\alpha^{-1} g+\sum_{n=0}^{\infty} \alpha^{n} H^{n+1} \bar{r}
$$

Recall (4.17): In case the infinite-horizon total value $V_{\infty}$ exists it follows for the average reward $g$ and the bias $h$ from the Laurent expansion for $\alpha \rightarrow 0$ that $g=0$ and $h=V_{\infty}$. Thus on average no reward is gained over the infinite horizon which can also be seen by Proposition4.1 since there are no rewards in recurrent states. By Definition 4.6 the bias $h$ measures the total long-term deviation of the
accumulated rewards from the average reward, i.e. $h=\lim _{T \rightarrow \infty}\left(V_{T}-g \cdot T\right)$. As in the discrete-time setting, the bias can also be seen as the excess of rewards $\bar{r}$ until the system reaches its steady-state. Moreover, $h$ is also the infinite-horizon total value function for the CTMRM with average-corrected rewards $\bar{r}-g$ (if we also allow for non-absolute convergence in Definition 4.2). Thus, if $g=0$ it follows that $h=V_{\infty}$.
Example 4.5. If we decompose the rational function for $V^{\alpha}\left(s_{\text {init }}\right)$ in Example4.3 into a Laurent series at $\alpha=0$ then

$$
V^{\alpha}\left(s_{\text {init }}\right)=\frac{20\left(\alpha^{2}+72 \alpha+440\right)}{\alpha\left(\alpha^{2}+44 \alpha+280\right)}=\frac{220}{7 \alpha}+\frac{10}{49}-\frac{25 \alpha}{343}+\frac{103 \alpha^{2}}{9604}+O\left(\alpha^{3}\right)
$$

We see that the average reward $g$ for $s_{\text {init }}$ is $\frac{220}{7}$ and the bias $h$ is $\frac{10}{49}$. Compare these values also with (4.9).
In the following we show two possibilities to compute the average reward by a system of linear equations. The first is a direct evaluation which uses the CTMRM model data $Q, r$ and $i$ and the second system of linear equations relies on the uniformized DTMRM.
Theorem 4.5 (Average Reward Measure - Direct Evaluation). The average reward $g$ and the bias $h$ fulfill the following system of linear equations:

$$
\left(\begin{array}{cc}
-Q & 0  \tag{4.19}\\
I & -Q
\end{array}\right)\binom{g}{h}=\binom{0}{\bar{r}} .
$$

Furthermore, a solution $(u, v)$ to this equation implies that $u=P^{*} \bar{r}=g$ is the average reward and there exists $w \in \operatorname{ker}\left(I-P^{*}\right)$ such that $v-w=h$ is the bias.
Proof. Let $g=P^{*} \bar{r}$ be the average reward and $h=H \bar{r}$ the bias. From $Q P^{*}=0$ it follows that $Q g=0$ and by using the Kolmogorov equations (4.2) it holds that

$$
Q h=Q \int_{0}^{\infty}\left(P(t)-P^{*}\right) \bar{r} d t=\int_{0}^{\infty} P^{\prime}(t) \bar{r} d t=\left(P^{*}-I\right) \bar{r}=g-\bar{r}
$$

and thus (4.19) follows. Now let $(u, v)$ be a solution to (4.19). Then clearly $0=Q u=P(t) Q u=P^{\prime}(t) u$ and by integrating $\int_{0}^{t} P^{\prime}(\tau) u d \tau=0$ and using $P(0)=I$ it follows that $P(t) u=u$ for all $t \geq 0$. Therefore, if $t \rightarrow \infty$ together with $u=\bar{r}+Q v$ and $P^{*} Q=0$ it follows $u=P^{*} u=P^{*}(\bar{r}+Q v)=P^{*} \bar{r}=g$. Now

$$
\begin{array}{rll} 
& \left(I-P^{*}\right) v=-\int_{0}^{\infty} P^{\prime}(t) v d t & P(0)=I \\
= & -\int_{0}^{\infty} P(t) Q v d t=-\int_{0}^{\infty} P(t)(g-\bar{r}) d t & (4.2), u-Q v=\bar{r}, u=g \\
= & \int_{0}^{\infty}(P(t) \bar{r}-g) d t=\int_{0}^{\infty}\left(P(t)-P^{*}\right) \bar{r} d t & P(t) g=g \forall t \geq 0 \\
= & H \bar{r}=\left(H-P^{*} H\right) \bar{r}=\left(I-P^{*}\right) h . &
\end{array}
$$

Therefore, $v=h+w$ for some $w \in \operatorname{ker}\left(I-P^{*}\right)$.

In the special case, if $\mathcal{M}$ is unichain then $\operatorname{ker}(Q)=\mathbf{1} \mathbb{R}$ is one-dimensional and therefore $g=g_{0} \mathbf{1} \in \operatorname{ker}(Q)$ is constant with $g_{0} \in \mathbb{R}$. This value can be computed by finding a solution to $g_{0} \mathbf{1}-Q h=\bar{r}$. Alternatively, in a unichain CTMRM the unique stationary distribution $\rho$ fulfills $\rho Q=0$ and $\rho \mathbf{1}=1$ and thus $g_{0}=\rho \bar{r}$.

Theorem 4.6 (Average Reward Measure - Uniformization). Consider a CTMRM $\mathcal{M}=(S, Q, i, r)$ with average reward $g$ and let $\mu$ be a uniformization rate. Then $g$ is the unique solution to the system of equations

$$
\left(\begin{array}{cc}
I-P^{\mu} & 0 \\
\mu I & I-P^{\mu}
\end{array}\right)\binom{g}{h}=\binom{0}{R^{\mu}} .
$$

If $\mathcal{M}^{\mu}=\left(S, P^{\mu}, R^{\mu}\right)$ is the $\mu$-uniformized model and $g^{\mu}$ the average reward of the DTMRM $\mathcal{M}^{\mu}$ then

$$
g=\mu g^{\mu}
$$

The statement of this theorem can be interpreted as follows: In the continuoustime model $g(s)$ is the average reward per time from initial state $s$, while in the corresponding $\mu$-uniformized discrete-time model $g^{\mu}(s)$ is the average reward per transition. In the uniformized model the expected number of transitions per time unit is exactly the rate $\mu$ (which corresponds to Little's law) and thus $g(s)=\mu g^{\mu}(s)$. Note also that one can assume without loss of generality that all exit rates $E(s)$ satisfy $E(s) \leq 1$ by changing the time scale. In this case, one can choose $\mu:=1$ and it follows that $g=g^{\mu}$. For this reason, the uniformization transformation (with $\mu=1$ expected number of transitions per time unit) preserves the average reward measure.

Proof. We first show that $g=\mu g^{\mu}$. Theorem 4.4 allows to link for each discount rate $\alpha>0$ the $\alpha$-discounted continuous-time value $V^{\alpha}$ to the $\gamma$-discounted discrete-time value $\widetilde{V}^{\gamma}$ of the separate uniformized DTMRM $\left(S, P^{\mu}, R^{\mu+\alpha}\right)$ with discount factor $\gamma=\frac{\mu}{\mu+\alpha}$. From the continuous-time Laurent series in Corollary 4.3 it follows that $g=\lim _{\alpha \rightarrow 0} \alpha V^{\alpha}$. On the other hand, since $\lim _{\alpha \rightarrow 0} R^{\mu+\alpha}=$ $R^{\mu}$ it follows from the discrete-time Laurent series in Theorem 2.3 that $g^{\mu}=$ $\lim _{\rho \rightarrow 0} \frac{\rho}{1+\rho} \widetilde{V}^{\gamma}$, where $\rho=\frac{1-\gamma}{\gamma}=\frac{\alpha}{\mu}$. Combining both gives

$$
g^{\mu}=\lim _{\rho \rightarrow 0} \frac{\rho}{1+\rho} \tilde{V}^{\gamma}=\lim _{\alpha \rightarrow 0} \frac{\alpha}{\mu+\alpha} V^{\alpha}=\frac{1}{\mu} g
$$

and the conclusion follows. The system of the linear equations can be directly established from Theorem [2.4 with $P^{\mu}=I+\frac{1}{\mu} Q$ and $R^{\mu}=\frac{1}{\mu} \bar{r}$.

### 4.7 Big Picture - Model Transformations

We summarize all the transformations and evaluation methods presented in this section in Fig. 4.7 Theorem 4.1 allows to continuize a CTMRM $(S, Q, i, r)$ into a CTMRM $(S, Q, \bar{r})$ and hereby preserving all considered value functions. For


Fig. 4.7. Big Picture: Value-preserving transformations from the continuization $(S, Q, \bar{r})$ of a CTMRM $(S, Q, i, r)$
this reason, we omit the model $(S, Q, i, r)$ in the figure. The embedded DTMRM $(S, P, R)$ is defined by

$$
P=I+E^{-1} Q \quad \text { and } \quad R=\operatorname{diag}\left(i P^{T}\right)+E^{-1} r \in \mathbb{R}^{|S|},
$$

where $E^{-1}$ is defined as a diagonal matrix with entries $\frac{1}{E(s)}$ if $E(s) \neq 0$ and 0 otherwise. The vector $\operatorname{diag}\left(i P^{T}\right)$ is the state-based view on the impulse rewards $i\left(s, s^{\prime}\right)$ collected in a matrix $i$. The $\mu$-uniformized DTMRM $\left(S, P^{\mu}, R^{\mu}\right)$ is defined by

$$
P^{\mu}=I+\frac{1}{\mu} Q \quad \text { and } \quad R^{\mu}=\operatorname{diag}\left(i\left(P^{\mu}\right)^{T}\right)+\frac{1}{\mu} r \in \mathbb{R}^{|S|} .
$$

The total reward measure is value-preserving for both transformations embedding and uniformization. Therefore, all presented methods for computation of
$V_{\infty}$ in continuous and discrete time can be used. In order to transform the discounted reward measure with discount rate $\alpha$ we need to consider an extended model (see Remark 4.3). The evaluation of the total reward measure on the extended model is equivalent to the evaluation of the discounted reward measure on the original model. For the average reward model, there is in general no simple direct method to compute the average reward $g$ via embedding, since continuous time and the transition-counting time are not compatible when building averages over time.

We want to conclude this section with a remark on more general reward structures. Beyond impulse rewards or rate rewards as we defined, the authors of [22], [23] and [35] also analyze rewards that can vary over time. This variation can be homogeneous (depending on the length of a time interval) or nonhomogeneous (depending on two points in time). These reward structures are mostly accompanied by the more general model class of Semi-Markov Reward Processes. Furthermore, [30] defines path-based rewards which can be analyzed by augmenting the model with special reward variables, such that the state space does not need to be extended for path information.

## 5 Continuous Time Markov Decision Processes

In this section we merge both model types MDP and CTMRM together into a CTMDP model. This section is rather short, because all of the necessary work has been already done in the preceding sections. For this reason, we establish connections to the previous results. Moreover, we also present an additional method for the computation of the average reward which directly works on CTMDPs.

### 5.1 Preliminaries and Retrospection

Definition 5.1. A continuous-time Markov Decision Process (CTMDP) is a structure $\mathcal{M}=(S, A c t, e, Q, i, r)$, where $S$ is a finite state space, Act a finite set of actions, $e: S \rightarrow 2^{\text {Act }} \backslash \emptyset$ the action-enabling function, $Q: S \times$ Act $\times S \rightarrow \mathbb{R}$ an action-dependent generator function, $i: S \times$ Act $\times S \rightarrow \mathbb{R}$ the action-dependent impulse reward function with $i(s, a, s)=0$ for all $a \in e(s)$ and $r: S \times A c t \rightarrow \mathbb{R}$ the action-dependent rate reward function.

Completely analogous to Sect. 3 we define the set of policies

$$
\Pi:=\{\pi: S \rightarrow A c t \mid \pi(s) \in e(s)\} .
$$

Applying $\pi$ to a CTMDP $\mathcal{M}$ induces a CTMRM $\mathcal{M}^{\pi}=\left(S, Q^{\pi}, i^{\pi}, r^{\pi}\right)$, where $Q^{\pi}\left(s, s^{\prime}\right):=Q\left(s, \pi(s), s^{\prime}\right), \quad i^{\pi}\left(s, s^{\prime}\right):=i\left(s, \pi(s), s^{\prime}\right) \quad$ and $\quad r^{\pi}(s):=r(s, \pi(s))$.

A reward measure $\mathcal{R}$ for the CTMDP $\mathcal{M}$ induces for each policy $\pi$ a value $V^{\pi}$ for $\mathcal{M}^{\pi}$.

Definition 5.2. Let $\mathcal{M}$ be a CTMDP with reward measure $\mathcal{R}$ and for each $\pi \in \Pi$ let $V^{\pi}$ be the value of $\pi$ with respect to $\mathcal{R}$. The value $V^{*}$ of $\mathcal{M}$ is defined as

$$
V^{*}(s):=\sup _{\pi \in \Pi} V^{\pi}(s)
$$

A policy $\pi^{*} \in \Pi$ is called optimal if

$$
\forall s \in S \forall \pi \in \Pi: V^{\pi^{*}}(s) \geq V^{\pi}(s)
$$

In order to optimize the CTMDP we can transform $\mathcal{M}$ by embedding or uniformization into an MDP and by continuization into another CTMDP. The transformations follow the Big Picture as presented in Sect. 4.7 (Fig. 4.7) with the difference that all action-dependent quantities (i.e. $Q, i$ and $r$ ) are transformed in an action-wise manner. The following theorem states that these transformations preserve both the optimal value and the optimal policies.

Theorem 5.1. Let $\mathcal{M}$ be a CTMDP with policy space $\Pi$, optimal value $V^{*}$ and a set of optimal policies $\Pi^{*} \subseteq \Pi$. Further let $\widehat{\mathcal{M}}$ be a transformed model (MDP or CTMDP) as in Fig. 4.7 with policy space $\widehat{\Pi}$, value $\widehat{V}^{*}$ and optimal policies $\widehat{\Pi}^{*} \subseteq \widehat{\Pi}$. Then

$$
V^{*}=\widehat{V}^{*} \quad \text { and } \quad \Pi^{*}=\widehat{\Pi}^{*} .
$$

Proof. Note that $V^{*}$ and $\widehat{V}^{*}$ are defined over policies, i.e.

$$
V^{*}=\sup _{\pi \in \Pi} V^{\pi} \quad \text { and } \quad \widehat{V}^{*}=\sup _{\pi \in \widehat{\Pi}} \widehat{V}^{\pi}
$$

All the transformations in Fig. 4.7 do not transform $S$, Act and $e$, thus $\Pi=\widehat{\Pi}$. Furthermore, for each $\pi \in \Pi$ the transformations preserve the value $V^{\pi}$, i.e. $V^{\pi}=\widehat{V}^{\pi}$ and thus $V^{*}=\sup _{\pi \in \Pi} V^{\pi}=\sup _{\pi \in \widehat{\Pi}} \widehat{V}^{\pi}=\widehat{V}^{*}$. In order to show that $\Pi^{*}=\widehat{\Pi}^{*}$ let $\pi^{*} \in \Pi^{*}$. Then for all $s$ and for all $\pi \in \Pi$ by definition of $\pi^{*}$ it holds that

$$
V^{\pi^{*}}(s) \geq V^{\pi}(s)=\widehat{V}^{\pi}(s) \quad \text { and } \quad V^{\pi^{*}}(s)=\widehat{V}^{\pi^{*}}(s)
$$

and therefore $\pi^{*}$ is optimal for $\widehat{M}$, i.e. $\pi^{*} \in \widehat{\Pi}^{*}$. In complete analogy it follows that $\widehat{\Pi}^{*} \subseteq \Pi^{*}$ and the equality for the sets of optimal policies follows.

### 5.2 Average Reward Measure

All the necessary work has already been done for analyzing CTMDPs by transformation to MDPs. It remains to provide optimality equations for the average reward and algorithms which can be used directly on CTMDPs. Consider a CTMDP ( $S, A c t, e, Q, i, r)$ with average reward measure and let

$$
\bar{r}(s, a)=\sum_{s^{\prime} \neq s} i\left(s, a, s^{\prime}\right) Q\left(s, a, s^{\prime}\right)+r(s, a)
$$

denote the continuized rate reward. Define the Bellman operators $\mathcal{B}_{\text {av }}: \mathbb{R}^{S} \rightarrow \mathbb{R}^{S}$ and $\mathcal{B}_{\text {bias }}^{g}: \mathbb{R}^{S} \rightarrow \mathbb{R}^{S}$ (parametrized by $g \in \mathbb{R}^{S}$ ) as follows:

$$
\begin{aligned}
\left(\mathcal{B}_{\mathrm{av}} g\right)(s) & :=\max _{a \in e(s)}\left\{\sum_{s^{\prime} \in S} Q\left(s, a, s^{\prime}\right) g\left(s^{\prime}\right)\right\} \\
\left(\mathcal{B}_{\mathrm{bias}}^{g} h\right)(s) & :=\max _{a \in e g(s)}\left\{\bar{r}(s, a)+\sum_{s^{\prime} \in S} Q\left(s, a, s^{\prime}\right) h\left(s^{\prime}\right)\right\}-g(s) \\
\text { where } e^{g}(s) & :=\left\{a \in e(s) \mid \sum_{s^{\prime} \in S} Q\left(s, a, s^{\prime}\right) g\left(s^{\prime}\right)=0\right\}
\end{aligned}
$$

These operators look similar to the Bellman operators (3.10) and (3.11) in the discrete-time case. The difference is that instead of searching for fixed-points we need to search for zeros of $\mathcal{B}_{\text {av }}$ and $\mathcal{B}_{\text {bias }}^{g}$ (see (4.19)). This gives the first and the second Bellman optimality equations

$$
\begin{align*}
& \max _{a \in e(s)}\left\{\sum_{s^{\prime} \in S} Q\left(s, a, s^{\prime}\right) g\left(s^{\prime}\right)\right\}=0  \tag{5.1}\\
& \max _{a \in e^{g}(s)}\left\{\bar{r}(s, a)+\sum_{s^{\prime} \in S} Q\left(s, a, s^{\prime}\right) h\left(s^{\prime}\right)\right\}-g(s)=0 \tag{5.2}
\end{align*}
$$

The following existence theorem is the analogue version of Theorem 5.2 for discrete-time MDPs.

## Theorem 5.2 (Existence Theorem).

(i) The average optimal value function $g^{*}$ is a solution to (5.1), i.e $\mathcal{B}_{\mathrm{av}} g^{*}=0$. For $g=g^{*}$ there exists a solution $h$ to (5.2), i.e. $\mathcal{B}_{\text {bias }}^{g^{*}} h=0$. If $g$ and $h$ are solutions to (5.1) and (5.2) then $g=g^{*}$.
(ii) There exists an optimal policy $\pi^{*}$ and it holds that $g^{\pi^{*}}=g^{*}$.
(iii) For any solution $h$ to (5.2) with $g=g^{*}$ an optimal policy $\pi^{*}$ can be derived from

$$
\pi^{*}(s) \in \underset{a \in e^{g^{*}}(s)}{\operatorname{argmax}}\left\{\bar{r}(s, a)+\sum_{s^{\prime} \in S} Q\left(s, a, s^{\prime}\right) h\left(s^{\prime}\right)\right\}
$$

For a direct proof we refer to [17. We propose here another proof sketch based on uniformization and its value-preserving property.
Proof. Without loss of generality we assume that $E(s, a) \leq 1$ and set the uniformization rate $\mu:=1$ such that the uniformization is value-preserving. The $\mu$-uniformized MDP is given by $\mathcal{M}^{\mu}=\left(S, A c t, e, P^{\mu}, R^{\mu}\right)$ where

$$
P^{\mu}\left(s, a, s^{\prime}\right)=\delta_{s, s^{\prime}}+Q\left(s, a, s^{\prime}\right) \quad \text { and } \quad R^{\mu}(s, a)=\bar{r}(s, a)
$$

If $\left(g^{\mu}\right)^{*}$ denotes the optimal average reward for $\mathcal{M}^{\mu}$ then by Theorem[5.1]it holds that $g^{*}=\left(g^{\mu}\right)^{*}$. Since finding a fixed point of some operator $\mathcal{T}$ is equivalent to
finding a zero of the operator $\mathcal{B}=\mathcal{T}-i d$, where $i d$ is the identity operator, part (i) follows. Furthermore, Theorem 3.7 guarantees the existence of an optimal policy for $\mathcal{M}^{\mu}$ and by Theorem 5.1 also for $\mathcal{M}$ such that parts (ii) and (iii) follow.

We restate the policy iteration algorithm from [17] since our CTMDP model as introduced in Definition 5.1 allows also impulse rewards.

Theorem 5.3 (Policy Iteration). Let $\mathcal{M}=(S, A c t, e, Q, i, r)$ be a $C T M D P$ and $\bar{r}(s, a)$ the continuized rate reward. For an initial policy $\pi_{0} \in \Pi$ define the following iteration scheme:

1. Policy evaluation: Compute a solution $\left(g^{\pi_{n}}, h^{\pi_{n}}, w\right)^{T}$ to

$$
\left(\begin{array}{ccc}
-Q^{\pi_{n}} & 0 & 0 \\
I & -Q^{\pi_{n}} & 0 \\
0 & I & -Q^{\pi_{n}}
\end{array}\right)\left(\begin{array}{c}
g^{\pi_{n}} \\
h^{\pi_{n}} \\
w
\end{array}\right)=\left(\begin{array}{c}
0 \\
\bar{r}^{\pi_{n}} \\
0
\end{array}\right)
$$

2. Policy improvement: Define for each state s the set of improving actions

$$
B_{n+1}(s):=\left\{\begin{array}{c}
\sum_{s^{\prime}} Q\left(s, a, s^{\prime}\right) g^{\pi_{n}}\left(s^{\prime}\right)>0 \vee \\
a \in e(s) \mid\left(\sum_{s^{\prime}} Q\left(s, a, s^{\prime}\right) g^{\pi_{n}}\left(s^{\prime}\right)=0\right. \\
\left.\Rightarrow \bar{r}(s, a)+\sum_{s^{\prime}} Q\left(s, a, s^{\prime}\right) h^{\pi_{n}}\left(s^{\prime}\right)>g^{\pi_{n}}(s)\right)
\end{array}\right\}
$$

and choose an improving policy $\pi_{n+1}$ such that

$$
\pi_{n+1}(s) \in B_{n+1}(s) \text { if } B_{n+1}(s) \neq \emptyset \quad \text { or } \quad \pi_{n+1}(s):=\pi_{n}(s) \text { if } B_{n+1}(s)=\emptyset
$$

Termination: If $\pi_{n+1}=\pi_{n}$ then $\pi_{n}$ is an optimal policy. Otherwise go to the policy evaluation phase with $\pi_{n+1}$.

The values $g^{\pi_{n}}$ are non-decreasing and policy iteration terminates in a finite number of iterations with an optimal policy $\pi_{n}$ and optimal average reward $g^{\pi_{n}}$.

The policy evaluation phase in this algorithm can be derived from the evaluation phase of the policy iteration algorithm in Theorem 3.8for the uniformized model. However, the main difference between these algorithms is the policy improvement phase. Here $B_{n+1}(s)$ provides all actions which lead to at least some improvement in the policy $\pi_{n}$ whereas in Theorem 3.8 a greedy maximal improving policy is chosen: $G_{n+1}(s)$ respectively $H_{n+1}(s)$. Note that $G_{n+1}(s) \cup H_{n+1}(s) \subseteq B_{n+1}(s)$. Of course, the choice of $\pi_{n+1}$ in Theorem 5.3 can also be established by the greedy improving policy.

Example 5.1 (Bridge circuit). Consider a brige circuit as outlined in the reliability block diagram in Fig. 5.1,

The system is up, if there is at least one path of working components from $s$ to $t$ and it is down if on every path there is at least one failed component. Each working component $C \in\left\{L_{1}, L_{2}, B, R_{1}, R_{2}\right\}$ can fail after an exponentially distributed time with rate $\lambda_{C}$ and there is a single repair unit, which can fix a failed component $C$ after an exponentially distributed time with rate $\mu_{C}$.


Fig. 5.1. The reliability block diagram of the bridge circuit system. An edge represents a component, which can be working or failed.

We assume that the components $L_{1}$ and $L_{2}$ (respectively $R_{1}$ and $R_{2}$ ) are identical and the parameter values for all components are

$$
\begin{array}{lll}
\lambda_{L_{i}}=1.0 & \lambda_{B}=0.1 & \lambda_{R_{i}}=2.0 \\
\mu_{L_{i}}=10.0 & \mu_{B}=100.0 & \mu_{R_{i}}=10.0
\end{array}
$$

The action model allows the repair unit to be assigned to a failed component or to decide not to repair. We further assume that repair is preemptive, i.e. if during repair of a failed component another component fails, then the repair unit can decide again which component to repair. Note that due to the memoryless property of the exponential repair distribution, the remaining repair time in order to complete the repair does not depend on the elapsed time for repair. We want to find optimal repair policies, in order to pursue the following two goals:
(G1): maximize the MTTF (mean time to failure)
(G2): maximize the availability (i.e. the fraction of uptime in the total time).
Figure 5.2 shows an excerpt of the state space (with 32 states), which we apply to both goals (G1) and (G2). Note that for both measures (MTTF and availability) we define the reward structure which consists only of the rate reward $r$, which is 1 on up states and 0 on down states. The difference between both goals affects the state space as follows: For (G1) the 16 down states are absorbing (for every policy), while for (G2) a repair of failed components is also allowed in down system states.

We optimize (G1) by transforming the CTMDP by embedding into a discretetime SSP $(S, P, R)$ (cf. Definition 3.4 and Fig. 4.7) and hereby aggregate all absorbing down states to the goal state for the SSP. By embedding transformation, the reward $R(s, a)$ is the expected sojourn time in state $s$ under action $a$ in the CTMDP model, i.e. for all $a \in e(s)$

$$
R(s, a)=\left\{\begin{array}{ll}
\frac{1}{E(s, a)}, & \text { for } s \neq \text { goal } \\
0, & \text { for } s=\text { goal }
\end{array},\right.
$$

where $E(s, a)$ is the exit rate. Table 5.1 shows the resulting optimal policy and its corresponding maximal MTTF value function.


Fig. 5.2. State space of the bridge circuit CTMDP model. State encoding 01011 represents (from left to right) that $L_{1}$ has failed, $L_{2}$ is working, $B$ has failed, $R_{1}$ is working and $R_{2}$ is working. From every state where at least some component has failed, there are repair actions and from each state there is also the idle action indicating that the repair unit can choose not to repair. Shadowed states represent down system states.

Table 5.1. Optimal policy and maximal MTTF value function of the bridge ciruit system (Example 5.1)

| 11111 | 11110 | 11101 | 11011 | 11010 | 11001 | 10111 | 10110 | 10101 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| idle | repR2 | repR1 | repB | repB | repB | repL2 | repR2 | repR1 |
| 1.449 | 1.262 | 1.262 | 1.448 | 1.234 | 1.234 | 1.324 | 1.095 | 1.087 |
|  |  |  |  |  |  |  |  |  |
| 10011 | 10010 | 01111 | 01110 | 01101 | 01011 | 01001 | goal |  |
| repB | repB | repL1 | repR2 | repR1 | repB | repB | idle |  |
| 1.291 | 1.073 | 1.324 | 1.087 | 1.095 | 1.291 | 1.073 | 0.000 |  |

Problem (G2) is optimized by applying the CTMDP policy iteration algorithm for the average reward as outlined in Theorem 5.3. Beginning with the initial policy constantly idle, policy iteration converged in 6 iteration steps to the optimal policy given in Table 5.2

Note that for (G2) the model can be shown to be unichain. Thus, the average reward $g^{\pi}$ is constant for all policies $\pi$ such that $Q^{\pi} g^{\pi}=0$. For this reason, the policy evaluation and improvement phases in the policy iteration algorithm can be simplified.

Table 5.2. Optimal policy for the availability of the bridge ciruit system (Example 5.1). The maximal availability is 0.917757 independent of the initial state.

| $\begin{gathered} \hline 11111 \\ \text { idle } \end{gathered}$ | $\begin{aligned} & 11110 \\ & \text { repR2 } \end{aligned}$ | $\begin{aligned} & 11101 \\ & \text { repR1 } \end{aligned}$ | $\begin{aligned} & 11100 \\ & \text { repR1 } \end{aligned}$ | $\begin{gathered} 11011 \\ \text { repB } \end{gathered}$ | $\begin{aligned} & 11010 \\ & \text { repR2 } \end{aligned}$ | $\begin{aligned} & 11001 \\ & \text { repR1 } \end{aligned}$ | $\begin{aligned} & 11000 \\ & \text { repR1 } \end{aligned}$ | $\begin{aligned} & 10111 \\ & \text { repL2 } \end{aligned}$ | $\begin{aligned} & 10110 \\ & \text { repR2 } \end{aligned}$ | $\begin{aligned} & 10101 \\ & \text { repR1 } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10100 | 10011 | 10010 | 10001 | 10000 | 01111 | 01110 | 01101 | 01100 | 01011 | 01010 |
| repR1 | repB | repR2 | repB | repR1 | repL1 | repR2 | repR1 | repR2 | repB | repB |
| 01001 | 01000 | 00111 | 00110 | 00101 | 00100 | 00011 | 00010 | 00001 | 00000 |  |
| repR1 | repR2 | repL1 | repL1 | repL2 | repL1 | repL1 | repL1 | repL2 | repL2 |  |

## 6 Conclusion and Outlook

In this tutorial, we presented an integrated picture of MRMs and MDPs over finite state spaces for both discrete and continuous time. The theory and application area for this kind of models is very popular and broad. For this reason, we just focussed on the fundamentals of the theory. We reviewed the most important basic facts from literature, which are inevitable for a deeper understanding of Markovian models. Furthermore, we set up the theory step by step from discrete-time MRMs up to continuous-time MDPs and pointed out important links between these theories. We also connected these models by a number of model transformations and highlighted their properties. In order to show the applicability of these models, we introduced small prototypical examples, coming from the domain of performance and dependability evaluation and optimization. Of course, many current applications in the optimization of dependable systems suffer from the curse of dimensionality. However, there are established techniques which can be used in order to overcome this curse and make evaluation and optimization for large practical models accessible, e.g. approximate solutions (e.g. approximate dynamic programming), simulative approaches (reinforcement learning) or the use of structured models. There are also several important extensions to the Markov model types we could not address in this introductory tutorial, such as partially observable MDPs (used especially in the area of AI), denumerable state and action spaces (e.g. for queueing systems) or even continuous state and action spaces (leading directly to control theory).

## A Appendix

## A. 1 Lemmata and Remarks

## Lemma A.1.

(i) Let $N$ be a non-negative discrete random variable with expected value and $\left(a_{n}\right)_{n \in \mathbb{N}}$ a bounded sequence. Then

$$
\mathbb{E}\left[\sum_{n=0}^{N} a_{n}\right]=\sum_{n=0}^{\infty} a_{n} P(N \geq n)
$$

(ii) Let $T$ be a non-negative continuous random variable with expected value and $a:[0, \infty) \rightarrow \mathbb{R}$ an integrable and bounded function. Then

$$
\mathbb{E}\left[\int_{0}^{T} a(t) d t\right]=\int_{0}^{\infty} a(t) P(T \geq t) d t
$$

Proof. We show only (i) - the proof for (ii) is analogous when summation is replaced by integration. Since $a_{n}$ is bounded and $\mathbb{E}[N]=\sum_{n=0}^{\infty} P(N \geq n)<\infty$ it follows that $\sum_{n=0}^{\infty} a_{n} P(N \geq n)$ converges absolutely. From

$$
\sum_{n=0}^{\infty} a_{n} P(N \geq n)=\sum_{n=0}^{\infty} \sum_{k=n}^{\infty} a_{n} P(N=k)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} a_{n} P(N=k) \mathbb{1}_{\{k \geq n\}}(n, k)
$$

we can interchange both infinite summations by the Fubini theorem. It follows

$$
\begin{aligned}
\sum_{n=0}^{\infty} a_{n} P(N \geq n) & =\sum_{k=0}^{\infty} \sum_{n=0}^{\infty} a_{n} P(N=k) \mathbb{1}_{\{n \leq k\}}(n, k) \\
& =\sum_{k=0}^{\infty} \sum_{n=0}^{k} a_{n} P(N=k)=\mathbb{E}\left[\sum_{n=0}^{N} a_{n}\right] .
\end{aligned}
$$

Remark A.1. As presented in Sect. 4.2.2 a CTMC $\mathcal{M}=(S, Q)$ induces the stochastic processes $X_{n}, \tau_{n}, T_{n}, N_{t}$ and $Z_{t}$. If we fix a uniformization rate $\mu>$ 0 then $\mathcal{M}$ also induces the uniformized stochastic processes $\widetilde{X}_{n}, \widetilde{\tau}_{n}, \widetilde{T}_{n}$, $\widetilde{N}_{t}$ and $\widetilde{Z}_{t}$ over $\Omega=(S \times(0, \infty])^{\mathbb{N}}$. Here $\widetilde{X}_{n}$ is the $n$-th visited state in the uniformized DTMC and $\widetilde{\tau}_{n}$ is the time up to transition in state $\widetilde{X}_{n}$, i.e. all $\widetilde{\tau}_{n}$ are independent and exponentially distributed with rate $\mu$. Moreover, the total elapsed time $\widetilde{T}_{n}:=\sum_{k=0}^{n-1} \widetilde{\tau}_{k}$ for the first $n$ transitions is Erlang distributed with $n$ phases and rate $\mu$ and the number $\widetilde{N}_{t}:=\max \left\{n \mid \widetilde{T}_{n}(\omega) \leq t\right\}$ of (uniformized) transitions up to time $t \geq 0$ is Poisson distributed with parameter $\mu t$. Note also that $\widetilde{Z}_{t}:=\widetilde{X}_{\widetilde{N}_{t}}=X_{N_{t}}=Z_{t}$ for all $t \geq 0$. Thus, when uniformization is considered as adding exponentially distributed self-loop transitions to states of the CTMC $\mathcal{M}$, then the continuous-time state process $Z_{t}$ is not modified at all. Therefore, the probability measures $P_{s}$ of the CTMC for all $s \in S$ are left invariant under uniformization and especially the transient probability matrix $P(t)$ as defined in (4.1).
Lemma A.2. Consider a $C T M C \mathcal{M}=(S, Q)$ with discrete-time and continuoustime state processes $X_{n}$ and $Z_{t}$. Let

$$
n_{T}\left(s, s^{\prime}\right):=\mathbb{E}_{s_{0}}\left[\sum_{k=1}^{N_{T}} \mathbb{1}_{\left\{X_{k-1}=s, X_{k}=s^{\prime}\right\}}\right]
$$

be the expected number of transitions from state $s$ to state $s^{\prime} \neq s$ within the time interval $[0, T]$ from a fixed initial state $X_{0}=s_{0}$. Then

$$
\begin{equation*}
n_{T}\left(s, s^{\prime}\right)=Q\left(s, s^{\prime}\right) \int_{0}^{T} P_{s_{0}}\left(Z_{t}=s\right) d t \tag{A.1}
\end{equation*}
$$

Proof. If $s$ is absorbing then clearly (A.1) holds and we can assume in the following that $E(s)>0$. We abbreviate in the following the notation by $\mathbb{E}:=\mathbb{E}_{s_{0}}$ and $P:=P_{s_{0}}$. Define

$$
n_{T}(s):=\sum_{s^{\prime} \neq s} n_{T}\left(s, s^{\prime}\right)=\mathbb{E}\left[\sum_{k=1}^{N_{T}} \mathbb{1}_{\left\{X_{k-1}=s\right\}}\right]=\sum_{k=1}^{\infty} P\left(X_{k-1}=s\right) P\left(N_{T} \geq k\right)
$$

as the number of complete visits to state $s$, such that $s$ has been left before time $T$. From $P\left(X_{k-1}=s, X_{k}=s^{\prime}\right)=P\left(X_{k}=s^{\prime} \mid X_{k-1}=s\right) P\left(X_{k-1}=s\right)$ it follows that

$$
n_{T}\left(s, s^{\prime}\right)=P\left(s, s^{\prime}\right) \sum_{k=1}^{\infty} P\left(X_{k-1}=s\right) P\left(N_{T} \geq k\right)=P\left(s, s^{\prime}\right) n_{T}(s)
$$

where $P\left(s, s^{\prime}\right)=\delta_{s, s^{\prime}}+\frac{Q\left(s, s^{\prime}\right)}{E(s)}$ is the embedded transition probability. We use uniformization as means for proof with a uniformization rate $\mu \geq \max _{s \in S} E(s)$. Let $\widetilde{X}_{k}, \widetilde{\tau}_{k}, \widetilde{T}_{k}$ and $\widetilde{N}_{t}$ be the uniformized stochastic processes as defined in Remark A.1. Then $\widetilde{T}_{k}$ is Erlang distributed with density $f_{\widetilde{T}_{k}}(t)=e^{-\mu t} \frac{\mu^{k} k^{k-1}}{(k-1)!}$ for $t \geq 0$ and $\tilde{N}_{t}$ has the Poisson probabilities $P\left(\tilde{N}_{t}=k\right)=e^{-\mu t} \frac{(\mu t)^{k}}{k!}$. The total accumulated time for complete visits in $s$ up to time $T$ fulfills

$$
\frac{1}{E(s)} \mathbb{E}\left[\sum_{k=1}^{N_{T}} \mathbb{1}_{\left\{X_{k-1}=s\right\}}\right]=\frac{1}{\mu} \mathbb{E}\left[\sum_{k=1}^{\tilde{N}_{T}} \mathbb{1}_{\left\{\tilde{X}_{k-1}=s\right\}}\right]
$$

and therefore

$$
n_{T}(s)=\frac{E(s)}{\mu} \mathbb{E}\left[\sum_{k=1}^{\tilde{N}_{T}} \mathbb{1}_{\left\{\tilde{X}_{k-1}=s\right\}}\right]
$$

is a fraction of the number of uniformized transitions up to time $T$ from state $s$ to some arbitrary state $s^{\prime}$. It follows that

$$
\begin{aligned}
n_{T}(s) & =\frac{E(s)}{\mu} \mathbb{E}\left[\sum_{k=1}^{\widetilde{N}_{T}} \mathbb{1}_{\left\{\widetilde{X}_{k-1}=s\right\}}\right]=\frac{E(s)}{\mu} \sum_{k=1}^{\infty} P\left(\widetilde{X}_{k-1}=s\right) P\left(\widetilde{N}_{T} \geq k\right) \\
& =\frac{E(s)}{\mu} \sum_{k=0}^{\infty} P\left(\widetilde{X}_{k}=s\right) P\left(\widetilde{T}_{k+1} \leq T\right) \\
& =\frac{E(s)}{\mu} \sum_{k=0}^{\infty} P\left(\widetilde{X}_{k}=s\right) \int_{0}^{T} e^{-\mu t} \frac{\mu^{k+1} t^{k}}{k!} d t \\
& =E(s) \int_{0}^{T} e^{-\mu t} \sum_{k=0}^{\infty} P\left(\widetilde{X}_{k}=s\right) \frac{(\mu t)^{k}}{k!} d t=E(s) \int_{0}^{T} P\left(Z_{t}=s\right) d t
\end{aligned}
$$

since

$$
P\left(Z_{t}=s\right)=\sum_{k=0}^{\infty} P\left(Z_{t}=s \mid \tilde{N}_{t}=k\right) P\left(\tilde{N}_{t}=k\right)=\sum_{k=0}^{\infty} P\left(\tilde{X}_{k}=s\right) e^{-\mu t} \frac{(\mu t)^{k}}{k!}
$$

Thus, A.1) follows from $P\left(s, s^{\prime}\right)=\frac{Q\left(s, s^{\prime}\right)}{E(s)}$ for $s^{\prime} \neq s$ and $n_{T}\left(s, s^{\prime}\right)=P\left(s, s^{\prime}\right) n_{T}(s)$.

Remark A.2. In the proof of Lemma A.2, we have applied uniformization as a detour in order to show that

$$
n_{T}\left(s, s^{\prime}\right)=Q\left(s, s^{\prime}\right) \int_{0}^{T} P_{s_{0}}\left(Z_{t}=s\right) d t
$$

There is also a more direct way to show this equation by an argument that is used in the proof of the PASTA property ("Poisson Arrivals See Time Averages") 41. The PASTA property is a tool that is frequently used in the theory of queueing systems. Consider a system that is represented by the Markov chain $\mathcal{M}=(S, Q)$ with state process $Z_{t}$ for $t \geq 0$ and fix two states $s$ and $s^{\prime}$ with $Q\left(s, s^{\prime}\right)>0$. Let $\tau_{s, s^{\prime}}$ be the exponentially distributed time with rate $Q\left(s, s^{\prime}\right)$ that governs the transition from $s$ to $s^{\prime}$ as shown in Sect. 4.1. Further define an independent sequence of such random variables $\tau_{s, s^{\prime}}^{(n)}, n \in \mathbb{N}$ with same distribution as $\tau_{s, s^{\prime}}$. Then the process $A_{t}:=\max \left\{n \mid \sum_{k=0}^{n-1} \tau^{(k)} \leq t\right\}$ is a Poisson process with rate $Q\left(s, s^{\prime}\right)$ and is regarded as a stream of arriving jobs to the system. Since $\tau_{s, s^{\prime}}$ is memoryless it holds that when the system is in state $s$ and an arrival occurs then the system performs a transition to $s^{\prime}$. Therefore, the counting process $Y_{t}:=\sum_{k=1}^{N_{t}} \mathbb{1}_{\left\{X_{k-1}=s, X_{k}=s^{\prime}\right\}}$ is precisely the number of arrivals of $A_{t}$ to the system (up to time $t$ ) that find the system in state $s$. Further let $U_{t}:=\mathbb{1}_{\left\{Z_{t}=s\right\}}$ be the process that indicates whether the system is in state $s$ at time $t$. It holds that $Y_{t}$ can be represented as a stochastic Riemann-Stiltjes integral of the process $U_{t}$ with respect to the arrival process $A_{t}$, i.e. for all $T \geq 0$ it holds that $Y_{T}=\int_{0}^{T} U_{t} d A_{t}$ with probability 1 . Note that for each $t \geq 0$ the set of future increments $\left\{A_{t+s}-A_{s} \mid s \geq 0\right\}$ and the history of the indicator process $\left\{U_{s} \mid 0 \leq s \leq t\right\}$ are independent. Thus the "lack of anticipation assumption" as needed for [41] is satisfied and it follows that

$$
n_{T}\left(s, s^{\prime}\right)=\mathbb{E}_{s_{0}}\left[Y_{T}\right]=Q\left(s, s^{\prime}\right) \cdot \mathbb{E}_{s_{0}}\left[\int_{0}^{T} U_{t} d t\right]=Q\left(s, s^{\prime}\right) \int_{0}^{T} P_{s_{0}}\left(Z_{t}=s\right) d t
$$

Lemma A.3. Let $T$ be a non-negative continuous random horizon length for a $C T M R M \mathcal{M}=(S, Q, i, r)$ and independent of the state process $Z_{t}$ of $\mathcal{M}$. Further let $N_{T}=\max \left\{n \mid T_{n} \leq T\right\}$ be the random number of transitions up to time $T$. If the $k$-th moment of $T$ exists, then it also exists for $N_{T}$.

In order to prove this theorem we need the following definition.
Definition A.1. For two random variables $X$ and $Y$ with distributions $F_{X}$ and $F_{Y}$ we say that $X$ is stochastically smaller then $Y$ (denoted by $X \preceq Y$ ) if $F_{X}(x) \geq F_{Y}(x)$ for all $x \in \mathbb{R}$.

It follows that if $X \preceq Y$ then $\mathbb{E}[g(X)] \leq \mathbb{E}[g(Y)]$ for a monotonically increasing function $g$.

Proof. Let $X_{n}, \tau_{n}, T_{n}$ and $N_{t}$ be the stochastic processes as defined in Sect.4.2.2. Further choose $\mu:=\max \{E(s) \mid s \in S\}$ as a uniformization rate and $\widetilde{X}_{n}, \widetilde{\tau}_{n}, \widetilde{T}_{n}$ and $\widetilde{N}_{t}$ the uniformized processes as in Remark A.1 First we show that $N_{T} \preceq \widetilde{N}_{T}$ : From $\mu \geq E(s)$ for all $s$ it follows that $\widetilde{\tau}_{n} \preceq \tau_{n}$ for all $n$ and thus $\widetilde{T}_{n} \preceq T_{n}$. Therefore

$$
N_{T}=\max \left\{n \mid T_{n} \leq T\right\} \preceq \max \left\{n \mid \widetilde{T}_{n} \leq T\right\}=\widetilde{N}_{T}
$$

and thus $\mathbb{E}\left[N_{T}^{k}\right] \leq \mathbb{E}\left[\widetilde{N}_{T}^{k}\right]$. In order to show that $\mathbb{E}\left[N_{T}^{k}\right]$ is finite we show $\mathbb{E}\left[\widetilde{N}_{T}^{k}\right]<$ $\infty$. It holds that $P\left(\widetilde{N}_{T}=n\right)=P\left(\widetilde{T}_{n} \leq T<\widetilde{T}_{n+1}\right)$ and therefore

$$
\mathbb{E}\left[\widetilde{N}_{T}^{k}\right]=\sum_{n=0}^{\infty} n^{k} P\left(\widetilde{T}_{n} \leq T<\widetilde{T}_{n+1}\right)
$$

We show that the sequence $P\left(\widetilde{T}_{n} \leq T<\widetilde{T}_{n+1}\right)$ is decreasing fast enough.

$$
\begin{aligned}
& P\left(\widetilde{T}_{n} \leq T<\widetilde{T}_{n+1}\right)=\int_{z=0}^{\infty} f_{T}(z) \int_{v=0}^{z} f_{\widetilde{T}_{n}}(v) \int_{u=z-v}^{\infty} f_{\widetilde{T}_{n}}(u) d u d v d z= \\
& \int_{z=0}^{\infty} f_{T}(z) \int_{v=0}^{z} f_{\widetilde{T}_{n}}(v) e^{-\mu(z-v)} d v d z=\int_{z=0}^{\infty} f_{T}(z) e^{-\mu z} \int_{v=0}^{z} \frac{\mu^{n} v^{n-1}}{(n-1)!} d v d z= \\
& \int_{z=0}^{\infty} f_{T}(z) \frac{e^{-\mu z}(\mu z)^{n}}{n!} d z .
\end{aligned}
$$

Therefore

$$
\mathbb{E}\left[\widetilde{N}_{T}^{k}\right]=\sum_{n=0}^{\infty} n^{k} \int_{z=0}^{\infty} f_{T}(z) \frac{e^{-\mu z}(\mu z)^{n}}{n!} d z=\int_{z=0}^{\infty} f_{T}(z) \mathbb{E}\left[\widetilde{N}_{z}^{k}\right] d z
$$

where $\widetilde{N}_{z}$ is the number of uniformized transitions up to time $z$ which is Poisson distributed with parameter $\mu z$. Now the $k$-th moment $g(z):=\mathbb{E}\left[\widetilde{N}_{z}^{k}\right]$ is a polynomial in $z$ of degree $k$ and therefore

$$
\mathbb{E}\left[\widetilde{N}_{T}^{k}\right]=\int_{z=0}^{\infty} g(z) f_{T}(z) d z<\infty
$$

as a polynomial of degree $k$ in the moments of $T$.

Remark A.3. In the case $k=1$ it holds that $\mathbb{E}\left[\widetilde{N}_{T}\right]=\mu \mathbb{E}[T]$ represents exactly Little's law: If jobs enter a queue at rate $\mu$ and if their mean residence time in the queue is $\mathbb{E}[T]$, then there are on average $\mu \mathbb{E}[T]$ jobs in the queue. For $k \geq 2$ the theorem generalizes Little's law and allows to compute $\mathbb{E}\left[\widetilde{N}_{T}\right]$ analytically since the coefficients of $g$ can be computed analytically.

## A. 2 Laurent Series Expansion for Continuous Time Models

Proposition A.1. Let $Q \in \mathbb{R}^{n \times n}$ be the generator matrix of a CTMC over a finite state space and $P(t)=e^{Q t}$ the transient probability matrix. Then the

CTMC is exponentially ergodic, i.e. there exists $\delta>0$ and $L>0$, such that

$$
\left\|P(t)-P^{*}\right\| \leq L e^{-\delta t}
$$

for all $t \geq 0$, where $\|A\|:=\max _{i} \sum_{j}\left|A_{i, j}\right|$ is the matrix maximum norm.
In [18] an equivalent statement is described for finite state DTMCs. We transfer and modify the proof to the continuous-time case.

Proof. Since $P_{i, j}(t) \rightarrow P_{i, j}^{*}$ for all $i, j$, it follows that for an arbitrary fixed $\varepsilon>0$ there exists $T>0$, such that for all $i$

$$
\sum_{j}\left|P_{i, j}(T)-P_{i, j}^{*}\right| \leq e^{-\varepsilon}<1
$$

and therefore $\left\|P(T)-P^{*}\right\| \leq e^{-\varepsilon}$. Now split $t=n_{t} T+s_{t}$ with $n_{t} \in \mathbb{N}$ and $s_{t} \in[0, T)$.

$$
\begin{aligned}
\left\|P(t)-P^{*}\right\| & =\left\|P(T)^{n_{t}} P\left(s_{t}\right)-P^{*}\right\| & & P(s+t)=P(s) P(t) \\
& =\left\|\left(P(T)^{n_{t}}-P^{*}\right)\left(P\left(s_{t}\right)-P^{*}\right)\right\| & & P(t) P^{*}=P^{*}, P^{*} P^{*}=P^{*} \\
& \leq\left\|P(T)^{n_{t}}-P^{*}\right\| \cdot\left\|P\left(s_{t}\right)-P^{*}\right\| & & \text { subadditivity of norm } \\
& =\left\|\left(P(T)-P^{*}\right)^{n_{t}}\right\| \cdot\left\|P\left(s_{t}\right)-P^{*}\right\| & & \\
& \leq\left\|P(T)-P^{*}\right\|^{n_{t}} \cdot\left\|P\left(s_{t}\right)-P^{*}\right\| & & \\
& \leq e^{-\varepsilon n_{t}}\left\|P\left(s_{t}\right)-P^{*}\right\| & & \\
& =e^{-\varepsilon t / T} e^{\varepsilon s_{t} / T}\left\|P\left(s_{t}\right)-P^{*}\right\| . & &
\end{aligned}
$$

Defining

$$
\delta:=\frac{\varepsilon}{T} \quad \text { and } \quad L:=\sup _{s \in[0, T)}\left(e^{\varepsilon s / T}\left\|P(s)-P^{*}\right\|\right)<\infty
$$

gives $\left\|P(t)-P^{*}\right\| \leq L e^{-\delta t}$.
Define the transient deviation matrix $\Delta(t):=P(t)-P^{*}$ and the total deviation matrix $H:=\int_{0}^{\infty} \Delta(t) d t$ (componentwise integration). From Proposition A. 1 it follows that the integral defining $H$ converges since $\|\Delta(t)\| \leq L e^{-\delta t}$.

Theorem A.1. For $\alpha>0$ let $W(\alpha):=\int_{0}^{\infty} e^{-\alpha t} P(t) d t$ be the Laplace transform of $P(t)$. Then there exists $\delta>0$, such that for all $0<\alpha<\delta$ the Laurent series of $W(\alpha)$ is given by

$$
W(\alpha)=\alpha^{-1} P^{*}+\sum_{n=0}^{\infty}(-\alpha)^{n} H^{n+1}
$$

Proof. Since $P(t) P^{*}=P^{*} P(t)=P^{*} P^{*}=P^{*}$ it follows that $\Delta(t+s)=\Delta(t) \Delta(s)$ for all $s, t \geq 0$. Now

$$
\begin{aligned}
W(\alpha) & =\int_{0}^{\infty} e^{-\alpha t}\left(P(t)-P^{*}+P^{*}\right) d t \\
& =\alpha^{-1} P^{*}+\int_{0}^{\infty} e^{-\alpha t} \Delta(t) d t \\
& =\alpha^{-1} P^{*}+\int_{0}^{\infty}\left(\sum_{n=0}^{\infty} \frac{(-\alpha t)^{n}}{n!}\right) \Delta(t) d t \\
& =\alpha^{-1} P^{*}+\sum_{n=0}^{\infty}(-\alpha)^{n} \int_{0}^{\infty} \frac{t^{n}}{n!} \Delta(t) d t
\end{aligned}
$$

where the last equality follows from Lebesgue's dominated convergence theorem, since for all $i, j$ the sequence $\sum_{n=0}^{N} \frac{(-\alpha t)^{n}}{n!} \Delta_{i, j}(t)$ can be dominated by the integrable function $C e^{(\alpha-\delta) t}$ (for $\delta>0$ from Proposition A. 1 and some $C>0$ ) for all $0<\alpha<\delta$. We show by induction that

$$
\begin{equation*}
\int_{0}^{\infty} \frac{t^{n}}{n!} \Delta(t) d t=H^{n+1} \tag{A.2}
\end{equation*}
$$

For $n=0$ this is true by definition of $H$. Let (A.2) be true for an arbitrary $n \in \mathbb{N}$. Then

$$
\begin{aligned}
\int_{0}^{\infty} \frac{t^{n+1}}{(n+1)!} \Delta(t) d t & =\int_{0}^{\infty}\left(\int_{0}^{t} \frac{s^{n}}{n!} d s\right) \Delta(t) d t=\int_{0}^{\infty} \frac{s^{n}}{n!} \int_{s}^{\infty} \Delta(t) d t d s \\
& =\int_{0}^{\infty} \frac{s^{n}}{n!} \int_{0}^{\infty} \Delta(s+t) d t d s=\int_{0}^{\infty} \frac{s^{n}}{n!} \Delta(s) \int_{0}^{\infty} \Delta(t) d t d s \\
& =\left(\int_{0}^{\infty} \frac{s^{n}}{n!} \Delta(s) d s\right) H=H^{n+1}
\end{aligned}
$$

and the Laurent series follows.

## A. 3 Collection of Proofs

Proof (of Theorem [2.1). (i) For an arbitary $s_{0} \in S$ it holds

$$
\begin{aligned}
& V_{N}\left(s_{0}\right)=\mathbb{E}_{s_{0}}\left[\sum_{i=1}^{N} R\left(X_{i-1}, X_{i}\right)\right]=\sum_{s_{1}, \ldots, s_{N}}\left(\left(\sum_{i=1}^{N} R\left(s_{i-1}, s_{i}\right)\right) \prod_{i=1}^{N} P\left(s_{i-1}, s_{i}\right)\right) \\
&= \sum_{s_{1}} P\left(s_{0}, s_{1}\right)\left(R\left(s_{0}, s_{1}\right) \sum_{s_{2}, \ldots, s_{N}} \prod_{i=2}^{N} P\left(s_{i-1}, s_{i}\right)+\right. \\
&\left.\sum_{s_{2}, \ldots, s_{N}} \sum_{i=2}^{N} R\left(s_{i-1}, s_{i}\right) \prod_{i=2}^{N} P\left(s_{i-1}, s_{i}\right)\right) .
\end{aligned}
$$

Now since $\sum_{s_{1}} R\left(s_{0}, s_{1}\right) P\left(s_{0}, s_{1}\right)=R\left(s_{0}\right)$ and for each $s_{1} \in S$ it holds that

$$
\begin{aligned}
& \sum_{s_{2}, \ldots, s_{N}} \prod_{i=2}^{N} P\left(s_{i-1}, s_{i}\right)=1 \text { and } \\
& \sum_{s_{2}, \ldots, s_{N}}\left(\sum_{i=2}^{N} R\left(s_{i-1}, s_{i}\right)\right) \prod_{i=2}^{N} P\left(s_{i-1}, s_{i}\right)=\mathbb{E}_{s_{1}}\left[\sum_{i=2}^{N} R\left(X_{i-1}, X_{i}\right)\right]=V_{N-1}\left(s_{1}\right)
\end{aligned}
$$

it follows that

$$
V_{N}\left(s_{0}\right)=R\left(s_{0}\right)+\sum_{s_{1}} P\left(s_{0}, s_{1}\right) V_{N-1}\left(s_{1}\right)
$$

In case $V_{\infty}$ exists then $V_{\infty}(s)=\lim _{N \rightarrow \infty} V_{N}(s)$ for all $s \in S$ and statement (ii) follows from (i) by taking the limit on both sides.

Proof (of Proposition [2.1). We are going to sketch a proof for this fact in case the Markov chain is aperiodic. Since $V_{\infty}$ exists for the model $(S, P, R)$ if and only if it exists for $(S, P,|R|)$ we can assume without loss of generality that $R\left(s, s^{\prime}\right) \geq 0$ for all $s, s^{\prime} \in S$. Note that here $|R|$ has to be interpreted as the transition-based reward function with $|R|\left(s, s^{\prime}\right):=\left|R\left(s, s^{\prime}\right)\right|$. The reason is that the state-based view on the absolute reward values $\sum_{s^{\prime} \in S} P\left(s, s^{\prime}\right)\left|R\left(s, s^{\prime}\right)\right|$ in general differs from $\left|\sum_{s^{\prime} \in S} P\left(s, s^{\prime}\right) R\left(s, s^{\prime}\right)\right|$ which is the absolute value of the state-based view on the reward values!
$" \Rightarrow$ ": Assume that $V_{\infty}$ exists and $R\left(\widetilde{s}, \widetilde{s}^{\prime}\right)>0$ for some states $\widetilde{s}, \widetilde{s}^{\prime} \in S_{i}^{r}$ and thus $R(\widetilde{s})=\sum_{s^{\prime} \in S} P\left(\widetilde{s}, s^{\prime}\right) R\left(\widetilde{s}, s^{\prime}\right)>0$. For all $k \in \mathbb{N}$ it holds that $\mathbb{E}_{s}\left[R\left(X_{k-1}, X_{k}\right)\right]$ is the reward gained for the $k$-th transition when starting in $s$. Therefore

$$
\begin{aligned}
\mathbb{E}_{\widetilde{s}}\left[R\left(X_{k-1}, X_{k}\right)\right] & =\sum_{s^{\prime} \in S} P^{k-1}\left(\widetilde{s}, s^{\prime}\right) \sum_{s^{\prime \prime} \in S} P\left(s^{\prime}, s^{\prime \prime}\right) R\left(s^{\prime}, s^{\prime \prime}\right) \\
& =\sum_{s^{\prime} \in S} P^{k-1}\left(\widetilde{s}, s^{\prime}\right) R\left(s^{\prime}\right) \geq P^{k-1}(\widetilde{s}, \widetilde{s}) R(\widetilde{s}) .
\end{aligned}
$$

Since $P$ is aperiodic and $\widetilde{s}$ is recurrent it follows that $P^{k-1}(\widetilde{s}, \widetilde{s})$ converges to $\rho_{\widetilde{s}}(\widetilde{s})>0$, where $\rho_{\widetilde{s}}$ is the limiting distribution from $\widetilde{s}$ (see Sect. 2.1.2). Therefore the sequence $\mathbb{E}_{\widetilde{s}}\left[\sum_{k=1}^{N}\left|R\left(X_{k-1}, X_{k}\right)\right|\right] \geq \sum_{k=1}^{N} P^{k-1}(\widetilde{s}, \widetilde{s}) R(\widetilde{s})$ is unbounded, which is a contradiction to the existence of $V_{\infty}$.
$" \Leftarrow "$ : Assume that $R\left(s, s^{\prime}\right)=0$ for all $s, s^{\prime} \in S_{i}^{r}$ and all $i=1, \ldots, k$. We anticipate a result from Proposition 2.2 in Sect.2.4, which states that the limiting matrix $P^{\infty}:=\lim _{n \rightarrow \infty} P^{n}$ exists since $P$ is aperiodic. In [18] it is shown that $P$ is geometric ergodic, i.e. there exists $n_{0} \in \mathbb{N}, c>0$ and $\beta<1$ such that

$$
\left\|P^{n}-P^{\infty}\right\| \leq c \beta^{n}
$$

for all $n \geq n_{0}$, where $\|$.$\| is the maximum norm. (This result as stated holds for$ unichain models, but it can also be directly extended to the multichain case). First of all, we want to show that $P^{\infty} R=0$, i.e. for all $s \in S$ it holds that

$$
\left(P^{\infty} R\right)(s)=\sum_{s^{\prime} \in S} P^{\infty}\left(s, s^{\prime}\right) \sum_{s^{\prime \prime} \in S} P\left(s^{\prime}, s^{\prime \prime}\right) R\left(s^{\prime}, s^{\prime \prime}\right)=0
$$

If $s \in S_{i}^{r}$ is recurrent then we only have to consider those terms in the summation for which $s^{\prime}$ and $s^{\prime \prime}$ are in the same closed recurrent class $S_{i}^{r}$. But since both $s^{\prime}, s^{\prime \prime} \in S_{i}^{r}$ it follows that $R\left(s^{\prime}, s^{\prime \prime}\right)=0$ and thus $\left(P^{\infty} R\right)(s)=0$. On the other hand if $s \in S^{t}$ is transient then $P^{\infty}\left(s, s^{\prime}\right)=0$ for all $s^{\prime} \in S^{t}$ and otherwise if $s^{\prime}$ is recurrent then again $P\left(s^{\prime}, s^{\prime \prime}\right)=0$ or $R\left(s^{\prime}, s^{\prime \prime}\right)=0$ dependent on whether $s^{\prime}$ and $s^{\prime \prime}$ are in the same closed recurrent class. (Compare this also to the representation of $P^{\infty}=P^{*}$ in (2.14).) Combining together it follows for all $s \in S$ and $k \geq n_{0}+1$ that

$$
\begin{aligned}
& \mathbb{E}_{s}\left[R\left(X_{k-1}, X_{k}\right)\right]=\sum_{s^{\prime} \in S} P^{k-1}\left(s, s^{\prime}\right) \sum_{s^{\prime \prime} \in S} P\left(s^{\prime}, s^{\prime \prime}\right) R\left(s^{\prime}, s^{\prime \prime}\right)=\sum_{s^{\prime} \in S} P^{k-1}\left(s, s^{\prime}\right) R\left(s^{\prime}\right) \\
& \leq \max _{s \in S}\left\{\sum_{s^{\prime} \in S} P^{k-1}\left(s, s^{\prime}\right) R\left(s^{\prime}\right)\right\}=\left\|P^{k-1} R\right\|=\left\|P^{k-1} R-P^{\infty} R\right\| \leq c \beta^{k-1}\|R\|
\end{aligned}
$$

Therefore

$$
\mathbb{E}_{s}\left[\sum_{k=1}^{N} R\left(X_{k-1}, X_{k}\right)\right] \leq \sum_{k=1}^{N} c \beta^{k-1}\|R\|
$$

converges as $N \rightarrow \infty$ since $\beta<1$.
Proof (of Theorem [3.2). The convergence of $V_{n}$ to $\left(V^{\gamma}\right)^{*}$ has been already remarked in Remark 3.2. It further holds

$$
\left\|V^{\pi_{\varepsilon}}-\left(V^{\gamma}\right)^{*}\right\| \leq\left\|V^{\pi_{\varepsilon}}-V_{n+1}\right\|+\left\|V_{n+1}-\left(V^{\gamma}\right)^{*}\right\|
$$

From (2.11) it follows that for every policy $\pi$ the linear operator $T^{\pi}$ defined by $T^{\pi} V:=R^{\pi}+\gamma P^{\pi} V$ is also a contraction with the same Lipschitz constant $q:=\gamma<1$ as for $\mathcal{T}$. Let $V^{\pi_{\varepsilon}}=T^{\pi_{\varepsilon}} V^{\pi_{\varepsilon}}$ be the fixed point of $T^{\pi_{\varepsilon}}$. By definition of $\pi_{\varepsilon}$ in (3.7) (i.e. $\pi_{\varepsilon}(s)$ is a maximizing action) it follows that $T^{\pi_{\varepsilon}} V_{n+1}=\mathcal{T} V_{n+1}$. Thus, for the first term it holds

$$
\begin{aligned}
\left\|V^{\pi_{\varepsilon}}-V_{n+1}\right\| & \leq\left\|V^{\pi_{\varepsilon}}-\mathcal{T} V_{n+1}\right\|+\left\|\mathcal{T} V_{n+1}-V_{n+1}\right\| \\
& =\left\|T^{\pi_{\varepsilon}} V^{\pi_{\varepsilon}}-T^{\pi_{\varepsilon}} V_{n+1}\right\|+\left\|\mathcal{T} V_{n+1}-\mathcal{T} V_{n}\right\| \\
& \leq q\left\|V^{\pi_{\varepsilon}}-V_{n+1}\right\|+q\left\|V_{n+1}-V_{n}\right\|
\end{aligned}
$$

Therefore

$$
\left\|V^{\pi_{\varepsilon}}-V_{n+1}\right\| \leq \frac{q}{1-q}\left\|V_{n+1}-V_{n}\right\|
$$

In analogy it follows for the second term

$$
\left\|V_{n+1}-\left(V^{\gamma}\right)^{*}\right\| \leq q\left\|V_{n}-\left(V^{\gamma}\right)^{*}\right\| \leq q\left(\left\|V_{n}-V_{n+1}\right\|+\left\|V_{n+1}-\left(V^{\gamma}\right)^{*}\right\|\right)
$$

and thus

$$
\left\|V_{n+1}-\left(V^{\gamma}\right)^{*}\right\| \leq \frac{q}{1-q}\left\|V_{n+1}-V_{n}\right\|
$$

By combining the inequalities together it follows that

$$
\left\|V^{\pi_{\varepsilon}}-\left(V^{\gamma}\right)^{*}\right\| \leq \frac{2 q}{1-q}\left\|V_{n+1}-V_{n}\right\|
$$

Hence the conclusion follows from $\left\|V_{n+1}-V_{n}\right\|<\frac{1-\gamma}{2 \gamma} \varepsilon$ for $q=\gamma$.

Proof (of Proposition 4.1). The proof is analogous to the proof of Proposition 2.1 in the discrete-time setting. By Definition 4.2 the value function $V_{\infty}$ is defined if and only if it holds for all $s \in S$ that both terms $\mathbb{E}_{s}\left[\sum_{k=1}^{N_{T}}\left|i\left(X_{k-1}, X_{k}\right)\right|\right]$ and $\mathbb{E}_{s}\left[\int_{0}^{T}\left|r\left(Z_{t}\right)\right| d t\right]$ converge as $T \rightarrow \infty$. For simplicity, we only sketch the proof for the rate reward. Without loss of generality we assume that $r(s) \geq 0$ for all $s \in S$.
$" \Rightarrow$ ": $V_{\infty}$ is defined if and only if $\int_{0}^{T} \mathbb{E}_{s}\left[r\left(Z_{t}\right)\right] d t$ converges with $T \rightarrow \infty$ and thus $\mathbb{E}_{s}\left[r\left(Z_{t}\right)\right] \rightarrow 0$ as $t \rightarrow \infty$. But if $s$ is recurrent then $\lim _{t \rightarrow \infty} P(t)(s, s)=$ $P^{*}(s, s)>0$ and from $\mathbb{E}_{s}\left[r\left(Z_{t}\right)\right]=\sum_{s^{\prime} \in S} P(t)\left(s, s^{\prime}\right) r\left(s^{\prime}\right) \geq P(t)(s, s) r(s)$ it follows that $r(s)=0$.
" $\Leftarrow$ ": Let $r(s)=0$ for all recurrent states $s$. As in the discrete-time case, one can show that the transient probability matrix $P(t)$ of the finite-state CTMC $(S, Q)$ is exponentially ergodic, i.e. there exists $L>0$ and $\delta>0$ such that $\left\|P(t)-P^{*}\right\| \leq$ $L e^{-\delta t}$ for all $t \geq 0$ where $\|$.$\| is the maximum norm (see Proposition A.1). We$ first show that

$$
\left(P^{*} r\right)(s)=\sum_{s^{\prime} \in S} P^{*}\left(s, s^{\prime}\right) r\left(s^{\prime}\right)=0
$$

for all $s \in S$ (see also the representation of $P^{*}$ in (4.3)). If $s \in S_{i}^{r}$ is recurrent then $P^{*}\left(s, s^{\prime}\right)=0$ if $s^{\prime} \in S \backslash S_{i}^{r}$ and $r\left(s^{\prime}\right)=0$ if $s^{\prime} \in S_{i}^{r}$. Otherwise, if $s \in S^{t}$ is transient then $P^{*}\left(s, s^{\prime}\right)=0$ for all transient states $s^{\prime} \in S^{t}$ and $r\left(s^{\prime}\right)=0$ for all recurrent states $s^{\prime} \in S \backslash S^{t}$. It follows for all $s \in S$ that

$$
\begin{aligned}
\mathbb{E}_{s}\left[\int_{0}^{T} r\left(Z_{t}\right) d t\right] & =\int_{0}^{T} \sum_{s^{\prime} \in S} P(t)\left(s, s^{\prime}\right) r\left(s^{\prime}\right) d t \leq \int_{0}^{T}\|P(t) r\| d t \\
& =\int_{0}^{T}\left\|P(t) r-P^{*} r\right\| d t \leq \int_{0}^{T} L e^{-\delta t}\|r\| d t
\end{aligned}
$$

converges as $T \rightarrow \infty$.
Proof (of Lemma 4.1). We show the first equality by regarding the representation of $V(s)$ in (4.13) as a total expectation. We can interchange both expectations in the middle term by the Fubini theorem (or law of total expectation), i.e.

$$
V(s)=\mathbb{E}\left[\mathbb{E}_{s}\left[\int_{0}^{T} \bar{r}\left(Z_{t}\right) d t \mid T\right]\right]=\mathbb{E}_{s}\left[\mathbb{E}\left[\int_{0}^{T} \bar{r}\left(Z_{t}\right) d t \mid Z_{t}\right]\right] .
$$

Here $\mathbb{E}\left[\int_{0}^{T} \bar{r}\left(Z_{t}\right) d t \mid Z_{t}\right]$ is a conditional expectation given knowledge of all the $Z_{t}$ for $t \geq 0$, i.e. it is a random variable over $\Omega$ that takes the values $\mathbb{E}\left[\int_{0}^{T} \bar{r}\left(Z_{t}(\omega)\right) d t\right]$ for $\omega \in \Omega$. Since the state space is finite it holds that the map $t \mapsto \bar{r}\left(Z_{t}(\omega)\right)$ is bounded for all $\omega \in \Omega$ and it follows by Lemma A. 1 that

$$
V(s)=\mathbb{E}_{s}\left[\int_{0}^{\infty} \bar{r}\left(Z_{t}\right) P_{T}(T \geq t) d t\right]
$$

For the second equality of $V(s)$ in Lemma 4.1 note that $Z_{t}(\omega)=X_{N_{t}(\omega)}(\omega)$ and $N_{t}(\omega)$ piecewise constant in $t$ for all $\omega \in \Omega$. Therefore $r\left(Z_{t}(\omega)\right)=r\left(X_{n}(\omega)\right)$ for all $t \in\left[T_{n}(\omega), T_{n+1}(\omega)\right)$ and it follows that

$$
\mathbb{E}_{s}\left[\int_{0}^{\infty} \bar{r}\left(Z_{t}\right) P_{T}(T \geq t) d t\right]=\mathbb{E}_{s}\left[\sum_{n=0}^{\infty} \bar{r}\left(X_{n}\right) \int_{T_{n}}^{T_{n+1}} P_{T}(T \geq t) d t\right]
$$

Proof (of Theorem 4.3). Equation (4.16) can be established by multipliying (4.15) with $\alpha+E(s)$ and using $E(s)=-Q(s, s)$ when rearranging terms. Thus we only have to show (4.15). If $s$ is absorbing then $Q\left(s, s^{\prime}\right)=0$ for all $s^{\prime}, E(s)=0$ and $P(t)\left(s, s^{\prime}\right)=\delta_{s, s^{\prime}}$. The conclusion follows from (4.14) since $V^{\alpha}(s)=\int_{0}^{\infty} \bar{r}(s) e^{-\alpha t} d t=\frac{\bar{r}(s)}{\alpha}$. Assume in the following that $s$ is non-absorbing and thus $E(s)>0$. From Lemma 4.1 it holds that

$$
V^{\alpha}(s)=\mathbb{E}_{s}\left[\sum_{n=0}^{\infty} \bar{r}\left(X_{n}\right) \int_{T_{n}}^{T_{n+1}} e^{-\alpha t} d t\right]=\mathbb{E}_{s}\left[\sum_{n=0}^{\infty} e^{-\alpha T_{n}} \bar{r}\left(X_{n}\right) \int_{0}^{\tau_{n}} e^{-\alpha t} d t\right]
$$

since $T_{n+1}=T_{n}+\tau_{n}$. Define $R\left(X_{n}, \tau_{n}\right):=\bar{r}\left(X_{n}\right) \int_{0}^{\tau_{n}} e^{-\alpha t} d t$. Because $\tau_{0}$ given $X_{0}=s$ is exponentially distributed with rate $E(s)>0$ it follows by Lemma A. 1 that

$$
\mathbb{E}_{s}\left[R\left(X_{0}, \tau_{0}\right)\right]=\frac{\bar{r}(s)}{\alpha+E(s)}
$$

and thus

$$
\begin{aligned}
V^{\alpha}(s) & =\mathbb{E}_{s}\left[\sum_{n=0}^{\infty} e^{-\alpha \sum_{k=0}^{n-1} \tau_{k}} R\left(X_{n}, \tau_{n}\right)\right] \\
& =\mathbb{E}_{s}\left[R\left(X_{0}, \tau_{0}\right)\right]+\mathbb{E}_{s}\left[e^{-\alpha \tau_{0}} \sum_{n=1}^{\infty} e^{-\alpha \sum_{k=1}^{n-1} \tau_{k}} R\left(X_{n}, \tau_{n}\right)\right] \\
& =\frac{\bar{r}(s)}{\alpha+E(s)}+\mathbb{E}_{s}\left[e^{-\alpha \tau_{0}} \sum_{n=0}^{\infty} e^{-\alpha \sum_{k=0}^{n-1} \tau_{k+1}} R\left(X_{n+1}, \tau_{n+1}\right)\right] \\
& =\frac{\bar{r}(s)}{\alpha+E(s)}+\mathbb{E}\left[e^{-\alpha \tau_{0}} V^{\alpha}\left(X_{1}\right) \mid X_{0}=s\right],
\end{aligned}
$$

where $V^{\alpha}\left(X_{1}\right)$ is the random variable representing the discounted value when the process starts in $X_{1}$. Now since $V^{\alpha}\left(X_{1}\right)$ is independent of $\tau_{0}$ (given $X_{0}=s$ ) it follows that

$$
\begin{aligned}
& \mathbb{E}\left[e^{-\alpha \tau_{0}} V^{\alpha}\left(X_{1}\right) \mid X_{0}=s\right]=\mathbb{E}\left[e^{-\alpha \tau_{0}} \mid X_{0}=s\right] \mathbb{E}\left[V^{\alpha}\left(X_{1}\right) \mid X_{0}=s\right] \\
& =\int_{0}^{\infty} e^{-\alpha t} \cdot E(s) e^{-E(s) t} d t \cdot \sum_{s^{\prime} \neq s} V^{\alpha}\left(s^{\prime}\right) P\left(s, s^{\prime}\right)=\frac{E(s)}{\alpha+E(s)} \sum_{s^{\prime} \neq s} V^{\alpha}\left(s^{\prime}\right) P\left(s, s^{\prime}\right) \\
& =\sum_{s^{\prime} \neq s} \frac{Q\left(s, s^{\prime}\right)}{\alpha+E(s)} V^{\alpha}\left(s^{\prime}\right)
\end{aligned}
$$

where the last equation follows from $Q\left(s, s^{\prime}\right)=P\left(s, s^{\prime}\right) E(s)$.
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#### Abstract

The mean-field analysis technique is used to perform analysis of a system with a large number of components to determine the emergent deterministic behaviour and how this behaviour modifies when its parameters are perturbed. The computer science performance modelling and analysis community has found the mean-field method useful for modelling large-scale computer and communication networks. Applying mean-field analysis from the computer science perspective requires the following major steps: (1) describing how the agent populations evolve by means of a system of differential equations, (2) finding the emergent deterministic behaviour of the system by solving such differential equations, and (3) analysing properties of this behaviour. Depending on the system under analysis, performing these steps may become challenging. Often, modifications of the general idea are needed. In this tutorial we consider illustrating examples to discuss how the mean-field method is used in different application areas. Starting from the application of the classical technique, moving to cases where additional steps have to be used, such as systems with local communication. Finally, we illustrate the application of existing model checking analysis techniques.


## 1 Introduction

Mean Field Approximation originated in statistical physics [1] and is a technique developed within the field of probability theory. This technique is useful to study the behaviour of stochastic processes with a very large state space (e.g. in the study of systems with a large number of particles), where Monte Carlo simulations are impractical. In those systems, a first approximation of the behaviour is obtained by replacing the effect of the other particles over a given particle by a single averaged effect and studying this two-body problem [23|31]. Beyond physics, this approximation technique is applied in studies of epidemics models [24], queueing theory [61], and network performance [30]11].

In this tutorial, the stochastic systems we are interested in typically consist of a relatively small number of particle types. The particles of each type often have
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a simple behaviour and are replicated many times to form large populations. Their interaction may give rise to a complex behaviour and patterns that can not be found considering the single particle, but emerge by their interaction. Mean-field approximation is used to model and analyse efficiently the so-called emergent behaviour of such large-scale systems. Classical applications of this technique generally require two abstractions. The first is that when studying the system, one abstracts away from the particles' identities, and instead of capturing the behaviour of each instance, the system's behaviour is observed at the level of populations [22]. The second abstraction suggests that the spatial distribution of the agents across the system locations is ignored, and the particles are assumed to be uniformly spread across the system space (in chemistry this idea is embodied in the notion of well-stirred chemical reaction [1737]). In this tutorial we illustrate both a classical application (Section 3) and a more sophisticated modelling where space inhomogeneity has a significant impact on the system's emergent behaviour (Section (4).

The core idea of the mean-field method is to approximate the dynamics of a Markov population process through a system of differential equations [27]. The result is a reliable approximation when the population size is sufficiently large, since under specific conditions the behaviour of the system tends to the deterministic dynamics captured by the differential equations. In this case, one additional important property is the decoupling assumption; that is the joint probability distribution associated with the system can be expressed as the product of the marginals. This property allows to study the behaviour of individual particles within the whole system in an efficient way.

A closely related approximation technique is known as moment closure [16]. This technique allows to estimate the first few moments of a stochastic process by a closed system of equations. Mean-field approximation can be seen as a form of moment closure where the second moment (variance) and the higher moments have been set to zero. The first-order approximation is often very coarse and can potentially lead to misleading results [33]. In practice, however, it can be used to gain some insights about the average or the global behaviour of the system at a relatively low cost.

When first-order or mean-field approximation is applied, the resulting model can be described in terms of a deterministic system, as mentioned previously. In the literature this is often referred to as deterministic approximation 49].

Another related technique is called linear noise approximation, which is frequently used to find approximate solutions of the Chemical Master Equation by giving an estimate of the second moment of this equation [37].

Continuous Time Markov Chains are often used to provide a stochastic semantics to process algebra used in performance modelling of computer systems [20]. However, stochastic process algebra models of realistic size can easily result in very large and intractable state spaces. In that context a technique called fluid-flow approximation [21] has been used to construct a continuous state-space representation of the underlying discrete state-space, and ordinary differential equations are used to describe their dynamics. This technique is justified by results on mean-field
approximation of Continuous Time Markov Chains 36|22|19. Indeed, the notion of fluid approximation has been used in various contexts such as Petri Nets, and relies on the idea that a discrete variable can be approximated using a continuous variable [34.

In our tutorial we focus on CTMC models and their continuous-time approximation using ordinary differential equations. The goal of this paper is to provide an example-guided tutorial to the application of fluid approximation, including fluid model checking [8]. The interested reader can find very complete and detailed tutorials in 9, treating both Continuous Time Markov Chains and Discrete Time Markov Chains. A more technical survey of the topic and related mathematical results can be found in [13].

## 2 Preliminaries

In this paper we consider systems consisting of large populations of interacting objects. Such systems are common in biology and chemistry, as well as in telecommunications and queueing theory $312|22| 35$. Due to the problem of state space explosion, the models of such systems are often unmanageable for the purpose of analysis and are not suitable for direct application of classic analysis techniques such as simulation and model checking. In this tutorial we address the modelling and analysis of such models using mean-field method.

The main idea of the mean-field analysis is to describe the evolution of a population that is composed of many similar objects via a deterministic behaviour. It states that under certain assumptions on the dynamics of the system and when the size of the population grows, the ratio of the system's variance to the size of the state space tends to zero. Therefore, when the population is large, the stochastic behaviour of the system can be studied through the unique solution of a system of Ordinary Differential Equations (ODE) defined by using the limit dynamics of the whole system.

Since the purpose of this tutorial is to provide the guided examples of the application of the mean-field method, we will not be discussing the detailed theoretical background of the mean-field method (see, e.g. 9]). Instead, we present the modelling procedure from the practical point of view. We build the model of the whole population based on the behaviour of the random individual object.

### 2.1 Model Definition

Let us start with a random individual object in the large population. We assume that the size of the population $N$ is constant and do not distinguish between the classes of the individual objects for the simplicity of the notation. However, this assumptions can be relaxed, see, e.g., Section 4 of the current tutorial.

The behaviour of such an object can be described by defining the states or "modes" this object experiences during its lifetime, and the transitions between these states. Formally, the individual or local model (the model of the random object in the population) is defined as follows:

Definition 1 (Local model). A local model $\mathcal{X}$ describing the behaviour of one object is constructed as a tuple $(S, \mathbf{Q}, L)$ that consists of a finite set of $K$ local states $S=\left\{s_{1}, s_{2}, \ldots, s_{K}\right\}$; the infinitesimal generator matrix $\mathbf{Q}$ which may depend on the overall system state; and the labelling function $L: S \rightarrow 2^{\text {LAP }}$ that assigns local atomic propositions from a fixed finite set of Local Atomic Properties (LAP) to each state.

Self-loops are assumed to be eliminated. The generator matrix $\mathbf{Q}$ is a matrix $S \times S$, whose entries describe the rate at which an individual object changes states. The Q may potentially depend on the system's overall state. We discuss the transitions rates of the individual objects later in this section.

Given the large number $N$ of objects, we build the overall model of the whole population. Instead of modelling each object individually, which would lead to the state-space explosion problem, we (i) lump the state space; (ii) normalize the population, and (iii) check whether the convergence of the behaviour to the deterministic limit holds and build the overall mean-field model $X$, using the local model $\mathcal{X}$. Let us first provide the explanations on the way this model is built, which will be followed by the definition of the overall (or global) model.

If the identity of each object is preserved, the state space of the model of the whole population $\mathcal{X}^{(N)}$ will potentially consists of $K^{N}$ states, where $K$ is the number of states of the local model. However, due to the identical and unsynchronized behaviour of the individual objects the counting abstraction is applied to find the stochastic process $X$, whose states capture the distribution of the individual objects across the states of the local model $\mathcal{X}$. In general, the transition rates may depend on the state of the overall model, $\bar{X}(t)$. There-


Fig. 1. The model describing computer virus spread fore, using the counting abstraction the generator matrix $\mathbf{Q}(\bar{X}(t))$ is constructed as in 6]:

$$
\mathbf{Q}_{i, j}(\bar{X}(t))= \begin{cases}\left.\left.\lim _{\Delta \rightarrow 0} \frac{1}{\Delta} \operatorname{Prob}(\mathcal{X}(t+\Delta))=j \right\rvert\, \mathcal{X}(t)=i, \bar{X}(t)\right), & \text { if } X_{i}(t)>0 \\ 0, & \text { if } X_{i}(t)=0 \\ -\sum_{h \in S, j \neq i} \mathbf{Q}_{i, h}(\bar{X}(t)), & \text { for } i=j\end{cases}
$$

where $\mathcal{X}(t)$ is a state of the local model at time $t$.
The first step for the construction of the mean field model is to normalize the state vector. The normalized state space is as follows: $\bar{x}(t)=\bar{X}(t) / N$, where $0 \leq \bar{x}_{i}(t) \leq 1$; and the related transition rates are $Q_{i, j}^{(N)}(\bar{x}(t))=\mathbf{Q}_{i, j}(N \cdot \bar{x}(t))$.

In this tutorial we only consider models which satisfy a condition known as density dependence. This condition requires that there exists a matrix of rate functions that is constant for all the normalised models in a sequence of models with increasing sizes. This means that transition rates scale together with the model population, so that in the normalized models they are independent of the population. Formally, in the limit of $N \rightarrow \infty$, the matrix of rate functions (generator matrix $Q_{i, j}(\bar{x}(t))$ ) satisfies $Q_{i, j}(\bar{x}(t))=Q_{i, j}^{(N)}(\bar{x}(t))$ for all $N>1$.

The existence and properties of $Q_{i, j}(\bar{x}(t))$ play a crucial role in the applicability of the mean-field theory to the given sequence of local models and building the overall model. In the context of the models which satisfy density dependence, the rate functions are required to be Lipschitz-continuous. Secondly, the model should satisfy convergence of the initial occupancy vector. The limit theorem which relies on these assumptions will be covered later. First, let us state the construction of the mean-field model.

Definition 2 (Overall mean-field model). An overall mean-field model $X$ describes the limit behaviour of $N \rightarrow \infty$ identical objects, each modelled by $\mathcal{X}$, and is defined as a tuple ( $X, Q$ ), that consists of an infinite set of states

$$
X=\left\{\bar{x}=\left(x_{1}, x_{2}, \ldots, x_{K}\right) \mid\left(\forall j \in\{1, \ldots, K\}, x_{j} \in[0,1] \wedge \sum_{i=1}^{K} x_{i}=1\right)\right\}
$$

where $\bar{x}$ is called occupancy vector, and $\bar{x}(t)$ is the value of the occupancy vector at time $t ; x_{j}$ denotes the fraction of the individual objects that are in state $s_{j}$ of the local model $\mathcal{X}$. The transition rate matrix $Q(\bar{x}(t))$ consists of entries $Q_{s, s^{\prime}}(\bar{x}(t))$ that describe the transition of the system from state $s$ to state $s^{\prime}$.

Example 1. In the following we describe a simple model of the virus spread in the population of interacting computers of size $N$. We start with the local model (see Figure (1). The states of $\mathcal{X}$ represent the modes of an individual computer, which can be not-infected, infected and active or infected and inactive. An infected computer is active when it is spreading the virus and inactive when it is not. This results in the finite local state space $S=\left\{s_{1}, s_{2}, s_{3}\right\}$ with $|S|=K=3$ states. They are labelled as infected, not infected, active and inactive, as indicated in Figure 1.

Given a system of $N$ such computers, we can model the limiting behaviour of the whole system through the overall mean-field model, which has the same underlying structure as the individual model (see Figure 1), however, with state space $\bar{x}=\left\{x_{1}, x_{2}, x_{3}\right\}$, where $x_{1}$ denotes the fraction of not-infected computers, and $x_{2}$ and $x_{3}$ denote the fraction of active and inactive infected computers, respectively. For example, a system without infected computers is in state $\bar{x}=$ $(1,0,0)$; a system with $50 \%$ not infected computers and $40 \%$ and $10 \%$ of inactive and active infected computers, respectively, is in state $\bar{x}=(0.5,0.4,0.1)$.

The transition rates $k_{1}^{*}, k_{2}, k_{3}, k_{4}, k_{5}$ represent the following: the infection rate $k_{1}^{*}$, the recovery rate for an inactive infected computer $k_{2}$, the recovery rate for an active infected computer $k_{5}$, and the rates with which computers become
active $k_{3}$ and return to the inactive state $k_{4}$. Rates $k_{2}, k_{3}, k_{4}$, and $k_{5}$ are specified by the individual computer and computer virus properties and do not depend on the overall system state. The infection rate $k_{1}^{*}$ does depend on the fraction of computers that is infected and active and the fraction of not-infected computers. We discuss the generator matrix in the next example.

### 2.2 Mean-Field Analysis

We stated $\mathcal{X}$ represents the behaviour of each object and $X$ represents the limiting behaviour of $N$ identical objects. The model respects the density dependence condition. Here we express a reformulation of the Kurtz's theorem which relates the behaviour of the sequence of models with increasing sizes to the limit behaviour. Assuming that functions in $Q_{i, j}(\bar{x}(t))$ are Lipschitz-continuous and for increasing values of the system size, the initial occupancy vectors converge to $\bar{x}(0)$, then when $N \rightarrow \infty$, the sequence of local models converges almost surely [5] to the occupancy vector $\bar{x}$.

Theorem 1 (Mean-field convergence theorem). The normalized occupancy vector $\bar{x}(t)$ at time $t<\infty$ tends to be deterministic in distribution and satisfies the following differential equations when $N$ tends to infinity:

$$
\begin{equation*}
\frac{d \bar{x}(t)}{d t}=\bar{x}(t) \cdot Q(\bar{x}(t)), \text { given } \bar{x}(0) \tag{1}
\end{equation*}
$$

The ODE (1) is called limit $O D E$. It provides the results for $N \rightarrow \infty$, which is not the case for a real-life models. When the number of objects in the population is finite, but sufficiently large the limit ODE provides an accurate approximation of the mean of the occupancy vector $\bar{x}(t)$ over time.

The transient analysis of the overall system behaviour can be performed using the above system of differential equations (1), i.e., the fraction of the objects in each state of $\mathcal{X}$ at every time $t$ is calculated, starting from some given initial occupancy vector $\bar{x}(0)$.

For models considered in practice, however, the assumption of density dependence may be too restrictive [13]. Furthermore, also the assumption of (global) Lipschitz continuity of transition rates can be unrealistic [7. Therefore, this assumptions can be relaxed and a more general version of the mean-field approximation theorem, having less strict requirements and applied to prefixes of trajectories rather than to full model trajectories, can be obtained. We will not be focusing on the reformulation of the convergence theorem here, instead we refer to [9], and provide the following example.

Example 2. In the following we provide an example of applying the mean-field method to the virus spread model, as in Example 1. We explain how to obtain the ODEs, describing the behaviour of the system and produce performance evaluation measures.

As was discussed in the previous example, all transition rates of a single computer model are constant, but $k_{1}^{*}$. This rate depends on how often a not infected computer gets attacked. In this example we assume that the virus is "smart enough" to attack not infected computers only. The infection rate then might be seen as the number of attacks performed by all active infected computers, which is distributed over all not-infected computes in a chosen group:

$$
k_{1}^{*}(\bar{x}(t))=k_{1} \cdot \frac{x_{3}(t)}{x_{1}(t)},
$$

where $\bar{x}(t)=\left(x_{1}(t), x_{2}(t), x_{3}(t)\right)$ represents the fraction of computers in each state at time $t$, and $k_{1}$ is the attack rate of a single active infected computer.

The transition rates are collected to the generator matrix:

$$
Q(\bar{X}(t))=\left(\begin{array}{ccc}
-k_{1}^{*}(\bar{x}(t)) & k_{1}^{*}(\bar{x}(t)) & 0  \tag{2}\\
k_{2} & -\left(k_{2}+k_{3}\right) & k_{3} \\
k_{5} & k_{4} & -\left(k_{4}+k_{5}\right)
\end{array}\right)
$$

Then Theorem is used to derive the system of ODEs (1), that describes the mean-field model:

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=-k_{1} x_{3}(t)+k_{2} x_{2}(t)+k_{5} x_{3}(t),  \tag{3}\\
\dot{x}_{2}(t)=\left(k_{1}+k_{4}\right) x_{3}(t)-\left(k_{2}+k_{3}\right) x_{2}(t), \\
\dot{x}_{3}(t)=k_{3} x_{2}(t)-\left(k_{4}+k_{5}\right) x_{3}(t) .
\end{array}\right.
$$

To obtain the distribution of the objects between the states of the model over time the above ODEs have to be solved.

The convergence theorem does not explicitly cover the asymptotic behaviour (i.e. limit in time). However, when certain assumptions hold, the mean-field equations allow to perform various studies including steady state analysis of the population models as well as model checking [8. We will not cover the details here and the interested reader is referred to [3]. We will use mean-field for steady state analysis in Section 4

## 3 Mean-Field Analysis of a Botnet

In this section we discuss the applicability of the mean-field method to modelling peer-to-peer botnet, as in [26] . In Section 3.1]we discuss the characteristics of the botnet, which are important for modelling. Section 3.2 describes the mean-field model of the botnet spread. The performance evaluation results are presented in Section 3.3, together with an example of wider usability of the mean-field model.

### 3.1 Description of the System

Let us describe the steps each computer goes through during the botnet spread. These are similar to the examples in the previous section, however, the current


Fig. 2. Possible states of a computer in the network. The shorthand names are defined as follows: $n i=$ NotInfected, $i i=$ InitialInfection, $c b=$ ConnectedBot, $i w b=$ InactiveWorkingBot, awb=ActiveWorkingBot, ipb=InactivePropagationBot, and apb $=$ ActivePropagationBot.

Botnet model is more detailed (see Figure 2) and comply the realistic botnet behaviour.

The computer which is in the NotInfected state $\left(S_{1}\right)$ enters the InitialInfection $\left(S_{2}\right)$ state with rate $k_{1}^{*}$. Then, it attempts to connect to the other bots in the botnet; if the connection is successful the computer goes tot he ConnectedBot state ( $S_{3}$ ) with rate $k_{2}$. The initially infected computer recovers and returns to the state $S_{1}$ with rate $k_{3}$. After connecting to the botnet, computer downloads a malware and joins the botnet either as InactiveWorkingBot $\left(S_{4}\right)$ or as InactivePropagationBot $\left(S_{6}\right)$ with rates $k_{4}$ and $k_{5}$, respectively; otherwise, the computer recovers from the connected state with the rate $k_{6}$.

Once the bot becomes either an InactiveWorkingBot or an InactivePropagationBot it never switches between the Working- or Propagation- classes. In order not to be detected, the bot is inactive most of the time and it only becomes active for a very short period of time. Transitions from InactivePropagationBot to ActivePropagationBot $\left(S_{7}\right)$ and back occur with rates $k_{9}$ and $k_{10}$, respectively. The transition rates for moving from Inactive WorkingBot to ActiveWorkingBot ( $S_{5}$ ) and back are denoted $k_{7}$ and $k_{8}$, respectively.

The computer can recover from its infection, e.g., if an anti-malware software discovers the virus, or if the computer is physically disconnected from the network. In these cases, it leaves the InactivePropagationBot or the ActivePropagationBot state and moves to the NotInfected state with rates $k_{13}, k_{14}$, respectively. The same holds for the working bots: the recovery rates from Inactive WorkingBot and ActiveWorkingBot are $k_{11}, k_{12}$, respectively.

The model we construct considers several computers in a network, each of them being in one of the above mentioned states $S_{1}, . ., S_{7}$, depicted also in Figure 2. The rates of transitions between states may depend on several factors, e.g., probability of a successful connection between initially infected computer and

Table 1. Transition rates for a single computer

| $k_{1}$ | RateOfAttack $\cdot$ ProbInstallInitialInfection |
| :--- | :--- |
| $k_{1}^{*}$ | Rate depends on $k_{1}$ and the environment |
| $k_{2}$ | RateConnectBotToPeers $\cdot$ ProbConnectToPeers |
| $k_{3}$ | RateConnectBotToPeers $\cdot(1$ - ProbConnectToPeers $)$ |
| $k_{4}$ | RateSecondaryInjection $\cdot$ ProbSecondaryInjectionSuccess $\cdot(1-$ ProbPropagationBot $)$ |
| $k_{5}$ | RateSecondaryInjection $\cdot$ ProbSecondaryInjectionSuccess $\cdot$ ProbPropagationBot |
| $k_{6}$ | RateSecondaryInjection $\cdot(1-$ ProbSecondaryInjectionSuccess $)$ |
| $k_{7}$ | RateWorkingBotWakens |
| $k_{8}$ | RateWorkingBotSleeps |
| $k_{9}$ | RatePropagationBotWakens |
| $k_{10}$ | RatePropagationBotSleeps |
| $k_{11}$ | RateInactiveWorkingBotRemoved |
| $k_{12}$ | RateActiveWorkingBotRemoved |
| $k_{13}$ | RateInactivePropagationBotRemoved |
| $k_{14}$ | RateActivePropagationBotRemoved |

another infected computer, while moving from the state InitialInfection to the ConnectedBot state; or the probability of ConnectedBot to become Working or Propagation bot, respectively. Table 1 provides the description of the transition rates for one computer model, while numerical values are given in Table 2, Rates $k_{2} \ldots k_{14}$ are constant for each computer, while rate $k_{1}^{*}$ to move from the NotInfected state $\left(S_{1}\right)$ to the InitialInfection state $\left(S_{2}\right)$ is not constant. This rate depends on $k_{1}$ and on the number of computers in the ActivePropagationBot state, which are responsible of spreading the malware.

### 3.2 Mean-Field Model

We study the spread of the botnet in a network of $N$ computers by using the mean-field approximation method for finding the (average) deterministic dynamics of the system. The mean-field model captures the number of objects in a particular state, rather than considering the state of each single object. The mean-field state vector $\bar{X}=\left\langle X_{1}, X_{2}, \ldots X_{7}\right\rangle$ counts how many computers are in states $S_{1}, \ldots, S_{7}$. The occupancy measure is found by normalizing $\overline{\mathbf{X}}$ into $\bar{x}$.

We first construct the rate matrix, which collects the rates with which possible transitions take place. Transition rates may depend on time as well as on the state $\bar{x}(t)$ of the system. The rate matrix $R(\bar{x}(t))$ of the model is given as:

$$
R(\bar{x}(t))=\left(\begin{array}{ccccccc}
0 & k_{1}^{*} & 0 & 0 & 0 & 0 & 0  \tag{4}\\
k_{3} & 0 & k_{2} & 0 & 0 & 0 & 0 \\
k_{6} & 0 & 0 & k_{4} & 0 & k_{5} & 0 \\
k_{11} & 0 & 0 & 0 & k_{7} & 0 & 0 \\
k_{12} & 0 & 0 & k_{8} & 0 & 0 & 0 \\
k_{13} & 0 & 0 & 0 & 0 & 0 & k_{9} \\
k_{14} & 0 & 0 & 0 & 0 & k_{10} & 0
\end{array}\right)
$$

The $|S| \times|S|$ infinitesimal generator matrix $Q(\bar{x}(t))$ is given as follows: $Q_{s_{1}, s_{2}}$ is equal to the transition rate $R_{s_{1}, s_{2}}$ to move from the state $s_{1}$ to the state $s_{2}$ and $Q_{s, s}$ is equal to the negative the sum of all the rates in row $s$. In a given example the only rate which depends on a state of the system is the infection rate $k_{1}^{*}(\bar{x}(t))$, which depends on the number of computers (bots) actively spreading infection. The total rate of infections produced by all bots that are in the active propagation state is $k_{1} \cdot x_{7}(t)$. These infections are spread out randomly over all not-yet infected computers 1 , whose number is denoted by $x_{1}(t)$. Hence, the infection rate $k_{1}^{*}$ perceived by each individual computer is given by the ratio:

$$
\begin{equation*}
k_{1}^{*}(\bar{x}(t))=\frac{k_{1} \cdot x_{7}(t)}{x_{1}(t)} . \tag{5}
\end{equation*}
$$

Once we have constructed the infinitesimal generator matrix $\mathbf{Q}$, we can use it to construct the set of Ordinary Differential Equations whose solution represents the average dynamics of the system. Therefore, the initial value problem we study is defined as follows:

$$
\begin{equation*}
\frac{d \bar{x}(t)}{d t}=\bar{x}(t) Q(\bar{x}(t)), \quad \text { with initial condition } \bar{x}(0) \tag{6}
\end{equation*}
$$

The system of equations we obtain is:

$$
\left\{\begin{align*}
\dot{x}_{1}(t)= & k_{3} x_{2}(t)+k_{6} x_{3}(t)+k_{11} x_{4}(t)  \tag{7}\\
& +k_{12} x_{5}(t)+k_{13} x_{6}(t)+\left(k_{14}-k_{1}\right) x_{7}(t) \\
\dot{x}_{2}(t)= & -\left(k_{2}+k_{3}\right) x_{2}(t)+k_{1} x_{7}(t) \\
\dot{x}_{3}(t)= & k_{2} x_{2}(t)-\left(k_{4}+k_{5}+k_{6}\right) x_{3}(t) \\
\dot{x}_{4}(t)= & k_{4} x_{3}(t)-\left(k_{7}+k_{11}\right) x_{4}(t)+k_{8} x_{5}(t) \\
\dot{x}_{5}(t)= & k_{7} x_{4}(t)-\left(k_{8}+k_{12}\right) x_{5}(t) \\
\dot{x}_{6}(t)= & k_{5} x_{3}(t)-\left(k_{9}+k_{13}\right) x_{6}(t)+k_{10} x_{7}(t) \\
\dot{x}_{7}(t)= & k_{9} x_{6}(t)-\left(k_{10}+k_{14}\right) x_{7}(t)
\end{align*}\right.
$$

The equations can be solved analytically, however the closed forms are impractically large. We used Wolfram Mathematica [39] to obtain the analytical solution.

### 3.3 Results

In this section we discuss the mean-field results in detail and compare them to the simulation results, the chosen parameters for all these experiments are given in Table 2. We essentially experimented considering different infection rates, denoting possible user behaviours, and their impact on the system behaviour.

The simulation of the model was done using the Möbius tool [14] as in [38]. Each experiment covered one week of simulated time; it was replicated 1000

[^12]Table 2. Setup for the three experiments. Bold indicates differences w.r.t. baseline.

|  | Experiments |  |  |
| :--- | :--- | :--- | :--- |
| Parameter | Baseline | Exper 1 | Exper 2 |
| ProbInstallInitialInfection | 0.1 | $\mathbf{0 . 0 6}$ | $\mathbf{0 . 0 4}$ |
| ProbConnectToPeers | 1 | 1 | 1 |
| ProbSecondaryInjectionSuccess | 1 | 1 | 1 |
| ProbPropagationBot | 0.1 | 0.1 | 0.1 |
| RateOfAttack | 10.0 | 10.0 | 10.0 |
| RateConnectBotToPeers | 12.0 | 12.0 | 12.0 |
| RateSecondaryInjection | 14.0 | 14.0 | 14.0 |
| RateWorkingBotWakens | 0.001 | 0.001 | 0.001 |
| RateWorkingBotSleeps | 0.1 | 0.1 | 0.1 |
| RatePropagationBotWakens | 0.001 | 0.001 | 0.001 |
| RatePropagationBotSleeps | 0.1 | 0.1 | 0.1 |
| RateInactiveWorkingBotRemoved | 0.0001 | 0.0001 | 0.0001 |
| RateActiveWorkingBotRemoved | 0.01 | 0.01 | 0.01 |
| RateInactivePropagationBotRemoved | 0.0001 | 0.0001 | 0.0001 |
| RateActivePropagationBotRemoved | 0.01 | 0.01 | 0.01 |

times; the mean values and $95 \%$ confidence intervals of the measures of interest are obtained. The initial conditions for each experiment are as follows: 200 computers are located in the place ActivePropagationBots.

We use Wolfram Mathematica [39] to obtain solutions for the set of differential equations (7) coupled with the transition rates from Table 2, Given an overall population of $N=10^{7}$, the fraction of computers in the state NotInfected is initialized as $x_{1}(0)=(N-200) / N$, the fraction of computers in the state ActivePropagationBot is initialized as $x_{7}(0)=200 / N$, and the fractions of computers in all other states are initialized as zero.

We first consider Baseline experiment. Figure 3 shows the number of the propagation bots along time. The number of propagation bots (both active and inactive) has been taken as measure of interest since they actively infect "healthy" computers. A logarithmic scale has been chosen for the number of propagation bots, in order to better visualize the exponential growth. The figure depicts the mean-field results of the Baseline experiment together with the $95 \%$ confidence intervals of the Möbius simulation. As can be seen, the mean-field results are very accurate in this case, since they lie mostly within the confidence intervals, even though the confidence intervals are very narrow.

To investigate how a reduced infection spread would influence the growth of botnets, Experiments 1 and 2 were done in 38. The "user factor" (ProbInstalInfection) is reduced to $60 \%$ and $40 \%$, respectively, as compared to the Baseline experiment to represent a lower probability of, e.g., opening infected files. The results are, together with those from the Baseline experiment, presented in


Fig. 3. Number of propagation bots over time in the Baseline experiment and experiments 1 ad 2 obtained from mean-field approximation together with the confidence intervals (black bars) obtained from the simulation

Table 3. Time spent on simulation and mean-field approximation

| Experiment | Simulation | Mean-field |
| :--- | :--- | :--- |
| Baseline | 5 d 3 h 25 min | 1 sec |
| Exp. 1 | 9 h 51 min | 1 sec |
| Exp. 2 | 5 h 37 min | 1 sec |

Figure 3. For both experiments, the results obtained with the mean-field model are very accurate and lie well within the confidence intervals most of the time.

One of the advantages of the mean-field method is that the time, needed for obtaining the means of the model is much smaller than the time, needed for the simulation, as shown in Table 3. The timings were obtained on a i7 processor with 3 GB RAM and 4 hyper-threading cores. The baseline experiment took 5 days 3 hours and 25 minutes, while the mean-field analysis was completed in one second. The difference between the simulation time for the different experiments is due to the dependency of the rates on a number of computers in ActivePropagationBots state. In the Baseline experiment the number of these computers is large, hence, the rate of infection becomes very large and more time is needed to simulate the resulting large number of events. The time spent on the simulation of the experiments with a lower number of computers involved is reasonably smaller; however the mean-field approximation is still much faster in all cases.

We do not provide all the experiments from [38] and [26] since they lie out of the scope of interest of this tutorial. Note, however, that the accuracy of the
results and the speed of calculation hold for all the experiments, provided in the papers, mentioned above.

The speed of the mean-field results calculation allows us to use the meanfield method to address problems which are not feasible using simulation: (i) we study the dependence of the botnet spread on two parameters, while the previous results are only functions of time for a given set of parameter values, (ii) and we study the behaviour of the botnet in the presence of cost constraints. The purpose of the following is to show the difference between the simulation and the mean-field capabilities, and, at the same time, to show the advantages of the fast analysis.

We calculate the number of propagation bots as a function of $k_{13}$ and $k_{14}$ (see Figure (4). As one can see, there is no considerable difference in a relative increase of one or the other parameter. It is known that inactive computers are much harder to detect (increasing $k_{13}$ is more difficult), therefore the above results might be helpful for the anti-virus software developers to find the better strategy for botnet removal.

Next, we introduce a cost concept to analyse the economical side of an infection. Two types of costs are considered: (i) the cost of a computer being infected, for example, due to the loss of information or productivity, and (ii) the cost of more frequent checking with anti-virus software. On one hand the number of infected computers, and hence their cost grows if computers are not frequently checked. On the other hand, if computers are checked too often the botnet is not growing, but running the anti-virus software becomes very expensive. We analyse this trade-off in more detail in the following. We calculate the cumulative cost between $t_{0}$ and $t_{1}$ as follows:

$$
\begin{equation*}
C\left(t_{0}, t_{1}, R R, D_{1}, D_{2}\right)=\int_{t_{0}}^{t_{1}}\left(D_{1} \cdot \mathrm{IC}(t, R R)+D_{2} \cdot R R \cdot \mathrm{AC}\right) d t \tag{8}
\end{equation*}
$$

where $R R$ is the change in removal rates $k_{11}, \ldots, k_{14}$ with respect to the rates in the baseline experiment, i.e. $k_{11}=R R \cdot k_{11, \text { baseline }}$ (similarly for $k_{12}, k_{13}, k_{14}$ ); $D_{1}$ is the cost of infection; $\mathrm{IC}(t, R R)$ is the number of infected computers for a given $R R$, at time $t$, including active and inactive working and propagation bots; $D_{2}$ is the cost of one computer being checked, which probably is much lower than the cost of infection $\left(D_{1}\right)$; AC is the number of the computers in the network. We calculate the cumulative cost of the system performance for three days. For $R R$ from the interval $[0.001,10]$ we calculate the cost as a function of time for given $D_{1}$ and $D_{2}$. Results are depicted in Figure 5. The cost grows exponentially with time and almost linearly with decreasing $R R$ if the computers are not checked frequently (for the RR between 0 and 1 ). However, if anti-malware software is used too often (RR above 2), the cost grows linearly with $R R$.

We see that the mean-field method can be easily used for finding the removal rates which minimize the cost at a given moment of time. It can help network managers with careful decision-making, based on the situation at hand. Even though not all parameters might be known in reality, such analysis can help to obtain a better understanding of the characteristics of botnet spread.


Fig. 4. Number of propagation bots for $\left(k_{13}, k_{14}\right) \in\left[8 \cdot 10^{-5} ; 10^{-3}\right] \times\left[8 \cdot 10^{-3} ; 10^{-1}\right]$ at time $T=3$ days, all other parameters are the same as for baseline experiment (see Table 2)


Fig. 5. Cost of the system performance for $D_{1}=0.01, D_{2}=4 \cdot 10^{-5}$

In this section the basic mean-field example was described together with the possible extensive use of the mean-field model. An example of using mean-field approximation for more sophisticated systems is given in the next sections.

## 4 Spatial Mean-Field Models

The mean-field analysis was firstly used in the fields of physics (when studying gas dynamics) and systems biology (studying how concentrations of reactants behave in a solution). In those domains, the assumption is made that the spatial distribution of particles/molecules across the system is homogeneous and the interacting entities are spread across the space uniformly. Such systems are often referred to as spatially homogeneous, in physics, and well-stirred, in chemistry. When analysing them, regardless of their spatial structure a single rate is assigned for each type of particle-to-particle interaction and these interactions respectively have the same probability to take place at different locations. Therefore, the effect the locations may potentially have on the overall dynamics is abstracted away.

In this section we focus on the appropriateness of the abstraction with respect to the spacial aspects in the context of modelling computer and communication networks. Indeed, depending on the system under study abstracting from the space might be a suitable simplifying step. For example, in the previous section the state vector only counted how many computers are in different local states, regardless of their locations across the geographical space (as a result, the transition rate functions did not depend on the computers' locations). Although this abstraction is reasonable in certain systems, but there exist those whose dynamics and emergent behaviours are significantly dependent on the locations of the constituent interacting objects. For those systems, the model should take into account the spatial aspects (the location of the entities, their distance, etc.) or else, the system's behaviour may not be captured effectively.

In this section, we consider an example of a large-scale peer-to-peer gossip network [11] where the emergent behaviour of the system significantly depends
on locations of the objects involved. We describe how the mean-field equations are constructed in a way that the effect the locations have on the system's behaviour is also captured.

An additional feature of the example we review in this section is that it shows a case where the mean-field method is applied to a uncountable space. In Section 3, the method was applied to a finite-domain CTMC. Nevertheless, Kurtz's Theorem [27] has the potential to be applied also to Markov chains defined over uncountable domains 32. As we will express, in the model we consider some of the state variables range over positive real numbers and this complicates the process of applying the method as the mean-field equations consists of partial differential equations. Here, we will review how the mean-field equations are practically constructed and avoid the proof of convergence. The more interested reader can refer to [11] for that purpose.

### 4.1 The Age of Gossip

We consider the example in [11], a model proposed for a peer-to-peer opportunistic communication network. Two types of entities are present in this network: some are mobile agents and can move through different locations, and some others are the stationary base stations. The base stations transmit fresh updates on a piece of data by the wireless medium and these updates are received by the mobile agents when they are close to one of the base stations. The data the base stations send is time-stamped. The age of a piece of data an agent holds is defined to be the time elapsed since it was transmitted by one of the base stations. Therefore, the age of data just received is zero. The age of an agent is defined to be the age of the data it holds. In addition to the data exchanges with the base stations, the mobile agents are capable of radio communication between themselves. If two such agents are close enough, the one who has the most recent version transmits its data to the other. This mechanism helps the agents receive updated data even if they have not directly visited a base station.

The system consists of a number of locations through which the mobile agents move. We assume that the base stations in each location can establish radio communication only with agents who are in the same location. The data exchange between two mobile agents can take place either when they both belong to the same location or when they are in two different locations. The latter captures the situation when agents are close to the borders of their location and can potentially exchange data with agents of the other locations.

Formal Model Description. Let $L=\{1,2, \ldots, C\}$ be the set of locations and $N$ denote the number of mobile agents. For the $i^{t h}$ agent, we define $X_{i} \in \mathbb{R}^{+}$ to denote its age and $c_{i} \in L$ to represent its location. Hence, the state vector is $\boldsymbol{\xi}=\left\langle X_{1}, X_{2}, \ldots X_{N}, c_{1}, c_{2} \ldots c_{N}\right\rangle$. Now we define the transitions which affect the system's state and the rate functions associated with these transitions.

1. Mobility. An agent moves from location $c$ to $c^{\prime}$ with rate $\rho_{c, c^{\prime}}, c \neq c^{\prime}$. If there are $N_{c}$ agents in $c$, the total rate at which agents from $c$ move to $c^{\prime}$ is $N_{c} \times \rho_{c, c^{\prime}}$.
2. Contact with Base Station. An agent $i$ with age $X_{i}$ in $c \in L$ may contact a base station in $c$ and get fresh data. As the result, $X_{i}=0$. For each location $c$ a parameter $\mu_{c}$ describes the rate at which an agent in $c$ receive data directly from base stations in $c$. If no base stations are in $c$, then $\mu_{c}=0$.
3. Opportunistic Contact within Locations. An agent $i$ in a location $c$ opportunistically communicates with any of the other $N-1$ agents with rate $2 \eta_{c} /(N-1)$. The total rate of communications observed between mobile agents in $c$ is determined by two factors: the number of agents the location contains and its topological structure. The larger the number of agents is, the higher the frequency of the communication. However, when two locations have exactly the same number of agents, the respective rates of the meetings may not be the same, as the structural properties of one might encourage agent-to-agent interaction more than the other. Hence, for each $c \in L$, a parameter $\eta_{c}$ is defined, which captures how effectively the location's structure encourages the such interactions. If there are $N_{c}$ agents in location $c$, the total rate at which agents communicate between themselves is:

$$
\begin{equation*}
\binom{N_{c}}{2} \times \frac{2 \eta_{c}}{(N-1)}=\frac{\left(N_{c}\right) \times\left(N_{c}-1\right)}{N-1} \eta_{c} . \tag{9}
\end{equation*}
$$

4. Opportunistic Contact across Locations. A mobile agent in a location $c$ may communicate with a mobile agent from a different location $c^{\prime}$. This interaction happens with rate $2 \beta_{c, c^{\prime}} /(N-1)$. For each $c$ and $c^{\prime},\left(c \neq c^{\prime}\right), \beta_{c, c^{\prime}}$ is a constant which affects the rate at which the agents in $c$ communicate with the agents in $c^{\prime}$.

The ages of the agents continuously grow unless they communicate with one of the base stations or receive fresher data from other mobile agents. At any point of time and for each location, one can derive the age distribution for the agents in that location. The aim is to construct the network in a way that an acceptable distribution of ages is maintained across all locations.

State Space Representation. The state vector used for capturing the state of a system depends on the system under study and the modelling goals. In the peer-to-peer network we consider, the age of the agents is one of their key properties. Therefore, let the configuration of the system at any time $t$ be captured by a continuous distribution $\boldsymbol{\xi}^{\prime \prime}(z, t), z \in \mathbb{R}^{+}$, where $\xi^{\prime \prime}(j, t)$ denotes how many agents have age $j$ at time $t$. Using this state representation, a partial differential equations over the dimensions $z$ and $t$ is formed to effectively study how the age distribution of the agents evolves. However, the modelling suffers from the fact that the mobility of the agents is abstracted away and the effect their locations potentially have on the system's emergent behaviour is not realised. The dynamics of the system is faithfully captured if the state vector takes into account both properties of the agents, i.e. their age and their locations.

Consider $c \in L$. For the $i^{\text {th }}$ agent with age $X_{i}$, we define the distribution $\delta_{X_{i}}$, a Dirac mass at $X_{i}$. At a time $t$, the age distribution of agents in $c$ across $\mathbb{R}^{+}$is denoted by distribution $M_{c}^{N}(t)=\sum_{i=1}^{N} 1_{\left\{c_{i}=c\right\}} \delta_{X_{i}^{N}(t)}$, which is a continuous distribution denoting the number of agents who have any age $z$ at location $c$ at time
$t$. The vector of such distributions $\boldsymbol{M}^{N}(t)=\left\langle M_{1}^{N}(\cdot, t), M_{2}^{N}(\cdot, t), \ldots, M_{C}^{N}(\cdot, t)\right\rangle$ is capable of capturing both the locations and ages of the agents, and is used in the rest of this section for state state representation of the mean-field analysis.

### 4.2 Mean-Field Limit Behaviour

In order to derive the deterministic limit behaviour, first we focus on the mobility of the agents across locations and then we consider message propagation.

Mobility of Agents. Let $\boldsymbol{U}^{N}(t)=\left\langle U_{1}^{N}(t), U_{2}^{N}(t), \ldots, U_{C}^{N}(t)\right\rangle$ capture the number of agents in different locations at time $t$, assuming that there are $N$ agents in the system. Thus, the location occupancy measure is defined as: $\overline{\mathbf{U}}^{N}(t)=$ $\frac{U^{N}(t)}{N}=\left\langle\overline{\mathrm{U}}_{0}^{N}(t), \overline{\mathrm{U}}_{1}^{N}(t), \ldots, \overline{\mathrm{U}}_{C}^{N}(t)\right\rangle$ where each $U_{c}^{N}(t)_{c \in L}$ represents the fraction of the agents which are in location $c$ at time $t$. Assume that, when $N \rightarrow \infty$, the sequence $\overline{\mathrm{U}}_{c}^{N}(0)$ converges to a unique limit:
$\lim _{N \rightarrow \infty} \overline{\mathbf{U}}^{N}(0)=\lim _{N \rightarrow \infty} \frac{\boldsymbol{U}(0)}{N}=\left\langle\frac{U_{1}(0)}{N}, \frac{U_{2}(0)}{N}, \ldots, \frac{U_{C}(0)}{N}\right\rangle=\left\langle\overline{\mathrm{u}}_{1}^{0}, \overline{\mathrm{u}}_{2}^{0}, \ldots \overline{\mathrm{u}}_{C}^{0}\right\rangle=\overline{\mathbf{u}}^{0}$
Since the convergence of initial occupancy measure holds and the system satisfies density dependence (rate functions in the normalised system is independent of $N$ ), we use Kurtz's Theorem [28] to prove that, at any time point $t>0$, if $N \rightarrow \infty$, then process $\overline{\mathbf{U}}^{N}(t)$ converges to a deterministic limit $\overline{\mathbf{u}}(t)=\left\langle\overline{\mathrm{u}}_{1}(t), \overline{\mathrm{u}}_{2}(t), \ldots \overline{\mathrm{u}}_{C}(t)\right\rangle$, where $\overline{\mathrm{u}}_{c}(t)$ is the solution of the following initial value problem:

$$
\begin{equation*}
\forall c \in L, \frac{\partial \overline{\mathrm{u}}_{c}(t)}{\partial t}=\left(\sum_{c^{\prime} \neq c} \rho_{c^{\prime}, c} \overline{\mathrm{u}}_{c^{\prime}}\right)-\left(\sum_{c^{\prime} \neq c} \rho_{c, c^{\prime}}\right) \overline{\mathrm{u}}_{c}, \quad \overline{\mathrm{u}}_{c}(0)=\overline{\mathrm{u}}_{c}^{0} \tag{10}
\end{equation*}
$$

The first term on the right hand side indicates the increase of $\overline{\mathrm{u}}_{c}$ due to the agents coming from adjacent locations to $c$, and the second term indicates the decrease of $\overline{\mathrm{u}}_{c}$ due to $c$ agents leaving for the adjacent locations.

By the Cauchy-Lipschitz theorem, for any initial condition $\overline{\mathrm{u}}^{0}=\left\langle\overline{\mathrm{u}}_{c}^{0}\right\rangle_{c \in L}$, Equation 10 admits a unique solution [11]. Let $\overline{\mathrm{u}}_{c}\left(t \mid \overline{\mathrm{u}}^{0}\right)$ denotes the deterministic value of $\overline{\mathrm{u}}_{c}$ at time $t$ given the initial condition $\overline{\mathrm{u}}^{0}$. The stationary location occupancy measure can be derived using the fixed point method:
$\forall c \in L, \frac{\partial \overline{\mathrm{u}}_{c}(t)}{\partial t}=0 \Longrightarrow \forall c \in L, \tilde{u}_{c}\left(\sum_{c^{\prime} \neq c} \rho_{c^{\prime}, c} u_{c^{\prime}}\right)=\left(\sum_{c^{\prime} \neq c} \rho_{c, c^{\prime}}\right) \tilde{u}_{c}, \sum_{c \in C} \tilde{u}_{c}=1$.

Evolution of Age Distributions. Consider $\boldsymbol{M}^{N}$, the state vector stated above. Assume that there are $N$ agents in the network. The system's occupancy measure is defined as $\overline{\mathbf{M}}^{N}(t)=\frac{M^{N}(t)}{N}=\left\langle\bar{M}_{1}(\cdot, t), \bar{M}_{2}(\cdot, t), \ldots, \bar{M}_{C}(\cdot, t)\right\rangle$, where
$\forall c \in L, \bar{M}_{c}^{N}(z, t)$ denotes the density of agents in $c$ with age $z$ at time $t$. We also define $F_{c}^{N}(z, t)$, the cumulative distribution function over $\bar{M}_{c}^{N}(t)$ :

$$
\forall c \in L, F_{c}^{N}(z, t)=M_{c}^{N}(t)[0: t]=\int_{0}^{z} \overline{\mathrm{M}}_{c}^{N}(s, t) d s
$$

$\forall c \in L, \forall z, t \in \mathbb{R}^{+}, F_{c}^{N}(z, t)$ shows the proportion of $N$ in c with age less than or equal to $z$. We assume that when $N \rightarrow \infty$, the initial occupancy measures $\overline{\mathbf{M}}^{N}(0)$ converge to a unique limit $\overline{\mathbf{m}}^{0}: \lim _{N \rightarrow \infty} \overline{\mathbf{M}}^{N}(0)=\overline{\mathbf{m}}^{0}$. This implies that $\forall c \in L, \lim _{N \rightarrow \infty} \overline{\mathrm{M}}_{c}^{N}(0)=\overline{\mathrm{m}}_{c}^{0}$.

The rate functions related to the data propagation satisfy the density dependence condition. Therefore, for any $t>0$ and for all $c \in L$, when $N \rightarrow \infty$, $\overline{\mathrm{M}}_{c}^{N}(t)$ converges to $\overline{\mathrm{m}}_{c}(t)$, where $\overline{\mathrm{m}}_{c}(t)$ is the solution of the following partial differential equation [11]. Here, $\overline{\mathrm{u}}_{c}(t)$ is derived by solving Equation (10) for $t$.

$$
\begin{align*}
& \overline{\mathrm{m}}_{c}(0, t)=\mu_{c} \times \overline{\mathrm{u}}_{c}(t)  \tag{11}\\
& \frac{\partial \overline{\mathrm{m}}_{c}(z, t)}{\partial t}=-\frac{\partial \overline{\mathrm{m}}_{c}(z, t)}{\partial z}-\mu_{c} \overline{\mathrm{~m}}_{c}(z, t)+\sum_{c^{\prime} \neq c} \rho_{c^{\prime}, c} \overline{\mathrm{~m}}_{c^{\prime}}(z, t)-\left(\sum_{c^{\prime} \neq c} \rho_{c, c^{\prime}}\right) \overline{\mathrm{m}}_{c}(z, t)(1  \tag{12}\\
& \quad+2 \eta_{c}\left[(+1) \times\left(u_{c}(t)-F_{c}(z, t)\right) \cdot \overline{\mathrm{m}}_{c}(z, t)+(-1) \times \overline{\mathrm{m}}_{c}(z, t) \cdot F_{c}(z, t)\right] \\
& \quad+\sum_{c^{\prime} \neq c} 2 \beta_{c, c^{\prime}}\left[(+1) \times\left(u_{c}(t)-F_{c}(z, t)\right) \cdot \overline{\mathrm{m}}_{c^{\prime}}(z, t)+(-1) \times \overline{\mathrm{m}}_{c}(z, t) \cdot F_{c^{\prime}(z, t)}\right]
\end{align*}
$$

We propose an intuitive explanation for forming Equation 12 by considering how much each $\overline{\mathrm{m}}_{c}(z, t)_{c \in C}$ changes in an small time interval $\partial t$ (the left hand side). Consider $c \in L$. During $\partial t$, agents with age $z$ (accounted for by $\left.\overline{\mathrm{m}}_{c}(z, t)\right)$ grow older and need to be removed from $\overline{\mathrm{m}}_{c}(z, t)$. Additionally, agents with age $z-\triangle z$ become older and the density $\overline{\mathrm{m}}_{c}(z-\triangle z, t)$ need to be added to $\overline{\mathrm{m}}_{c}(z, t)$. Hence, the rate of change of $m_{c}(z, t)$ caused only by aging is (first term on the right hand side of Eq. (12):

$$
\lim _{\triangle z \rightarrow 0} \frac{\left|\overline{\mathrm{~m}}_{c}(z-\triangle z, t)-\overline{\mathrm{m}}_{c}(z, t)\right|}{\triangle z}=\frac{\partial \overline{\mathrm{m}}_{c}(z, t)}{\partial z}
$$

The second term reflects the communication of agents, accounted by $\overline{\mathrm{m}}_{c}(z, t)$, with one of the base stations. If, there are $\overline{\mathrm{m}}_{c}(z, t)$ agents in $c$, given that the rate of communication with base stations in $c$ is $\mu_{c}$, then in $\partial t, \mu_{c} \times \overline{\mathrm{m}}_{c}(z, t) \times \partial t$ communications take place and the agents involved leave $\overline{\mathrm{m}}_{c}(z, t)$. Therefore, the rate of the change is $\mu_{c} \times \overline{\mathrm{m}}_{c}(z, t)$.

The third expression shows the increase of $\overline{\mathrm{m}}_{c}(z, t)$ as a result of agents with age $z$ moving from other locations $c^{\prime}$ into $c$. The rate of the increase due to the flow from any $c^{\prime} \neq c$ is $\rho_{c, c^{\prime}} \overline{\mathrm{m}}_{c^{\prime}}(z, t)$. Conversely, the fourth term reflects the movement of agents contained in $\overline{\mathrm{m}}_{c}(z, t)$ out of $c$ into the adjacent locations. The decrease in $\overline{\mathrm{m}}_{c}(z, t)$ due to this flow happens at rate $\sum_{c^{\prime} \neq c} \rho_{c, c^{\prime}}$.

The fifth term has two parts. The first shows the rate of the flow into $\overline{\mathrm{m}}_{c}(z, t)$ due to agents with age $z$ in $c$ communicating with agents of higher age in $c$.

The total density of agents in $c$ at time $t$ is $\overline{\mathrm{u}}_{c}(t)$ and of those with age less than $z$ is $F_{c}(z, t)$. Therefore, $\left(u_{c}(t)-F_{c}(z, t)\right)$ is the density of agents older than $z$. In the normalised system, by Equation 9 the rate of communication between the fraction with age $z$ and those with higher ages is: $2 \eta_{c}\left(u_{c}(t)-F_{c}(z, t)\right) \overline{\mathrm{m}}_{c}(z, t)$. The second part, $-2 \eta_{c}\left(\overline{\mathrm{~m}}_{c}(z, t)\right) F_{c}(z, t)$, reflects the drift out of $\overline{\mathrm{m}}_{c}(z, t)$ as a result of agents with age $z$ in $c$ communicating with agents of lower age in $c$.

The sixth term is similar to fifth, with the difference that it shows the change of $\overline{\mathrm{m}}_{c}(z, t)$ due to the agents from $c$ communicating with agents from $c^{\prime} \neq c$.

We simplify Equation 12 by integrating over $z$ to obtain:

$$
\begin{align*}
& \forall c \in L: \frac{\partial F_{c}(z, t)}{\partial t}=-\frac{\partial F_{c}(z, t)}{\partial z}+\left(\sum_{c^{\prime} \neq c} \rho_{c^{\prime}, c} F_{c^{\prime}}(z, t)\right)-\left(\sum_{c^{\prime} \neq c} \rho_{c, c^{\prime}}\right) F_{c}(z, t)  \tag{13}\\
& +\left(u_{c}(t \mid d)-F_{c}(z, t)\right)\left(2 \eta_{c} F_{c}(z, t)+\mu_{c}\right)+\left(u_{c}(t \mid d)-F_{c}(z, t)\right) \sum_{c^{\prime} \neq c} 2 \beta_{c, c^{\prime}} F_{c^{\prime}}(z, t) \\
& \forall c \in L, \forall t \geq 0: F_{c}(0, t)=0 \quad, \quad \forall c \in L, \forall z \geq 0: F_{c}(z, 0)=F_{c}(z)
\end{align*}
$$

In this modelling, the set of ODEs (10) are constructed and solved independently, as the agents' mobility is not assumed to be dependent on the data propagation.

### 4.3 Solution of the Equations

Here we consider how Equation 13 is solved, for the case where there is only one location in the system and at $t=0$, every agent has age zero.

The solution is obtained by introducing a change of variables. Let the space $\mathcal{A}=\{(x, y) \in \mathbb{R} \times \mathbb{R} \mid x \geq 0, x+y \geq 0\}$ and $G(x, y): A \rightarrow[0,1], G(x, y)=F(x, x+y)$. In order to find $F(z, t)$ it is enough to derive $G(z, t-z)$. For function $G$ we have:

$$
\frac{\partial G(x, y)}{\partial x}=\left.\frac{\partial F(z, t)}{\partial z}\right|_{(x, x+y)}+\left.\frac{\partial F(z, t)}{\partial t}\right|_{(x, x+y)}
$$

Rearranging the terms in Equation (13), we obtain:

$$
\begin{equation*}
\frac{\partial G(x, y)}{\partial x}=(1-G(x, y))(2 \eta G(x, y)+\mu) \quad G(0, y)=0 \tag{14}
\end{equation*}
$$

The assumption that at time $t=0$, no gossip exists, implies that $\forall t z<t$ and $y=t-z>0$. For anu $y \in \mathbb{R}^{+}$, let us define $g_{y}: x \mapsto G(x, y)$. Therefore:

$$
\frac{\partial g_{y}(x)}{\partial x}=\left(1-g_{y}(x)\right)\left(2 \eta g_{y}(x)+\mu\right) \quad g_{y}(0)=0
$$

By Cauchy-Lipschitz Theorem, this equation has a solution. The value obtained for $g_{y}(x)$ leads to the corresponding $F(z, t)$.


Fig. 6. The density at age $z$ for different values of $\eta$ and $\mu$ when $z \leq t$
Single Location - Analytical Solution. In this case, Equation 14 can be analytically solved to obtain the following solution:

$$
F(z, t)=\left\{\begin{array}{cl}
1-\frac{2 \eta+\mu}{2 \eta+\mu e^{(\mu+2 \eta) z}} & \text { if } z \leq t  \tag{15}\\
1-\frac{2 \eta+\mu}{2 \eta+\frac{2 \eta F(z-t, 0)+\mu}{1-F(z-t, 0)} e^{(\mu+2 \eta) t}} & \text { if } z>t
\end{array}\right.
$$

We illustrated the reasoning behind the first case of the solution (when $z \leq t$ ). The second case $(z>t)$, concerns the situation where in the initial configuration some agents have age greater than zero. Therefore, at any time $t$, it is possible to have agents with ages higher than $t$. The proportion of the agents who at time $t$ have age $z>t$ depends on the proportion whose age was at least $(z-t)$ in the system's initial configuration. We skip the solution explanation for this case.

The solution allows us to study important aspects of the peer to peer network. In terms of performance, the network is well designed if with a high probability, the majority of agents remain within relatively low ranges of age. One way to satisfy this performance requirement is to deploy a relatively large number of base stations in each location; the agents frequently communicate with the base stations and receive fresh copies of the data. We introduce the term infrastructure dominant here. A location where the associated age distribution is mainly formed by the agent-to-base-station communication is said to be infrastructure dominant. In such a location, the agent-to-agent communication has less impact.

A location that does not enjoy strong infrastructure may still exhibit a satisfactory age distribution. In this case, the frequent and improved agent-to-agent communication is the main contributing factor in information dissemination. A location where the opportunistic contact determines the shape of the age distribution is referred to as opportunistic dominant.

Figure 6 shows the results of the analysis of the model when the system consists of only one location. Different values for the parameters $\mu, \eta$ capture different degrees of dominance of the infrastructure or of the opportunistic contacts.

We conclude [11] that when $\mu \geq 2 \eta, m(z, t)$ decreases as the age increases. The maximum density is at age $z=0$ with $m(0, t)=\mu$. Here, the opportunistic contacts happen at a lower rate than with the base stations. Hence, the latter type of communication determines the shape of the distribution. The extreme case is when $\eta=0$; the opportunistic contact does not occur at all. In this case, improving the age distribution entails improving the rate of communications with base stations by increasing the number of base stations.

We also conclude that when $\mu<2 \eta$, the opportunistic contact rate becomes large enough to influence the age distribution. Consequently, there emerges a large mass around a typical age, maintained by the contacts between the mobile agents. In the extreme case, $\mu$ is small and $\eta$ is large. The mass around age $z=0$ becomes negligible and depending on the frequency of the agent meetings, the dominant age is centred at some age $z>0$. In order to improve the age distribution in such a network without changing $\mu$, one needs to improve $\eta$.

Multiple Locations. We explain the steps in the solution phase when the network contains multiple locations. Let us assume that the system has reached its equilibrium; $\forall c \in L, \frac{\partial F_{c}(z, t)}{\partial t}=0, u_{c}(t) \rightarrow \tilde{u}_{c}$. Using Equation (13), we obtain:

$$
\begin{align*}
& \forall c \in L, \frac{d F_{c}(z)}{d z}=+\tilde{u}_{c} \mu_{c}+\left(\tilde{u}_{c} 2 \eta_{c}-\mu_{c}-\sum_{c^{\prime} \neq c} \rho_{c, c^{\prime}}\right) F_{c}(z)  \tag{16}\\
& \quad+\sum_{c^{\prime} \neq c}\left(\rho_{c^{\prime}, c}+\tilde{u}_{c} 2 \beta_{c, c^{\prime}}\right) F_{c^{\prime}(z)}-\sum_{c^{\prime} \neq c} 2 \beta_{c, c^{\prime}} F_{c}(z) \cdot F_{c^{\prime}(z)}-2 \eta_{c}\left(F_{c}(z)\right)^{2}
\end{align*}
$$

with the initial condition $\forall c \in L, F_{c}(0)=0$. In contrast with the previous case, this system of ODEs is multi-dimensional and non-linear, and has no simple analytical solution. Nevertheless, when $z \rightarrow 0$ or $z$ is very large, it can be approximately solved. If $z \rightarrow 0$, then $F_{c}(z) \rightarrow 0$ and the factors $F_{c}(z) F_{c^{\prime}}(z)$ and $\left(F_{c}(z)\right)^{2}$ become negligible compared to the rest of the expression and can be ignored to find the following system shown in the matrix form:

$$
\begin{gather*}
F^{\prime}=F A+B  \tag{17}\\
A_{c, c}=\tilde{u}_{c} 2 \eta_{c}-\mu_{c}-\sum_{c^{\prime} \neq c} \rho_{c, c^{\prime}}, A_{c, c^{\prime}}=\rho_{c, c^{\prime}}+\tilde{u}_{c^{\prime}} 2 \beta_{c, c^{\prime}} \quad, B=\left(\mu_{0} \tilde{u}_{0}, \ldots, \mu_{C} \tilde{u}_{C}\right)
\end{gather*}
$$

For $c \in L$ and $z \rightarrow 0, m_{c}(z) \approx \mu_{c} \tilde{u}_{c}$. The derivative of $m_{c}(z)$ is:

$$
\frac{d \overline{\mathrm{~m}}_{c}(z)}{d z}=\mu_{c} \tilde{u}_{c}\left(\tilde{u}_{c} 2 \eta_{c}-\mu_{c}-\sum_{c^{\prime} \neq c} \rho_{c, c^{\prime}}\right)+\sum_{c^{\prime} \neq c} \mu_{c^{\prime}} \tilde{u}_{c^{\prime}}\left(\rho_{c^{\prime}, c}+\tilde{u}_{c} 2 \beta_{c^{\prime}, c}\right)
$$

If $\forall c, c^{\prime} \in L: \beta_{c, c^{\prime}=0}$, then:

$$
\begin{equation*}
\frac{d \overline{\mathrm{~m}}_{c}(z)}{d z}=\mu_{c} \tilde{u}_{c}\left(\tilde{u}_{c} 2 \eta_{c}-\mu_{c}\right)+\sum_{c^{\prime} \neq c}\left(\mu_{c^{\prime}}-\mu_{c}\right) \tilde{u}_{c^{\prime}} \rho_{c^{\prime}, c} \tag{18}
\end{equation*}
$$

Equation (18) is used to determine for each $c$, whether its is an infrastructure dominant or opportunistic contact dominant. If $\forall c, \mu_{c}=\mu$ ( $\mu_{c}$ is the same in all locations), $c$ has a dominant infrastructure (respectively, dominant opportunistic contact) if $2 \eta_{c}<\mu_{c}$ (respectively, $2 \eta_{c}>\mu_{c}$ ). For the case when the base stations are installed in non-neighbouring locations, then $c$ with a base station has a dominant opportunistic contact if $2 \eta_{c} \tilde{u}_{c}>\mu_{c}+\sum_{c^{\prime} \neq c} \rho_{c, c^{\prime}}$. In any location with no base stations, the age distribution will be dominated by the opportunistic contacts. The most general case happens when each location has its own specific $\mu_{c}$ and the base stations are distributed arbitrarily across the locations. In this case, the nature of each location can be decided only after plugging the parameters into Equation (18) and observing the sign of the derivative at $z=0$.

For the case when the modeller is interested in high values of age $(z \rightarrow \infty)$, a similar technique can be used to simplify the equations [11].

### 4.4 Model Validation

We reviewed how the model was developed and analysed [11]. Now we focus on model validation. This task has three steps. First, by using the data on the executions of the real system (eg. time series) the model's parameters are found. Then, a version of the model with concrete values for the parameters is constructed. Second, using a classical approach such as the stochastic simulation, the model is analysed and the observations are compared (qualitatively/quantitatively) against the real executions to check whether the model effectively captures the age distributions. Finally, the mean-field solution is obtained to check whether this particular method is suitable for the analysis of the model.

Validation Platform. CabSpotting [10] is a project where the San Francisco taxi company traces the location of its yellow cabs as they operate in the Bay Area (SFBA). Using GPS, each cab reports its location every minute and the data is stored in a database. By using the cabs' movement traces and introducing some realistic networking assumptions, one can construct a realistic opportunistic peer-to-peer network, similar to the model considered in Section 4.1, where the cabs and base stations are responsible for propagating data in the network. The realistic scenario, built in this manner, is used in the model validation.

Assume that SFBA is divided into 16 locations. There are a number of base stations which frequently transmit fresh copies of a piece of data. Each base station has a specific transmission range. The network consists also of a relatively larger number of taxi cabs. Each cab is equipped with a radio device to communicate with base stations or other cabs. Each cab scans its surrounding once per minute and when another entity is detected (another cab or one of the base stations), it tries to initiate a data exchange. The radio devices are assumed to have the range of 200 m . A meeting or successful data exchange happens if the communicating entities remain in 200 -meter proximity for at least 10 seconds ( 10 sec guarantees a data exchange). The goal of the meetings is to propagate updated copies of the data throughout the network. The age of a cab is equal to the time elapsed since the data it holds was sent by one of the base stations.

The CabSpotting database stores the cabs' movement traces. By using these traces and making the networking assumptions stated above, we can generate the contact traces. The latter not only captures the occurrence of the meetings, but also how the age of the cabs change as the result of such meetings. Therefore, the contact traces record how the cabs' ages change and can be used to observe how the age distributions evolve in different locations. In [11, contact traces were generated for dates between May, the 17th and June, the 15th, 2008 and for the time period between 8:00am till midnight, each day. They were then used for validation steps.

Extracting Model Parameters. The following quantities were measured using the contact traces generated. $N(t)$ : total number of cabs in time slot $t$ (time unit $=$ one minute); $N_{c}(t)_{c \in\{1,2,3, \ldots 16\}}:$ number of cabs in location $c$ during time slot $t ; N_{c, u b}(t)$ : number of contacts between a mobile agent and a base station in $c$ during time slot $t ; N_{c, u u}(t)$ : number of contacts between any two mobile agents in $c$ during $t ; N_{c, c^{\prime}, u u}(t)_{c \neq c^{\prime}}$ : number of contacts between an agent from $c$ and another from $c^{\prime}$ during $t$.

Given the contact traces, one can calculate $\bar{\mu}_{c}(t)=\frac{N_{c, u b}(t)}{N_{c}(t)}$ as the rate at which an agent in $c$ communicates with one of the base stations in that location during $t$. If, at $t$ there are $N_{c}(t)$ agents in $c$, then on average $\bar{\mu}_{c}(t) \times N_{c}(t)$ meetings are expected in the following time unit. The average $\mu_{c}$ for an hour is calculated by averaging $\bar{\mu}_{c}(t)_{t \in[0,59]}: \mu_{c}=\frac{1}{60} \sum_{t=t_{0}}^{t_{0}+59} \bar{\mu}_{c}(t)$. This parameter is used in the model. Let us now focus on how other parameters are calculated.

In the model, for $c \in L$ the rate at which an agent in $c$ meets another agent in $c$ is $\frac{2 \eta_{c}}{N-1}$. Consequently, the rate at which meetings occur in $c$ is:

$$
\begin{equation*}
\binom{N_{c}}{2} \times \frac{2 \eta_{c}}{(N-1)}=\frac{\left(N_{c}\right) \times\left(N_{c}-1\right)}{N-1} \times \eta_{c} . \tag{19}
\end{equation*}
$$

During the time unit $t$, the traces capture $N_{c, u u}(t)$ meetings which can be expressed using Equation 19. We assume that that at $t, \bar{\eta}_{c}(t)$ affects the rate of the meetings. Therefore, in time unit $t$ we expect to observe $\frac{N_{c}(t) \times\left(N_{c}(t)-1\right)}{(N(t)-1)} \bar{\eta}_{c}(t)$ meetings. Thus:

$$
N_{c, u u}(t)=\frac{\left(N_{c}(t)\right)\left(N_{c}(t)-1\right)}{N(t)-1} \bar{\eta}_{c}(t) \Rightarrow \bar{\eta}_{c}(t)=\frac{N_{c, u u}(t)}{\frac{N_{c}(t)}{N(t)-1}\left(N_{c}(t)-1\right)} \approx \frac{N_{c, u u}(t)}{u_{c}(t)\left(N_{c}(t)-1\right)} .
$$

The model's $\eta_{c}$ is obtained by averaging $\bar{\eta}_{c}(t)$ for one hour; $\eta_{c}=\frac{1}{60} \sum_{t=t_{0}}^{t_{0}+59} \bar{\eta}_{c}(t)$.
In the model, the rate at which an agent in $c$ meets an agent in $c^{\prime}$ is $\frac{2 \times \beta_{c, c^{\prime}}}{N-1}$. Therefore, in one time unit, on average $\frac{2 \beta_{c, c^{\prime}}}{N-1} N_{c} N_{c}^{\prime}$ meetings occur between agents in $c$ and $c^{\prime}$. For each time unit $t$, the traces show $N_{c, c^{\prime}, u u}(t)$ meetings
having occurred. Therefore:

$$
\begin{aligned}
& \frac{2 \bar{\beta}_{c, c^{\prime}}(t)}{N(t)-1} N_{c}(t) N_{c^{\prime}}(t)=N_{c, c^{\prime}, u u}(t) \Rightarrow \bar{\beta}_{c, c^{\prime}}(t)=\frac{N_{c, c^{\prime}, u u}(t)}{2 N(t) u_{c}(t) N(t) u_{c^{\prime}}(t) \times \frac{1}{N(t)-1}} \Rightarrow \\
& \bar{\beta}_{c, c^{\prime}}(t) \approx \frac{N_{c, c^{\prime}, u u}(t)}{2 \times N(t) \times u_{c}(t) \times u_{c^{\prime}}(t)}
\end{aligned}
$$

For each $c$ and $c^{\prime}, \beta_{c, c^{\prime}}$ can is obtained by averaging $\bar{\beta}_{c, c^{\prime}}(t)$ over an hour.
Finally, in the model, the rate at which agents move from location $c$ to $c^{\prime}$ is defined to be $\rho_{c, c^{\prime}} \times N_{c}$. In the traces, one observes $N_{c, c^{\prime}, \text { trans }}(t)$ movements. Therefore: $\bar{\rho}_{c, c^{\prime}}(t) N_{c}(t)=N_{c, c^{\prime}, \text { trans }}(t) \Rightarrow \bar{\rho}_{c, c^{\prime}}(t)=\frac{N_{c, c^{\prime}, \text { trans }}(t)}{N_{c}(t)}$. The same averaging is applied to $\bar{\rho}_{c, c^{\prime}}(t)$ to find $\rho_{c, c^{\prime}}$.

The parameters obtained from the contact traces were used to build a fully parametrized model. The model was then simulated and the stochastic behaviour obtained was compared against the traces. The authors show that the model is sufficiently detailed to capture the stochastic behaviour of the real system.

The last step of the validation is checking whether the mean-field method is an appropriate method for the analysis of this model. The authors show that for the locations which usually have reasonably large populations of agents (having at least tens of taxi cabs), there exists a close correspondence between the age distributions obtained from the mean-field analysis and the distributions derived from the contact traces. For the locations at the edges of the network, where the population of the cabs were too small, the mean-field solution has more error. Due to space limitation we skip reviewing the last sections of the validation process and the interested reader is referred to [11].

## 5 Model Checking Mean-Field Models

In this section we discuss model-checking approach for mean-field models. The kind of analysis we can perform through model checking is rather different from the performance studies we illustrated in previous sections. Indeed, we are able to formally prove temporal properties of the execution of these systems and have an estimate of the probability of their validity at a certain time point.

There are two possible ways of describing the properties of a large population: via studying a random individual within the whole population and via considering the whole population.

The first approach is known as a fluid model checking [8 and it employs a bounded fragment of the Continuous Stochastic Logic (CSL) for describing properties of interest. Later in this section we recall the logic CSL, and explain how these properties can be checked for an individual object.

While fluid model checking is applicable to the local model only, the second approach allows us to derive the properties of the overall mean-field model. This is done using Mean-Field Continuous Stochastic Logic (MF-CSL) [25], which lifts the properties of the local model to the level of the overall model via expectation operators. MF-CSL logics relays on the local model properties when constructing
the properties of the overall model, and the timed properties can be described only on the local level (for an individual object).

Note that yet another approach to model-checking mean-field models is possible, that only makes use of the deterministic limit (occupancy vector) to reason about the timed properties on the level of the overall model.

In the following we first return our attention to the single agent and its properties in Sections 5.1 5.5 . Then the model-checking procedure for the whole population is addressed in Section 5.6.

### 5.1 Single Agent Model

An interesting consequence of the mean-field approximation theorem is the socalled decoupling of joint probability (for details, please refer to [330), which allows us to obtain the model of the single object within the overall model, by using fast simulation 1315. The central idea of this process is to abstract the system to its fluid approximation (to obtain mean-field model of the system) and to study the evolution of a single agent as executed in parallel with the approximation of the rest of the system. The advantage is that, rather than considering/simulating the entire system, it is sufficient to consider the abstract average behaviour of the system and observe a single agent interacting with it, by decoupling its evolution from the evolution of the remaining agents. This is a faithful approximation since the dynamics of a single agent depend on the other agents only through the overall average system state. This allows us to reason about the local model within the overall model as of a time-inhomogeneous continuous time Markov chain (ICTMC).

Due to the time-inhomogeneity of the local model, the existing model checking algorithms for CTMCs can not be reused. Therefore, in [8] the authors develop novel CSL model checking algorithms for ICTMC models. We denote the single object model coupled with the deterministic limit (the local ICTMC) as $Z(t)$ for ease of notation. The labelling of the states of ICTMC is done on the same way as for a time-homogeneous CTMC.

### 5.2 Continuous Stochastic Logic

As a single agent model is described by an ICTMC, a standard CSL logic can be used to express the properties of such model. In the following we recall the definition of bounded CSL as in [2]:

Definition 3. CSL Syntax. Let $p \in[0,1]$ be a real number, $\bowtie \in\{\leq,<,>, \geq\}$ a comparison operator, $I \subseteq \mathbb{R}_{\geq 0}$ a non-empty bounded time interval, and $A P$ a set of atomic propositions with $a \in A P$. CSL state formulas $\Phi$ are defined by:

$$
\Phi::=t t|a| \neg \Phi\left|\Phi_{1} \wedge \Phi_{2}\right| \mathcal{P}_{\bowtie p}(\phi),
$$

where $\phi$ is a path formula defined as:

$$
\phi::=\mathcal{X}^{I} \Phi \mid \Phi_{1} U^{I} \Phi_{2} .
$$

To define the semantics of CSL formulas we first recall the notion of a path as it was defined for the CTMCs in [2; this notion is reused for ICTMCs. An infinite path $\sigma$ is a sequence $s_{0} \xrightarrow{t_{0}} s_{1} \xrightarrow{t_{3}} s_{2} \xrightarrow{t_{2}} \ldots$, for $i \in \mathbb{N} ; s_{i} \in S$ and $t_{i} \in \mathbb{R}_{>0}$ such that the probability that starting in state $s_{i}$ we reach state $s_{i+1}$ at time $t_{\sigma}[i]=\sum_{j=0}^{i} t_{j}$ is greater than zero. A finite path $\sigma$ is a sequence $s_{0} \xrightarrow{t_{0}} s_{1} \xrightarrow{t_{1}} \ldots s_{l-1} \xrightarrow{t_{l-1}} s_{l}$ such that $s_{l}$ is absorbing, and, similarly, a probability of going from $s_{i}$ to $s_{i+1}$ is greater than zero for all $i<l$.

For a given path $\sigma, \sigma[i]=s_{i}$ denotes for $i \in \mathbb{N}$ the $(i+1) s t$ state of path $\sigma$. The time spent in state $s_{i}$ is denoted by $\delta(\sigma ; i)$. Moreover, with $i$ the smallest index, and with $t \leq \sum_{j=0}^{i} t_{j}$, let $\sigma @ t=\sigma[i]$ be the state occupied at time $t$. For finite paths $\sigma$ with length $l+1, \sigma[i]$ and $\delta(\sigma ; i)$ are defined in the way described above for $i<l$ only and $\delta(\sigma ; l)=\infty$ and $\delta @ t=s_{l}$ for $t>\sum_{j=0}^{l-1} t_{j} . \operatorname{Path}^{Z(t)}\left(s_{i}, t_{0}\right)$ is the set of all finite and infinite paths of the ICTMC that start in state $s_{i}$ and Path $^{Z(t)}\left(t_{0}\right)$ includes all (finite and infinite) paths of the ICTMC. A probability measure $\operatorname{Pr}\left(t_{0}\right)$ on paths can be defined as in [2].

Since the local model changes with time, the satisfaction relation for a local state or path depends on time as well, and it is defined as follows:

Definition 4. Semantics of CSL. Satisfaction of state and path CSL formulas for ICTMCs is given as follows:

$$
\begin{array}{ll}
s, t_{0} \models t t & \forall s \in S, \\
s, t_{0} \models a & \text { iff } a \in L(s), \\
s, t_{0} \models \neg \Phi & \text { iff } s, t_{0} \not \models \Phi, \\
s, t_{0} \models \Phi_{1} \wedge \Phi_{2} & \text { iff } s, t_{0} \models \Phi_{1} \text { and } s, t_{0} \models \Phi_{2}, \\
s, t_{0} \models \mathcal{P}_{\bowtie p}(\phi) & \text { iff } \operatorname{Prob}^{Z(t)}\left(s, t_{0}, \phi\right) \bowtie p, \\
\sigma, t_{0} \models \mathcal{X}^{I} \Phi & \text { iff } \sigma[1] \text { is defined, and } \delta(\sigma, 0) \in I, \text { and } \\
& \sigma[1],\left(t_{0}+\delta(\sigma, 0)\right) \models \Phi, \\
\sigma, t_{0} \models \Phi_{1} U^{I} \quad \Phi_{2} \text { iff } \exists t^{\prime} \in I:\left(\sigma @ t^{\prime} \models \Phi_{2}\right) \\
& \wedge\left(\forall t^{\prime \prime} \in\left[t_{0}, t^{\prime}\right)\left(\sigma @ t^{\prime \prime} \models \Phi_{1}\right)\right),
\end{array}
$$

$I \subseteq \mathbb{R}_{\geq 0}$ is a non-empty time interval and $\operatorname{Prob}^{Z(t)}\left(s, t_{0}, \phi\right)$ is the probability measure of all paths $\sigma \in \operatorname{Path}^{Z(t)}\left(s, t_{0}\right)$ that satisfy $\phi$ and starting in state $s$, that is $\operatorname{Prob}^{Z(t)}\left(s, t_{0}, \phi\right)=\operatorname{Pr}\left\{\sigma \in \operatorname{Path}^{Z(t)}\left(s, t_{0}\right) \mid \sigma, t_{0} \models \phi\right\}$.

Only bounded time intervals are used in path formulas. This is motivated by the nature of convergence theorem, which is valid only for finite-time horizons. The relaxation of this restriction is possible, but we will not discuss it this tutorial, see [8, and [25] for details.

The CSL operators can be nested according to Definition 3. Model-checking of the CSL formula is done by building the parse tree and computing the satisfaction set of the individual operators recursively (in a bottom-up fashion), as described in 2].

Model-checking CSL formulas for ICTMCs is similar to model-checking these formulas for CTMCs. All time-independent CSL operators can be checked using standard methods (see [2]) due to the independence of the results on time.

Therefore, model-checking these operators is not included in the following discussion.

The main challenge is in model-checking time-dependent operators: let us first recall how these formulas are checked for time-homogeneous models. Given an arbitrary time-homogeneous CTMC $\mathcal{A}$, the probability formula containing the interval next operator $\mathcal{P}_{\bowtie p} \mathcal{X}^{\left[t_{1}, t_{2}\right]} \Phi$ is usually checked by computing the nextstate probability and by comparing it with the threshold $p$ (see [2]). This is calculated as the probability that the next jump starts within the time interval $\left[t_{1} ; t_{2}\right]$ and ends in a state that satisfies $\Phi$.

The probability formula including interval until formula $\mathcal{P}_{\bowtie p} \Phi_{1} U^{\left[t_{1}, t_{2}\right]} \Phi_{2}$ for an arbitrary time-homogeneous CTMC $\mathcal{A}$ is checked by computing the probability of taking a path satisfying the until formula and by comparing it to the threshold $p$ 2. The way to calculate this probability will be presented below. Let us denote the states satisfying $\Phi_{2}$ as goal states, and the set of such a states as $\mathbb{G}=\llbracket \Phi_{2} \rrbracket$, a set of states satisfying $\Phi_{1}$ as safe states $\mathbb{S}=\llbracket \Phi_{1} \rrbracket$, and, similarly, a set of the unsafe states $\mathbb{U}=\llbracket \neg \Phi_{1} \rrbracket$ for the ease of notation. For model-checking CSL until formula, we need to consider all possible paths, starting in a safe state $s_{1} \in \mathbb{S}$ at the current time and reaching a goal state $s_{2} \in \mathbb{G}$ during the time interval $\left[t_{1}, t_{2}\right]$ by only visiting safe states on the way. We can split such paths in two parts: the first part models the path from the starting state $s$ to a state $s_{1} \in \mathbb{S}$ and the second part models the path from $s_{1}$ to a state $s_{2} \in \mathbb{G}$ only via safe states. In the first part of the path, we only proceed along safe states thus all unsafe states $s \in \mathbb{U}$ do not need to be considered and can be made absorbing. As we want to reach a $\mathbb{G}$ state via $\mathbb{S}$ states in the second part, we can make all unsafe and goal states absorbing, because we are done as soon as we reach such a state. We, therefore, need two transformed CTMCs: $\mathcal{A}[\mathbb{U}]$ and $\mathcal{A}[\mathbb{U} \cup \mathbb{G}]$, where $\mathcal{A}[\mathbb{U}]$ is used in the first part of the path and $\mathcal{A}[\mathbb{U} \cup \mathbb{G}]$ is used in the second.

In order to calculate the probability for such a path, we accumulate the multiplied transition probabilities for all triples $\left(s, s_{1}, s_{2}\right)$, where $s_{1} \in \mathbb{S}$ and is reached before time $t_{1}$ and $s_{2} \in \mathbb{G}$ and is reached within time $t_{2}-t_{1}$.

$$
\begin{equation*}
\operatorname{Prob}^{\mathcal{A}}\left(s, \Phi_{1} U^{\left[t_{1}, t_{2}\right]} \Phi_{2}\right)=\sum_{s_{1} \models \Phi_{1}} \sum_{s_{2}}=\Phi_{2} \pi_{s, s_{1}}^{\mathcal{A}[\mathbb{U}]}\left(t_{1}\right) \cdot \pi_{s_{1}, s_{2}}^{\mathcal{A}[\mathbb{U} \cup \mathbb{G}]}\left(t_{2}-t_{1}\right) . \tag{20}
\end{equation*}
$$

Hence, CSL until formulas can be solved as a combination of two reachability problems, as shown in Equation (20), namely $\pi_{s, s_{1}}^{\mathcal{A}[\mathbb{U}]}\left(t_{1}\right)$ and $\pi_{s_{1}, s_{2}}^{\mathcal{A}[\mathbb{U} \cup \mathbb{G}]}\left(t_{2}-t_{1}\right)$ that can be computed by performing transient analysis on the transformed CTMCs.

In the following we discuss the model-checking procedures that allow us to solve the interval path formulas (until and next) for the random agent, i.e. ICTMC. The procedure for checking these operators for ICTMCs is similar to that for CTMCs discussed above. However, the probabilities to take a certain path have to be calculated differently, because the Markov chain is timeinhomogeneous.

### 5.3 Next State Probability

Since the local mean-field model is a ICTMC the standard model-checking procedure is not applicable, therefore in the following we explain how to calculate the next state probability of an individual agent. This probability is also changing with time, therefore not only the next state probability at a given time $t_{0}$ is of interest, but also the dependency of such probability measure on time. Another important difference between checking CSL formulas for CTMC and ICTMC is in the fact that the set of goal states (states, which satisfy $\Phi$ ) can change with time. In the following we address these differences and explain how a bounded CSL Next formula can be checked for the local mean-field model.

We first describe how to calculate the next state probability for a given time $t_{0}$, i.e., the probability to jump from the state $s$ to the state, satisfying $\Phi$, or goal state, within time interval $\left[t_{1}, t_{2}\right]$. This probability can be found as follows:

$$
\begin{equation*}
\operatorname{Prob}^{Z(t)}\left(s, \mathcal{X}^{\left[t_{1}, t_{2}\right]} \Phi_{2}, t_{0}\right)=\int_{t_{0}+t_{1}}^{t_{0}+t_{2}} q_{s, \mathbb{G}}(t) \cdot e^{-\Lambda\left(s, t_{0}, t\right)} d t \tag{21}
\end{equation*}
$$

where $q_{s, \mathbb{G}}(t)=\sum_{s^{\prime} \in \mathbb{G}} Q_{s, s^{\prime}}(t)$ is the rate of jumping from the current state $s$ to the goal state $s^{\prime}$ at time $t$; and $\Lambda\left(s, t_{0}, t\right)=\int_{t_{0}}^{t}-Q_{s, s}(\tau) d \tau$ is the cumulative exit rate of state $s$ between $t_{0}$ and $t$. The proof is straight forward and can be found in 8 .

The next state probability can now be computed numerically in two ways: using Equation (21) or by transformation the above formula to the differential equations and solving them. The differential equations are more convenient and simplify the calculations, they can be obtained as in [8], and are as follows:

$$
\left\{\begin{array}{l}
\dot{P}(t)=q_{s, \mathbb{G}}(t) \cdot e-L(t)  \tag{22}\\
\dot{L}(t)=-q_{s, s}(t)
\end{array}\right.
$$

where $P\left(t_{0}+t_{1}\right)=0$ and $L\left(t_{0}+t_{1}\right)=\Lambda\left(t_{0}, t_{0}+t_{1}\right)$. The above ODEs have to be integrated from time $t_{0}+t_{1}$ to time $t_{0}+t_{2}$.

As we discussed above, for checking CSL formulas the dependency of the next state probability on time $\operatorname{Prob}^{Z(t)}\left(s, \mathcal{X}^{\left[t_{1}, t_{2}\right]} \Phi_{2}, t_{0}, t\right)$ is needed to be accessed. To find this dependency one has to either calculate integral (21) for all possible $t_{0}$, or use the differential equations (22) to define another system of the differential equations with $t_{0}$ as a independent variable. The obtained new system of differential equations is as follows:

$$
\left\{\begin{array}{l}
\dot{\bar{P}}_{s}(t)=q_{s, \mathbb{G}}\left(t+t_{2}\right) \cdot e-L_{2}(t)-q_{s, \mathbb{G}}\left(t+t_{1}\right) \cdot e-L_{1}(t)-q_{s, s}(t) \bar{P}_{s}(t),  \tag{23}\\
\dot{L}_{1}(t)=-q_{s, s}(t)+q_{s, s}\left(t+t_{1}\right) \\
\dot{L}_{2}(t)=-q_{s, s}(t)+q_{s, s}\left(t+t_{2}\right)
\end{array}\right.
$$

where $L_{1}(t)=\Lambda\left(t, t+t_{1}\right)$ and $L_{2}(t)=\Lambda\left(t, t+t_{2}\right)$. Initial conditions at time $t_{0}$ are computed by solving Equation (22).

And finally, the set of goal states can be time-dependent $\mathbb{G}(t)$, which has to be taken into account while calculating the next state probability. It is done by
solving the above equation piecewise. All the time points $T_{1}, T_{2}, \ldots T_{k}$ when the goal set is changing are found first, where $T_{0}=t_{0}+t_{1}$ and $T_{k+1}=t_{0}+t_{2}$. Equation (23) is solved for each time interval $\left[T_{i}, T_{i+1}\right]$.

For checking next formula one has to compare next state probability with the given threshold $p \in[0,1]$, hence, equation $\operatorname{Prob}^{Z(t)}\left(s, \mathcal{X}^{\left[t_{1}, t_{2}\right]} \Phi_{2}, t_{0}, t\right)=p$ has to have a finite number of solutions. In general, this doesn't always hold, therefore, the restrictions on the rate functions of the mean-field model have to be introduced in order to insure the finite number of such solutions. In particular, the rate functions must be piecewise real analytical functions, as described and proved in [8].

### 5.4 Until Formulas. Reachability Probability

The core idea of CSL model-checking of until formulas as explained in Section 5.2 remains unchanged for time-inhomogeneous CTMCs. However, due to time-inhomogeneity it is not enough to only consider the time duration, but the exact time at which the system is observed must be taken into account. Hence, we add time $t^{\prime}$ to the notation of a time-inhomogeneous reachability problem $\pi_{s, s_{1}}^{Z(t)}\left(t^{\prime}, T\right)$ to denote that we start in state $s$ at time $t^{\prime}$.

A probability for an arbitrary until formula $\Phi_{1} U^{\left[t_{1}, t_{2}\right]} \Phi_{2}$ to hold is then again calculated by computing two reachability problems on the transformed ICTMCs $Z(t)[\mathbb{U}]$ and $Z(t)[\mathbb{U} \wedge \mathbb{G}]$, respectively:

$$
\begin{array}{r}
\operatorname{Prob}^{Z(t)}\left(s, \Phi_{1} U^{\left[t_{1}, t_{2}\right]} \Phi_{2}, t^{\prime}\right)= \\
\sum_{s_{1}, t^{\prime} \mid=\Phi_{1}} \sum_{s_{2}, t_{1}=\Phi_{2}} \pi_{s, s_{1}}^{Z(t)[\mathbb{U}]}\left(t^{\prime}, t_{1}-t^{\prime}\right) \cdot \pi_{s 1, s 2}^{Z(t)[\mathbb{U} \wedge \mathbb{G}]}\left(t_{1}, t_{2}-t_{1}\right) . \tag{24}
\end{array}
$$

Equation (24) is valid for $t_{1}>t^{\prime}, t_{2}>t^{\prime}$. If $t_{1}=t^{\prime}$ the first reachability problem can be omitted.

In the following we explain here how an arbitrary reachability probability $\Pi^{\prime}\left(t^{\prime}, t^{\prime}+T\right)$ can be calculated. This method is applied to both $\pi_{s, s_{1}}^{Z(t)[\mathbb{U}]}\left(t^{\prime}, t_{1}-t^{\prime}\right)$ and $\pi_{s 1, s 2}^{Z(t)[\mathbb{U} \wedge \mathbb{G}]}\left(t_{1}, t_{2}-t_{1}\right)$; and the results are combined as in (24). The standard transient analysis on the modified ICTMS is used in order to calculate the reachability probability $\Pi^{\prime}\left(t^{\prime}, t^{\prime}+T\right)$. In order to find the transient probability the forward Kolmogorov equation is solved with an identity matrix as initial condition:

$$
\begin{equation*}
\frac{d \Pi^{\prime}\left(t^{\prime}, t^{\prime}+T\right)}{d(T)}=\Pi^{\prime}\left(t^{\prime}, t^{\prime}+T\right) \cdot Q^{\prime}\left(t^{\prime}+T\right) \tag{25}
\end{equation*}
$$

where $Q^{\prime}\left(t^{\prime}+T\right)$ is the rate matrix of the modified ICTMC.
In order to check a nested CSL formula for ICTMC the dependency of transient probability on the starting time has to be found. The later is done by combining the forward and backward Kolmogorov equations:

$$
\begin{equation*}
\frac{d \Pi^{\prime}(t, t+T)}{d t}=-Q^{\prime}(t) \Pi^{\prime}(t, t+T)+\Pi^{\prime}(t, t+T) Q^{\prime}(t+T) \tag{26}
\end{equation*}
$$

The time-dependent probability matrix $\Pi^{\prime}(t, t+T)$ can be obtained by solving Equation (26) with initial condition $\Pi^{\prime}\left(t^{\prime}, t^{\prime}+T\right)$. Using Kolmogorov equations for solving reachability problems on the local models $Z(t)$ is efficient due to the fact that the state space is usually quite small (see [8]).

The goal and unsafe sets in ICTMC can vary with time (e.g., in nested formulas), which has to be taken into account while calculating reachability probability. This is done by solving Equation (26) piecewise, i.e., for each time interval, where the above mentioned sets remain unchanged. At first we find the so-called discontinuity points, i.e., the time points $T_{0}=t^{\prime} \leq T_{1} \leq T_{2} \leq \cdots \leq T_{k} \leq T_{k+1}=T+t^{\prime}$, where at least one of the sets changes. Then we do the integration separately on each time interval $\left[T_{i}, T_{i+1}\right]$ for $i=0, \ldots, k$.

The procedure has to be slightly adjusted to ensure that only safe states are visited before a goal state is reached. We need to modify the ICTMC $Z(t)$ for each time interval ( $T_{i} ; T_{i+1}$ ) as follows:

1. introduce a new goal state $s^{*}$, which remains the same for all time intervals;
2. all unsafe and goal states are made absorbing;
3. all transitions leading to goal states are readdressed to the new state $s^{*}$.

Given this modified ICTMC $\overline{Z(t)}$, the transient probability matrix $\overline{\Pi^{\prime}}\left(T_{i}, T_{i+1}\right)$ is found for each time interval using the forward Kolmogorov equation, according to Equation (25).

Upon "jumps" between time intervals $\left[T_{i-1}, T_{i}\right]$ and $\left[T_{i}, T_{i+1}\right]$ it is possible that a state that was safe in the previous time interval becomes unsafe in the next. In this case the probability mass in this state is lost, since this path does not satisfy the reachability problem any-more. In the case that a state remains safe or a safe state is turned into a goal state the probability mass has to be carried over to the next time interval. This is described by the matrix $\zeta\left(T_{i}\right)$ of size $(|S|+1) \times(|S|+1)$ constructed in the following way: for each state $s \in S$ which is safe before and after $T_{i}$ it follows $\zeta\left(T_{i}\right)_{s, s}=1$. For each state $s \in S$ which was safe before $T_{i}$ and becomes goal after $T_{i}$ we have $\zeta\left(T_{i}\right)_{s, s *}=1$. For the new goal state $s^{*}$ the entry always equals one $\left(\zeta\left(T_{i}\right)_{s *, s *}=1\right)$, and all other elements of $\zeta\left(T_{i}\right)$ are 0 .

The probability to reach a goal state before time $T$ has passed when starting in a safe state at time $t^{\prime}$ is given then by the matrix $\Upsilon\left(t^{\prime}, t^{\prime}+T\right)$ :

$$
\begin{align*}
\Upsilon\left(t^{\prime}, t^{\prime}+T\right)= & \overline{\Pi^{\prime}}\left(t^{\prime}, T_{1}\right) \cdot \zeta\left(T_{1}\right) \cdot \overline{\Pi^{\prime}}\left(T_{1}, T_{2}\right)  \tag{27}\\
& \zeta\left(T_{2}\right) \ldots \zeta\left(T_{k}\right) \cdot \overline{\Pi^{\prime}}\left(T_{k}, t^{\prime}+T\right)
\end{align*}
$$

The probability to reach the goal state $s^{*}$ is unconditioned on the starting state by adding 1 for all goal states:

$$
\begin{align*}
\pi_{s, s^{*}}^{[\mathbb{U} \mathbb{G}]}\left(t^{\prime}, t^{\prime}+T\right)= & \Upsilon_{s, s^{*}}\left(t^{\prime}, t^{\prime}+T\right)+  \tag{28}\\
& \mathbf{1}\left\{s \in \operatorname{Sat}\left(\mathbb{G}, t^{\prime}\right)\right\} .
\end{align*}
$$

Similarly to the dependency on time of the reachability probability while the goal and unsafe sets are fixed (see Equation (26)), the time-dependent reachability probability for varying goal and unsafe sets can be found by again combining
forward and backward Kolmogorov equations using chain rule (see [8] for more details).

The method for checking state and path CSL formulas for ICTMC was presented above in this section. The convergence of the results and decidability of the algorithms are addressed in [8]. This method is applicable for the continuous time models, as the main interest of this tutorial lies in a continuous time meanfiled models. For the similar results on the on-the-fly fast model-checking of the PCTL properties of the individual objects in a discrete time mean-field model we refer to [29]. As a next step we provide the example, where this method is applied to a single agent of mean-field model.

### 5.5 Examples

In this section couple of examples of checking CSL formulas are described. We reuse the virus spread model, described in the Examples 1 and 2 (see Figure 1 ). As descibed in Section 2 the system of the limit ODEs (6) for the population behaviour is as follows:

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=-k_{1} x_{3}(t)+k_{2} x_{2}(t)+k_{5} x_{3}(t)  \tag{29}\\
\dot{x}_{2}(t)=\left(k_{1}+k_{4}\right) x_{3}(t)-\left(k_{2}+k_{3}\right) x_{2}(t) \\
\dot{x}_{3}(t)=k_{3} x_{2}(t)-\left(k_{4}+k_{5}\right) x_{3}(t)
\end{array}\right.
$$

The coefficients that are used in the following example are given in Setting 1 in Table 4

Let us consider the following formula

$$
\Phi=\mathcal{P}_{<0.3}\left(\text { not infected } U^{[0,1]} \text { infected }\right)
$$

and a predefined initial occupancy vector $\bar{x}=(0.8,0.15,0.05)$ at time $t^{\prime}=0$.
The only time-dependent rate of the local model is $k_{1}^{*}(t)=k_{1} \cdot \frac{x_{3}(t)}{x_{1}(t)}$, where $x_{1}(t)$ and $x_{3}(t)$ are the solution of the ODEs (29) with $\bar{x}(0)$ as initial condition. Therefore the transition rate matrix $\mathbf{Q}(\bar{x}(t))$ is as follows:

$$
\mathbf{Q}(\bar{x}(t))=\left(\begin{array}{ccc}
-k_{1} \cdot \frac{x_{3}(t)}{x_{1}(t)} & k_{1} \cdot \frac{x_{3}(t)}{x_{1}(t)} & 0 \\
k_{2} & -k_{2}-k_{3} & k_{3} \\
k_{5} & k_{4} & -k_{5}-k_{4}
\end{array}\right) .
$$

To find $\operatorname{Prob}^{Z(t)}\left(s\right.$, not infected $U^{[0,1]}$ infected, $\left.t^{\prime}\right)$ only one reachability problem $\pi_{s, s_{1}}^{Z(t)[\neg \text { not infected } \vee \text { infected] }}(0,1)=\pi_{s, s_{1}}^{Z(t)[\text { infected }]}(0,1)$ has to be solved according to the algorithm described earlier in Section 5.4. The local model $Z(t)$ is modified and all infected states are made absorbing. The Kolmogorov equation is used to calculate the transient probability matrix of the modified model, which consists of the reachability probabilities:

$$
\Pi^{\prime}(0,1)=\left(\begin{array}{ccc}
0.91 & 0.09 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Table 4. Parameter settings

| Parameter |  | Setting 1 | Setting 2 |
| :--- | :--- | :--- | :--- |
| Attack | $k_{1}$ | 0.9 | 5 |
| Inactive computer recovery | $k_{2}$ | 0.1 | 0.02 |
| Inactive computers getting active | $k_{3}$ | 0.01 | 0.01 |
| Active computer returns to inactive | $k_{4}$ | 0.3 | 0.5 |
| Active computer recovery | $k_{5}$ | 0.3 | 0.5 |

The probability of the until formula

$$
\phi=\text { not infected } U^{[0,1]} \text { infected }
$$

to hold for each starting state is as follows:
$\operatorname{Prob}^{Z(t)}\left(s_{1}, \phi, t^{\prime}\right)=\pi_{s_{1}, s_{2}}^{Z(t)[\text { infected }]}(0,1)+\pi_{s_{1}, s_{3}}^{Z(t)[\text { infected }]}(0,1)=0.09 ;$
$\left.\operatorname{Prob}^{Z(t)}\left(s_{2}, \phi, t^{\prime}\right)\right)=0 ;$
$\left.\operatorname{Prob}^{Z(t)}\left(s_{3}, \phi, t^{\prime}\right)\right)=0$.
The found above probabilities are compared with 0.3 , and as one can see the formula $\mathcal{P}_{<0.3}$ (not infected $U^{[0,1]}$ infected) holds for all states $s_{1}, s_{2}$, and $s_{3}$.

As was discussed earlier, the satisfaction on the CSL formula may change with time. Let us consider the same formula $\mathcal{P}_{<0.3}$ (not infected $U^{[0,1]}$ infected) and initial occupancy vector $\bar{x}=(0.8,0.15,0.05)$. In the following we calculate the time-dependent probability on the predefined time interval [ 0,20 ].

The calculation of the time-dependent probabilities $\operatorname{Prob}^{Z(t)}(s$, not infected $U^{[0,1]}$ infected, $\left.t^{\prime}, t\right)$ is done as described earlier in this section:

1. the model $Z(t)$ is modified so the infected states are made absorbing;
2. the transient probability $\Pi^{\prime}(0,1)$ is calculated as described in the example above;
3. forward and backward Kolmogorov equations are used in order to construct the ODEs, describing the time-dependent transient probability of the modified model (see Equation (26)).
4. These ODEs are solved using $\Pi^{\prime}(0,1)$ as initial condition. The solution of the ODEs defines the required reachability probabilities.

The time-dependent probability $\operatorname{Prob}^{Z(t)}\left(s_{1}\right.$, not infected $U^{[0,1]}$ infected, $\left.t^{\prime}, t\right)$ is depicted in Figure 7. Starting at states $s_{2}$ and $s_{3}$ this probability equals zero at all times, since these states do not satisfy not infected. In order to find the satisfaction set of this formula the following equation $\operatorname{Prob}^{Z(t)}\left(s_{1}\right.$, not infected $U^{[0,1]}$ infected, $\left.t^{\prime}, t\right)=0.3$ is solved and $t=13.42$ is found. The satisfaction set depends on time and includes all three states $s_{1}, s_{2}$, and $s_{3}$ for $t \in[0,13.42)$; and only two states $s_{2}$ and $s_{3}$ for $t \in[13.42,20]$.

In the following we discuss a more involved example, which includes a nested until formula. The parameters of the model used in this example are given in the column Setting 2 in Table 4 the initial conditions at $t=0$ is $\bar{x}=(0.85 ; 0.1 ; 0.05)$.

We check the following satisfaction relation:

$$
\mathcal{P}_{>0.9}\left(\text { infected } U^{[0,15]}\left(\mathcal{P}_{>0.8} \text { tt } U^{[0,0.5]} \text { infected }\right)\right) .
$$

The formula is split into subformulas and the time-dependent satisfaction set of the sub-formula $\Phi_{1}=\left(\mathcal{P}_{>0.8} t t U^{[0,0.5]}\right.$ infected $)$ is calculated first. Similarly to the previous example, the probability $\operatorname{Prob}^{Z(t)}\left(s, t t U^{[0,0.5]}\right.$ infected, $\left.t^{\prime}, t\right)$ is calculated for all states $s \in S^{o}$. In Figure 7 this probability at state $s_{1}$ is depicted; the probabilities at states $s_{2}$ and $s_{3}$ equal to one, since these states are already infected. Similarly to the previous example, the time dependent satisfaction set is found and equals to $\operatorname{Sat}\left(\Phi_{1}, t^{\prime}, t\right)=\left\{s_{2}, s_{3}\right\}$ for all $t \in[0,10.443]$ and $\operatorname{Sat}\left(\Phi_{1}, t^{\prime}, t\right)=$ $\left\{s_{1}, s_{2}, s_{3}\right\}$ for all $t \in(10.443,15]$.


Fig. 7. The green solid line shows $\operatorname{Prob}^{Z(t)}\left(s_{1}\right.$, not infected $U^{[0,1]}$ infected, $\left.t^{\prime}, t\right)$. The time-dependent probability $\operatorname{Prob}^{Z(t)}\left(s_{1}, t t \quad U^{[0,0.5]}\right.$ infected, $\left.t^{\prime}, t\right) \quad$ is presented by the blue dotted line.

The next task is calculating the probability

$$
\operatorname{Prob}^{Z(t)}\left(s, \text { infected } U^{[0,15]} \Phi_{1}, t^{\prime}, t\right) .
$$

The reachability probability for the time-varying satisfaction set of $\Phi_{1}$ is calculated following the algorithm described above in this section. We first calculate all discontinuity points $T_{0}=0, T_{1}=10.443$ and $T_{2}=15$. An extra state $s^{*}$ is added and an indicator matrix $\zeta\left(T_{1}\right)$ is constructed: $\zeta\left(T_{1}\right)_{s^{*}, s^{*}}=1, \zeta\left(T_{1}\right)_{s_{1}, s_{2}}=0$ for all $s_{1} \neq s^{*}, s_{2} \neq s^{*}$. The transient probabilities on time intervals $[0,10.443)$ and (10.443, 15] are calculated using the forward Kolmogorov equation:

$$
\begin{gathered}
\Pi^{\prime}(0,10.443)=\left(\begin{array}{cccc}
0.53 & 0 & 0.47 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \\
\Pi^{\prime}(10.443,15-10.443)=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) .
\end{gathered}
$$

Equation (27) is used to calculate $\Upsilon(0,15)$ :

$$
\Upsilon(0,15)=\left(\begin{array}{llll}
0 & 0 & 0 & 0.47 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Equation (28) is used in order to calculate the reachability probability for each state $s \in S^{o}: \pi_{s_{1}, s^{*}}^{Z(t)\left[\operatorname{infected} \vee \Phi_{1}\right]}(0,15)=0.47 ; \pi_{s_{2}, s^{*}}^{Z(t)\left[\neg \operatorname{infected} \vee \Phi_{1}\right]}(0,15)=1$; $\pi_{s_{3}, s^{*}}^{Z(t)\left[\operatorname{infected} \vee \Phi_{1}\right]}(0,15)=1$. The probability $\operatorname{Prob}^{Z(t)}\left(s\right.$, infected $\left.U^{[0,15]} \Phi_{1}, t^{\prime}\right)$ is calculated according to Equation (24), and equals to 0,1 , and 1 for states $s_{1}, s_{2}$, and $s_{3}$ respectively. Therefore only states $s_{2}$ and $s_{3}$ satisfying the formula

$$
\mathcal{P}_{>0.9}\left(\text { infected } U^{[0,15]}\left(\mathcal{P}_{>0.8} \text { tt } U^{[0,0.5]} \text { infected }\right)\right)
$$

In this section we have illustrated how the properties of a single agent in a large communication network (system of interacting objects) can be checked. Next to the fluid model checking reader might be interested in the techniques for calculation fluid passage time, as discussed in [18]. In the following modelchecking the overall mean-field model is discussed.

### 5.6 On Model-Checking Overall Mean-Field Models. MF-CSL.

The properties of interest of the overall mean-field model differ from the properties which can be described by CSL. Therefore, in order to reason at the level of the overall model in terms of fractions of objects an extra layer "on top of CSL" that defines the logic MF-CSL was introduced in [25]. The latter is able to describe the behaviour of the overall system in terms of the behaviour of random local objects.

Definition 5. Syntax of MF-CSL. Let $p \in[0,1]$ be a real number, and $\bowtie \in$ $\{\leq,<,>, \geq\}$ a comparison operator. MF-CSL formulas $\Psi$ are defined as follows:

$$
\Psi::=t t|\neg \Psi| \Psi_{1} \wedge \Psi_{2}\left|\mathbb{E}_{\bowtie p}(\Phi)\right| \mathbb{E}_{\bowtie p}(\Phi) \mid \mathbb{E P}_{\bowtie p}(\phi)
$$

where $\Phi$ is a CSL state formula and $\phi$ is a CSL path formula.

In this definition three expectation operators were introduced: $\mathbb{E}_{\bowtie p}(\Phi), \mathbb{E}_{\bowtie p}(\Phi)$ and $\mathbb{E P}_{\bowtie p}(\phi)$, with the following interpretation:

- $\mathbb{E}_{\bowtie p}(\Phi)$ denotes whether the fraction of objects that are in a (local) state satisfying a general CSL state formula $\Phi$ fulfills $\bowtie p$;
- $\mathbb{E S}_{\bowtie p}(\Phi)$ denotes whether the fraction of objects that satisfy $\Phi$ in steady state, fulfills $\bowtie p$;
- $\mathbb{E P}_{\bowtie p}(\phi)$ denotes whether the probability of a random object to satisfy pathformula $\phi$ fulfills $\bowtie p$.

The formal definition of the MF-CSL semantics is as follows:
Definition 6. Semantics of MF-CSL. The satisfaction relation $\vDash$ for MFCSL formulas and states $\bar{x}=\left(x_{1}, x_{2}, \ldots, x_{K}\right)$ at time $t_{0}$ of the overall mean-field model is defined by:

$$
\begin{array}{ll}
\bar{x} \models t t & \forall \bar{x} \in X, \\
\bar{x} \models \neg \Psi & \text { iff } \bar{x} \not \models \Psi, \\
\bar{x} \models \Psi_{1} \wedge \Psi_{2} & \text { iff } \bar{x} \models \Psi_{1} \wedge \bar{x} \models \Psi_{2}, \\
\bar{x} \models \mathbb{E}_{\bowtie p}(\Phi) \quad \text { iff }\left(\sum_{j=1}^{K} x_{j} \cdot \operatorname{Ind}_{\left(s_{j}, t_{0} \models \Phi\right)}\right) \bowtie p, \\
\bar{x} \models \mathbb{E S}_{\bowtie p}(\Phi) \text { iff }\left(\sum_{j=1}^{K} x_{j} \cdot \pi^{Z(t)}\left(s_{j}, S a t\left(\Phi, t_{0}\right)\right)\right) \bowtie p, \\
\bar{x} \models \mathbb{E P}_{\bowtie p}(\phi) \text { iff }\left(\sum_{j=1}^{K} x_{j} \cdot \operatorname{Prob}^{Z(t)}\left(s_{j}, \phi, t_{0}\right)\right) \bowtie p,
\end{array}
$$

where $\operatorname{Sat}\left(\Phi, t_{0}\right)$ is a satisfaction set of the CSL formula $\Phi$ at $t_{0}, \pi^{Z(t)}\left(s, \operatorname{Sat}\left(\Phi, t_{0}\right)\right)$ is a steady-state probability, $\operatorname{Prob}^{Z(t)}\left(s, \phi, t_{0}\right)$ is defined as in Definition 4; and Ind ${ }_{\left(s_{j}, t_{0} \models \Phi\right)}$ is an indicator function, which shows whether a local state $s_{j} \in S$ satisfies formula $\Phi$ for a given overall state $\bar{x}$ at time $t_{0}$ :

$$
\operatorname{Ind}_{\left(s_{j}, t_{0} \models \Phi\right)}= \begin{cases}1, & \text { if } s_{j}, t_{0} \models \Phi, \\ 0, & \text { if } s_{j}, t_{0} \not \models \Phi .\end{cases}
$$

To check an MF-CSL formula at the global level (overall model), the local CSL formula has to be checked first, and the results are then used at the global level. The first step, namely CSL model-checking was explained in the previous sections, and for the algorithms for MF-CSL model-checking we refer to [25]. In the following we provide the example, which first shows the expressivity of the MF-CSL logic, and then provides the intuition behind the model-checking procedure.

Example 3. Let us consider the virus spread example to illustrate the expressive power of MF-CSL for mean-field models. In order to express the property that not more than $5 \%$ of the computers in the system are infected the following formula is used:

$$
\mathbb{E}_{\leq 0,05} \text { infected. }
$$

The property "The percentage of all computers, which happen to have a probability lower than $10 \%$ of going from not infected to active infected state within 3 hours, is greater than $40 \%$ " is expressed as

$$
\mathbb{E}_{>0,4}\left(\mathcal{P}_{<0.1}\left(\text { not infected } U^{[0,3]} \text { active }\right)\right) .
$$

If one wants to ensure that the probability of a computer to be infected within two hours from now is less than $50 \%$, the following property has to hold:

$$
\mathbb{E P}_{<0.5}\left(\operatorname{tt} U^{[0,2]} \text { infected }\right) .
$$

Note that in the formula above the current state of the individual is not taken into account. If the percentage of not infected computers which will become
infected within next two hours is of interest the formula has to be changed accordingly:

$$
\Psi=\mathbb{E P}_{<0.5}\left(\text { not infected } U^{[0,2]} \text { infected }\right)
$$

If in a long run the system has to have a low probability (less then $2 \%$ ) for a random computer to be infected the formula:

$$
\mathbb{E} \mathbb{S}_{<0.02} \text { infected, }
$$

has to hold.
Let us consider the following MF-CSL formula:

$$
\Psi=\mathbb{E P}_{<0.3}\left(\text { not infected } U^{[0,1]} \text { infected }\right)
$$

To check this formula against the occupancy vector $\bar{x}(0)=(0.8,0.15,0.05)$ we first have to check the CSL formula $\phi=$ (not infected $U^{[0,1]}$ infected), then we have to find the expected probability for the whole formula $\Psi$ to hold according to the semantics of the MF-CSL, and, finally, compare it with the treashhold $p=0.3$.

The probabilities $\operatorname{Prob}^{Z(t)}\left(s\right.$, not infected $U^{[0,1]}$ infected, 0$)$ that the underlying CSL formula holds for initial condition $\bar{x}(0)=(0.8,0.15,0.05)$ was found earlier in Section 5.5. It equals to $0.09,0$, and 0 for states $s_{1}, s_{2}$, and $s_{3}$, respectively.

According to Definition 6. the weighted sum of the entries of the occupancy vector $\bar{x}(0)$ and the respective probabilities in the local model define the expected probability $\mathbb{E P}(\phi)$ :
$\sum_{j=1}^{K} x_{j} \cdot \operatorname{Prob}^{Z(t)}\left(s_{j}, \phi, 0\right)=0.8 \cdot 0.09+0.15 \cdot 0+0.05 \cdot 0=0.072<0.3$.
As one can see, the occupancy vector $\bar{x}(0)=(0.8,0.15,0.05)$ satisfies the MFCSL formula $\mathbb{E P P}_{<0.3}$ (not infected $U^{[0,1]}$ infected).

In this section we provided the insides for both fluid model-checking and MFCSL model-checking on the overall model. We showed how these two approaches are related and what kind of properties can be expressed and checked using both CSL and MF-CSL logics.

## 6 Conclusions

This paper illustrates several aspects of applying mean-field approximations for efficient analysis of large scale stochastic models. The purpose is to provide a self-contained, example-guided and accessible tutorial for researches that are interested in the area of mean-field.

The main idea of mean-field is to provide an approximation for a large number of interacting similar objects. In contrast to existing tutorials [9] this presentation starts from the single agent model and than abstracts to a large number of these objects using the mean-field, in addition, the single agent model within the whole population an inhomogeneous CTMC.

This paper features two case study, one on the analysis of Botnets, where indeed the distribution of objects is assumed to be uniform, and one on the analysis of gossip to show how the location of objects can be taken into account using spatial mean-field models.

The performance measures that are traditionally derived from such model are mainly steady-state and transient state distributions. However, exploiting the difference between the local object and the overall mean-field model allows to apply model checking techniques to derive more complex measures of interest. Section 5 repeats the main idea of fluid model checking, that can be used to check the single agent model and hints at a new logic, called MF-CSL that can be used to specify properties on the overall model. Note that we do not focus on all the details of these techniques, but aim to show how they can be used to analyse different aspects of the system.

Mean-field approximation cannot be considered as a ready solution to the state-space explosion problem. Indeed, it is an approximation technique that must be applied carefully [33] and it provides a satisfactory first approximation of a system dynamics which requires, then, to be studied in further details to obtain a more precise analysis, as discussed in Section [1. To support the user in the correct application of these techniques, there are frameworks that allow for systematic application of mean-field techniques 9|21|36.

While the use of mean-field models in computer science already started in 1980 [28], still several open problems remain. For example, mean-field results are only reliable if the population is large enough, however it is still unclear whether and if so how this can be judged from the model at hand. Another interesting research topic would be to analyse the mean-field of models that include non-determinism.
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[^1]:    ${ }^{1}$ In [12], only three short-cut predicates were used, we generalized the formula to $N$ species.

[^2]:    ${ }^{2}$ The original formula in [11 uses the $W$ operator which behaves like the $U$ operator but is also satisfied if the first sub-formula holds forever.
    ${ }^{3}$ Again, the original formula used the $W$ operator instead of the $U$ operator.

[^3]:    ${ }^{4}$ With $f\left(x_{2}\right)=x_{2}^{2}$. These reactions are similar to the reactions of the Brusselator 99, and the model in 94 .

[^4]:    ${ }^{1}$ This theorem corrects a small flaw in the theorem for IMCs in 27.

[^5]:    2 http://depend.cs.uni-sb.de/tools/ctmdp/

[^6]:    * Supported by ANPCyT project PICT-2012-1823, SeCyT-UNC projects 05/B284 and 05/B497 and program 05/BP02, and EU 7FP grant agreement 295261 (MEALS).

[^7]:    ${ }^{1}$ The application $S \mapsto \Delta(S)$ gives rise to an endofunctor $\Delta$ of the category of measurable spaces and measurable maps. The base space of $\Delta(S, \Sigma)$ is $\Delta(S)$. By an innocuous abuse of notation, we call $\Delta(\Sigma)$ the $\sigma$-algebra of this measurable space; hence $\Delta(S, \Sigma)=(\Delta(S), \Delta(\Sigma)$ ).

[^8]:    ${ }^{2}$ A topological space is Polish if it is separable and completely metrizable. Examples of Polish spaces are the Euclidean spaces $\mathbb{R}^{n}$ and all countable discrete spaces. Polish spaces are closed under countable product, and hence $A^{\mathbb{N}}$ (with $A$ a countable discrete space) is Polish. Finally, an analytic space is the continuous image of a Polish space.

[^9]:    ${ }^{3}$ In our original works [17 48], we called the state and hit bisimulations, "traditional" and
    "state" respectively. We are changing the names here as we find them more appropriate.

[^10]:    ${ }^{4}$ The family $C \subseteq \Sigma$ is stable for an NLMP $(S, \Sigma, T)$ if for all $a \in L$ and $\xi \in \Delta(C), T_{a}^{-1}\left(H_{\xi}\right) \in C$. This notion of stability was further generalized by Doberkat [25] to the concept of congruence for stochastic systems.

[^11]:    ${ }^{1}$ Note that in Definition 2.5 we restricted the existence of the infinite-horizon total value function to an absolute convergence of the finite-horizon total value function $\Delta_{N}$. By Proposition [2.1) this is equivalent to the fact that the rewards are zero on recurrent states. For the average-corrected model this restriction is in general not satisfied. The reward function $R-g$ can take both positive and negative values on recurrent states which are balanced out by the average reward $g$ such that $\Delta_{N}$ is converging (at least as a Cesàro limit).

[^12]:    ${ }^{1}$ In the considered example the propagation bots are "smart" enough to spread infection via not infected computers only.

