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Preface

This book is about user interfaces to applications that can be considered as
‘‘playful.’’ The interfaces to such applications should be ‘‘playful’’ as well. The
application should be fun, and interacting with such an application should, of
course, be fun as well. Maybe more. Why not expect that the interface is
persuasive, engaging, challenging, and aims at helping to provide the user with
fun, trying to keep the user motivated, not frustrated or bored, or, in terms of ‘‘flow
theory,’’ in a state where there is a balance between skills and challenges?
Obviously, we can introduce playful interfaces to boring tasks and tasks that
require efficiency in the first place. Also such tasks can profit from interfaces that
introduce playful elements, for example, performance statistics and competition
elements, or personalized and motivating conversational agents. But of course, we
can expect that most useful applications of ‘‘playful interfaces’’ appear where users
have to interact with computers, sensor-equipped environments, social robots,
wearables, and mobile devices that are embedded in smart environments that
support our general daily-life activities and that are not directly aimed at
efficiency. Gamification of society aims at introducing playful elements in our
digitally supported daily activities, whether it is about home activities, work
activities, public space activities, or recreational activities. Playful interfaces, that
is, interfaces that allow playful interactions with such activities, are then required.

Playful interfaces are designed to invite playful, social, and physical interaction.
Users should feel challenged and persuaded to engage in the interaction with the
particular application and the interaction should be fun. This does not necessarily
mean that the application has been designed for providing fun only. Nothing
wrong with that, but playful interfaces can also be interfaces to educational
material introducing physics, mathematics, and informatics to a student. Or they
can be interfaces to simulation environments that are meant to train professionals
in decision-making situations or performing tasks in riskful situations. In addition
to training and educational applications there can be aims such as playfully
supporting rehabilitation activities or activities aimed at improving physical and
mental health. Artists interested in digital art and entertainments have intro-
duced—and will continue to do so—art installations with sensors and actuators
that invoke playful user participation to experience their art.
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Advances in interaction technology have allowed us to talk about ubiquitous
and pervasive computing. That is, sensors and actuators embedded in environ-
ments, (mobile) objects, and wearables, have made it possible to extend the view
of human–computer interaction where the user is attached to mouse, keyboard, and
monitor with a graphical user interface to a reactive and proactive environment
that surrounds a user and where the computing power is not necessarily addressed
in an explicit way by the inhabitants of the environments. Such smart environ-
ments allow the sensing of their inhabitants, including the interpretation of their
verbal and nonverbal behavior, their bodily behavior, and their physical activities
in this sensor-equipped environment. And, of course, they allow the sensing of
how inhabitants of these environments interact with each other. Examples of
sensors are cameras, microphones, position and proximity sensors, acceleration
meters, augmented reality glasses, augmented, and immersive virtual reality
headsets, and physiological body sensors, including brain–computer interfaces for
monitoring and stimulating brain activity. Smartness embedded in the environment
makes it possible to offer playful interaction possibilities to inhabitants of these
environments.

These developments allow users to interact with objects and devices that are
part of their natural physical environment. Information presentation, information
exchange, and information manipulation can be done in a context where the
environment knows about the user and its preferences, and its moods and
emotions. Digital multimedia can be employed to augment physical reality and
what we see, hear, feel, and smell can be manipulated by artificially evoked events.
These events can take place in physical, augmented, and virtual reality environ-
ments where users can interact with tangible or virtual objects, including social
robots in a home environment, embodied agents in conversational environments,
or avatars and semi-autonomous actors in video game environments. Clearly, these
developments allow a transition from video game environments to game and
entertainment applications that are part of a digitally augmented physical world.
That is, videogames enter the real world.

In the chapters of this book we discuss playful interfaces. We discuss new
interaction technologies and applications that require these new and playful
interaction technologies. We survey the present state-of-the-art research and future
developments in the area of playful user interfaces. Many chapters in this book
discuss designs and applications of playful interfaces that will only become
available in commercial applications 5 years or later from now. In this book, we
see the introduction of many prototypes of potentially interesting human–computer
interfaces and their connection with their applications. Persuasive, social, and
tangible interfaces are among the topics discussed in the chapters of this book.

In the first chapter (‘‘Playful Interfaces: Introduction and History’’) of this book,
there is a short introduction to the history and the state-of-the-art research in
playful interfaces. Introduction and survey are short. After that there are five parts
with chapters that introduce state-of-the-art-research on Playful Interfaces.

vi Preface

http://dx.doi.org/10.1007/978-981-4560-96-2_1


These five parts are (1) Public and Mobile Entertainment, (2) Indoor and Outdoor
Playgrounds, (3) Games for Change, Personalization, and Teaching, (4) Health and
Sports, and (5) Learning by Creating. The chapters in these parts provide a
state-of-the-art survey of the current research on playful interfaces and provide a
look into the future of playful interfaces.

Anton Nijholt
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Playful Interfaces: Introduction
and History

Anton Nijholt

Abstract In this short survey, we have some historical notes about human–computer
interface development with an emphasis on interface technology that has allowed us
to design playful interactions with applications. The applications do not necessarily
have to be entertainment applications. We can have playful interfaces to applications
that have educational goals or that aim at behavior change, whether it is about change
of attitude or opinion, social behavior change, or physical behavior. For the developer
and the designer of these applications and their interfaces, there is no need any more to
assume that, in addition to focusing on the application, the user has to pay attention to
manipulating a mouse, using the keyboard and monitoring the screen. Smart sensors
and actuators embedded in a user’s physical environment, objects, wearables, and
mobile devices can monitor a user, detect preferences and emotions and can re-
actively and proactively adapt the environment and the behavior of its actuators to
demands of the user or changing conditions. In this way, interface technology can be
employed in such a way that the emphasis is not on offering means to get tasks done in
the most efficient way, but on presenting playful interaction opportunities to appli-
cations that provide fun, excitement, challenges, and entertainment. Clearly, many
applications that have more serious goals than ‘‘just’’ providing fun can profit from
this interface technology as well. In this introductory chapter, we shortly survey the
chapters in this book that show the many applications of these playful interfaces.

Keywords Playfulinterfaces�Human–computerinteraction�Pervasivecomputing�
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1 Introduction

This introductory chapter to ‘‘Playful User Interfaces: Interfaces that Invite Social
and Physical Interaction’’ is meant to introduce and discuss user interfaces to
applications that have been designed to invite users to engage into playful inter-
actions. Obviously, the applications should allow playful interaction. Moreover,
the interfaces we want to look at should also allow playful social and physical
interaction. The interfaces are ‘‘playful,’’ that is, users feel challenged or are
otherwise persuaded to engage in social and physical interaction because they
expect it to be fun. However, both from the point of view of the users and that of
the designers, there can be more than fun that has inspired the design of the
application and characteristics of the user interface or that are meant to motivate
the user. Users do not necessarily be aware of that. A video game can be fun to
play, but maybe it has also been designed to teach mathematics or history, have the
user learn about art, or the game was aimed at enhancing cognitive or social
capabilities, or at changing an unhealthy life style. Recreational activities can now
be digitally supported and enhanced. Solving puzzles, reading books, playing
chess, maintaining collections, providing information to social media and con-
suming information from social media, picture and video processing and collecting
and retrieving sports events and results are some examples that come into mind.

Whether it is just about providing, supporting, and enhancing fun activities or
whether there are additional educational or change of behavior, attitude, and
opinion motives involved, designers can now also use physical, sensor-equipped
environments, to design such games and entertainment applications where the user
is not condemned to sit on a chair, using keyboard and manipulating mouse or
joystick and following actions on a monitor. That is, games, entertainment, and
educational applications can be designed where the user, or maybe several users,
can be physically engaged in an application, and where, when there are more users,
whether they are co-located or distributed, users can compete and collaborate or
inform others about their whereabouts and activities. Competition and collabora-
tion can take place in home and office environments, ‘‘arcade-like’’ public spaces,
or public spaces in general, for example in the case of urban games. Sensors and
actuators in wearables and mobile computing devices will add to the possibility to
design a playful interface to the physical world and its inhabitants. These added
possibilities to have playful interfaces will extend application areas and approa-
ches to application areas, such as passive and active recreation, education,
behavior change, training, and sports.

2 Exploring Playful Applications: Early History

The assumption that only in recent years or in the last decade ideas about playful
applications of computers and computer supported environments emerged is very
wrong. Already in the early years of computer science (1950 and 1960s),
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applications were predicted, and sometimes even designed and implemented that
focused on non-scientific, non-administrative and non-industrial use of computers.
Alan Turing, Norbert Wiener and later many Artificial Intelligence (AI)
researchers considered such applications. However, at that time the focus was
mainly on the application, not on how users, that is, the general audience, could
interface in a convenient or attractive way interface with the application. Under-
standable of course, the users were computer scientists and intellectual challenges
such as can we make the computer play chess were more important than having a
‘‘user-friendly’’ interface to a chess playing program. And, of course, the general
public did not have access to computers. Computers became available for scien-
tific, administrative, and industrial (process control) applications, computer time
was expensive and only professionals were able to feed the computers with pro-
grams that were executed in ‘‘batch processing,’’ without interactivity between
computer and professional user. That is, hand over the program and see how it has
been processed by the computer the next day. Most probably there was an error
message. Having a computer more efficiently running a program was worth the
extra human effort. Soon there were attempts to provide users with a language that
could be interpreted by the computer and that helped them to control how their
programs had to be executed without human intervention.

New applications and more and other groups of users required more direct access
to available commercial computer power. It required also more interactivity to
control processing of collections of interacting programs and to provide user data.
Interactivity in the late 1960s and early 1970s meant having access to a Tele-
typewriter (TTY) that allowed interactively changing commands in your program,
resubmit your program, and evaluate results (and error messages) in real-time.
Communicating with computers in real-time and from a distance, rather than
offering a pack of punch cards to a receptionist of a computer center, became
common practice. Having a ‘‘dialogue’’ with the computer about tasks that had to be
processed became a point of view when using computers. Two additional points of
view, not really in the main stream of computer science and its applications, came
from Artificial Intelligence (AI) research and from artists that explored computer
applications from an artistic viewpoint. These views are explained below.

• AI Research: AI researchers explored whether and how computers could per-
form tasks that required intelligence, that is, when performed by a human being.
Early AI research in natural language processing looked at machine translation
systems, question-answering systems and database retrieval interfaces. Perfor-
mance, not efficiency was the issue. And although useful applications could be
foreseen, the applications did not necessarily address societal, business or
industrial problems. But of course, the political situation in the 1950 and 1960s
did steer some of the interests. Eliza, a conversational program developed by
Joseph Weizenbaum in the 1960s, allowed users to chat, using natural language,
about any topic (Weizenbaum 1966). Although performed in a rather primitive
way, this research can be considered as a first attempt to understand the user and
to offer feedback based on that understanding. Moreover, the application did not
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in any way ask for efficiency in the interaction. Users took their time (more than
the system) to think about the questions posed by the system and to formulate
their answers. In the same period there were other attempts to design natural
language interfaces to applications that were meant to amuse the user or to
provide information about a user’s sports and entertainment interests rather than
about his or her computer-supported professional needs for handling
information.

• Artistic Research: Artistic applications, starting with drawings of pin-ups
(ASCII art) using pen-and-ink plotters and matrix printers, were added to the
domain of applications. Other input and output modalities than text were
investigated in the interaction between humans and computers. Camera’s that
provided information about the user’s presence, movements and activities, and
allowing the computer to manipulate this information before giving feedback,
were certainly among the main tools used by many interactive art artists. That is,
the user or the audience played an active role in the creation of interactive
drawings, paintings or music. Less-known than these applications are the artistic
efforts of composers, musicians, brain researchers and computer scientists to use
brain activity as input to artistic computer applications. Although in the early
years computer science did not yet offer advanced (digital) signal processing,
machine learning methods, or even the possibility to store data for future
analysis, there nevertheless was much artistic activity to use brain signals in
order to create and modify visual, auditory and audiovisual landscapes.

AI research, interest of artists, and interest of computer scientists that came with
ideas to use the computer for recreational purposes and to support their own daily
activities (including their recreational activities) with this new technology helped
to draw attention from the general audience (starting with amateur engineers and
computer hobbyists) to the use of computers for tasks that were in the interest of a
particular user in his or her home and interest environment rather than in his or her
task-oriented office or industrial environment. However, many investigations and
developments in computer science research labs and institutes remained unknown
for the general audience until their results became part of a wide-scale employ-
ment in the context of the advent of the personal computer. Long before the
introduction of the personal computer we see research institutions experimenting
with graphical user interfaces (GUIs), with devices (indeed, the mouse) to interact
with such interfaces, and with devices that allow users to use input devices for the
computer to compose drawings and sketches, that is, presenting the computer with
non-textual and non-command-like information that has to be processed and
transformed. Workstations with GUIs appeared in the early 1970s at Xerox’s Palo
Alto Research Center, commercial workstations with GUIs followed and Apple
introduced the GUI in the personal computer in the 1980s. In the same period, that
is, before the introduction of the personal computers, we see the introduction of
virtual reality environments and devices (head-mounted displays) that provide
access to these environments, including the possibility that the environment adapts
to the user’s view.
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3 Arcade Systems, Home Consoles, and Personal
Computers

When the first personal computers were introduced in the 1970s by computer
hobbyists, it was often the case that the abilities of these hobby and ‘‘garage’’
computers were shown with simple games or other properties that showed how
simple software could perform on this simple hardware. But already in these and
later years we see that small commercial companies developed playful applica-
tions. An interesting view on the development of the early personal computers can
be found in (Markoff 2005). Companies developed software and hardware, for
hobby and personal computers that was meant to attract users, other than hobbyists
and (very) early ‘‘professional’’ personal computer users, to buy and use software
and special-purpose hardware that allowed them to play games. An independent
development was the advent of text-based adventure games, often made in the
spare time of computer science researchers and distributed through the ARPAnet
(early 1980s). Multiuser games (for example, MUD: Multi-User Dungeon), first
available on local computer networks of universities and research institutes,
became also accessible for external users through the ARPAnet.

First home console and entertainment systems (Atari, Nintendo) appeared at the
end of the 1970s and early 1980s (Wolf 2008). At the same time small companies
took the initiative to develop playful applications, applications that allowed users
to consider his or her ‘‘hobby computer’’ as a device that was there to have fun
with. Examples could also be drawn from arcade video and electro-mechanical
games. The interfaces to arcade games such as Pac-Man and Space Invaders were
extremely playful, persuasive, sometimes humoristic, providing sounds, anima-
tions, and force feedback and doing this in such a way that not only the gamer, but
also his or her friends and possibly other audience could become engaged in this
social activity (Smith 2006). Human–computer interaction researchers took notice
of this development (Malone 1982). Simple keyboard and mouse controlled
graphical user interfaces appeared. But other devices, allowing speech or pen input
were developed as well.

Interestingly, during the 1980s we see the development of software and hard-
ware for game computers that allow the design of games and input modalities that
make use information obtained from measuring physical movements or changes in
physiological information from the user. Arcade games moved to the personal
computer, even when the graphics, the sounds, and the animations were not or
hardly comparable with what could be experienced in arcade environments. In the
1980s and early 1990s of the previous century we can see applications that were
designed from the point of view from bodily interaction (gestures, movements)
and a point of view that involved physiological information to control an appli-
cation or, but certainly less obvious at that time, adapt an application to a par-
ticular user. This burst of creativity and interest in bodily interaction did not
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remain. Many of the ideas disappeared until they reappeared some decades later in
the twenty first century when cheap sensor technology to measure physical and
physiological user information became available.

4 From ARPAnet to the Worldwide Web

Already in the 1960s it became possible to offer programs to a mainframe com-
puter for execution or communicate with a distant computer using telephone lines.
ARPAnet made it possible to make the transition from distributed input devices
connected to mainframe computers to the possibility to access a network of
worldwide connected computers. Messages between computer users could be
exchanged and documents and programs could be transferred from one user to the
other. Internet, as it existed since its early exploitation in the late sixties and early
seventies, remained the domain of scientists at research institutes and universities
for some decades. Internet facilities such as file transfer, electronic mail and, later,
news and discussion groups only slowly entered the world of personal computer
users during the 1990s of the previous century.

Standards to format documents for standardized exchange, editing and retrieval
using distributed databases and computers connected together through the Internet
were also first developed in a scientific environment and for scientific purposes.
Tim Berners-Lee at the CERN laboratory in Geneva developed the technologies
that made World Wide Web possible between 1989 and 1991 (Berners-Lee and
Fischetti 1999). This technology was made publicly available some years later and
made attractive for a broader audience with graphical browsers. They allowed
ubiquitous use and commercialization through an increase in start-up companies in
the late nineties and early 2000s. Web research and new web technologies that
included the use of audio, pictures, video and animations made it possible to have
entertaining and playful web applications. Users extended their presence on the
Internet from a linear address to personal webpages and by becoming present in
social media displaying personal information, preferences, opinions, and daily
activities.

5 Ambient, Ubiquitous, and Pervasive

During the early years of computing, in parallel with the more mainstream
developments that focused on improving efficiency of hardware, software, and
interface technology in general, there were experiments in research laboratories that
aimed at introducing special purpose hardware, software and interaction technol-
ogies. We already mentioned AI applications, mainly software-oriented (with the
exception of special symbol processing machines) and game hardware, software
and interaction devices, allowing players to have more natural interaction, based on
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the game-activity provided by the application, than made possible by keyboard,
mouse, windows and menus. Distributed collaboration issues had already gotten
early attention (Hiltz and Turoff 1978), just as virtual and augmented reality, and
haptic applications with new interaction possibilities (data gloves, headsets, haptic
devices). A well know example from the early haptics history is the Tactile Vision
Substitution System (TVSS) (Bach-y-Rita et al. 1969). Images of a television
camera were converted in vibrations with different frequencies of 400 pens that
were put in the back of a chair. A person, for example a blind person, could then
experience (or ‘‘see’’) the image while sitting in this chair.

In the early 1990s, Mark Weiser introduced his vision of ubiquitous computing
(Weiser 1991). Weiser based his views on three forms of ubiquitous devices that
became available in research laboratories: tabs (wearable centimetre sized devi-
ces), pads (hand-held decimetre-sized devices), and boards (metre sized interactive
display devices). In the years that followed interconnectivity and the use of
Internet became more visible. This led to similar concepts, sometimes emphasizing
the role of the environment (ambient intelligence), the use of small sensors
(pervasive computing) or the interconnectivity of devices (Internet of Things).
Presently it is difficult to distinguish these ‘‘different’’ views.

Although there was quite some of interest in the ubiquitous computing view and
similar views but with different names, most research efforts related to Human–
Computer Interaction, went to Internet, the World Wide Web, Multimedia,
Computer-Supported Collaborative Work, and Information Retrieval. There were
certainly great, useful, and successful attempts to lay the foundations of the field
by developing methods and methodology for interaction design, for requirements
engineering, for usability research, user experience design (Hassenzahl and
Tractinsky 2006), and persuasive technologies (Fogg 2003). The foundations were
also laid for interaction research based on virtual and augmented reality and,
starting with speech, natural language, and pointing gestures, multimodal inter-
action research. Again, as always, once there is a clearly visible new development,
it is always possible to trace it back to some ideas that were introduced some
decades before. Successful development of new interaction technology very much
depends on the possibility to have it integrated with existing technology and to
being able to develop an infrastructure that helps to make this technology
attractive and affordable. The latter obviously depends on mass production or
massive use of a new technology.

6 Tangibles, Smart Materials, and Wearables

In Weiser’s view the tabs, pads and boards were assumed to be wirelessly con-
nected; devices such as tabs (and pads) can move around and proximity can be
detected. But there is still lot of attention for large, medium, and small-sized
displays on these devices to present information. A more rigorous break with the
tradition of graphical user interfaces appeared in the work of Hiroshi Ishii in the
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MIT Media Lab (Ishii and Ulmer 1997). The emphasis in this work is on physical
objects that have sensors and actuators and that invite physical interaction with
digital content represented by the object. This view does not exclude intercon-
nectivity between objects as we discussed in the previous section. Neither does it
exclude the ambient intelligence view where it may be the case that although the
user focuses on the interaction with a physical object, ambient media are there at
the periphery of human perception to shift a user’s attention. But certainly, in this
view the focus is on objects in the physical world that can be grasped and spatially
manipulated. These Tangible User Interfaces (TUIs) can be seen as a way to
implement Weiser’s view of computers that disappear in the environment by
coupling digital information and information processing capability to everyday
physical objects. This view was illustrated with a physical implementation of a
GUI that included the possibility to move physical objects (phicons) on a desk
surface to control the computation.

Commercial interactive surfaces (tabletops, multitouch tables) became avail-
able in later years and found their use in collaborative work and entertainment
applications. Tangible tabletops allow the movement and manipulation of tangible
objects on their surface and therefore also the manipulation of digital content as it
is projected on the surface. But many other tangible user interfaces appeared.
A tangible tabletop is about objects that can be moved and manipulated on a fixed
surface with a graphical and touch interface and a perceptual coupling between
these physical objects and the dynamic representation of content on the surface.
But, to mention another extreme, tangible user interfaces can also be about
interconnected physical objects with sensors and actuators that can be thrown from
one player to another player, keeping track of speed, position, and individual or
team player activity. Players can be informed of the play or interaction knowledge
collected, integrated and interpreted by the tangibles. Players can change their
behavior based on such information, the play, as it is implemented in the tangibles
and the environment where the play takes place, can adapt its parameters to the
players and the progress of the play. Again, we see a close, synchronous and real-
time coupling of real-world activity involving physical objects and a digital model
of a play and players’ activities. Educational and entertainment applications
appeared and domestic applications have been investigated. In the next section,
rather than exploiting a user’s or player’s activity from the point of view of
interacting with tangibles, we will look at measuring human activity, behavior and
bodily expressions with multiple sensors embedded in the environment, including
sensors embedded in physical objects, to better understand the actions and
intentions of a user (the human computing view).

In a next edition of the view on tangible user interfaces it was observed, for
example in (Ishii et al. 2012), that the tangibles, that is, the objects that invite
physical interaction and their physical manipulation represents manipulation of
digital content, despite actuators that provide sound and light effects or informa-
tion on an embedded display, do not really change their (natural) physical
appearance. Is it possible to have tangibles that dynamically change their
appearance and behavior in sync with changes in digital content? We can, for
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example, think of objects that have motors and gears and investigate them in order
to make a transition from, as mentioned in (Ishii et al. 2012), the transition from
static/passive to kinetic/active tangibles. This view assumes a bidirectional cou-
pling between dynamically controllable deformable and reconfigurable physical
objects or physical material and an underlying computational model. In particular
nanoscience research on material property changes has made it possible to intro-
duce smart material interfaces that change their appearance because of changes in
underlying digital content based on changes induced by interacting users (Vyas
et al. 2012).

Other views on tangible user interfaces take into account ‘‘wearables.’’ That is,
devices that are integrated in our clothes, or, dependent on the definition of
wearables, devices that we wear on our body, and in our pockets (Mann 2013).
These devices know about our activities, and they can also inform others about our
activities. A similar observation can be made about devices that measure physi-
ological information, including information about brain activity. Such kind of
information provides knowledge about the emotional and cognitive state of a user
and how he or she wants to provide input to the system. That is, if there is
involuntary input, based on monitoring a user’s mental state or a user’s reaction on
externally evoked feedback, or voluntary provided input, such as motor imaginary
input.

7 The Human Computing View

Weiser’s view did not include, at least not explicitly, the measurement and
interpretation of human behavior and human activity. Neither does the work of
Ishii. Obviously, humans are part of the physical worlds that are accommodated
with embedded sensors, actuators and intelligence. There are traditional displays,
but also tangibles and smart material interfaces as explained in the previous sec-
tion. In these digitally supported physical worlds, new interaction modalities or
new integrations of interaction modalities have to be investigated. This can be
done from the point of view of the characteristics of a particular device or tangible
that allows other than remote control input devices such as mouse and keyboard,
but it can also be done from the point of view of being able to sense human
activity, human behavior, human (body) movements, and to sense (neuro-)
physiological information when performing tasks or otherwise being active in such
an environment.

Although it is not impossible to detect some aspects of a user’s mental state
from his or her mouse and keyboard use, in particular when the mouse has some
physiological sensors, more information related to natural human activity,
behavior, and movements need to be extracted and interpreted in order to provide
satisfactory reactive and pro-active support by an environment. For specific
applications, including games that require bodily activity, other interaction devices
are of course available. Haptic devices, devices that capture movements, eye
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trackers and other, now sometimes considered to be exotic interaction devices such
as thread mills to experience virtual reality, were already introduced decades ago,
but usually in a context of a human-device interaction (one human, one device, one
particular application). These devices capture one particular natural human
physical activity and transform it into the control of an application. Cameras to
capture human behavior did not yet connect to computers to analyze this behavior.
Applications based on measurement and analysis of human vocal sounds (speech
processing) got more attention.

In contrast, intelligence embedded in environments and in physical and virtual
objects is meant to allow interaction with users in pro-active and reactive ways and
therefore requires more knowledge about their users and their activities. With the
exception of the just mentioned input devices, in the past, knowledge about the
user had to be collected from keystrokes and mouse movements and the tasks and
contents that were accessed. Current sensor technology and the embedding of
intelligence in environments, physical objects and clothes and devices on our body
allows other and more comprehensive ways of knowing about the user, including
his or her preferences, abilities, and emotions. There are many ways to have
sensors track human behavior and have this information integrated in order to
allow such information to be used in a playful way. Gestures, body poses, body
movements, and moving around in an environment or in front of an application can
be thought of as explicit commands, or as ways to provide information (produced
voluntarily or involuntarily) to the environment and its objects, just as we do in
interaction with our human partners. Clearly, microphones and cameras are among
the sensors that are embedded in environments and objects and that can measure
such behavior. Eye movements and facial expressions provide information about
interest or boredom or about focus of attention. And, obviously, when interacting
with a social robot or virtual (embodied) agent, our verbal and nonverbal behavior
should have meaning to them in order to make interaction more natural. In addition
there are applications where an environment or its objects is required to know
about and understand the interaction between its human inhabitants. Human
computing (Pantic et al. 2008) and social signal processing (Vinciarelli et al. 2009)
are research areas that have emerged to serve such applications. Computer-sup-
ported play, games and sports in the physical world with two or more players can
be designed in which such information is exploited, whether it is for making
interactions more natural or for making interactions more challenging, and whe-
ther it is for competition or for cooperation (Nijholt et al. 2012).

Physiological sensors, including sensors that measure brain activity, can com-
plement the information generated from other sensors, or, depending on the
application, be used separately to feed an application with information about the
physical or mental state of a user. It can be used to inform the user about this
physiological state, asking or persuading him or her to change current activities or
long-term behavior, for example for health or fitness reasons. Based on physio-
logical information from the user an application can also adapt to the user, asking
for more or less effort, asking for other input modalities, or providing different
feedback. In particular games that require physical effort can profit from such
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information, but also videogames can use it to adapt the level of the game to
measured frustration, interest or boredom. There are also playful applications
where the user is asked to manipulate aspects of his (neuro-) physiological state.
This is in particular true for brain-computer interfacing, where human—computer
interaction researchers are now experimenting with interfaces that expect, maybe
in addition with other modalities, brain activity input that is evoked by external
stimuli or by voluntary mental activity that is transformed to a command to a
computer or other device in the environment (Nijholt et al. 2008).

8 Design Your Own Playful Interfaces for Your
Entertainment

Logo (Papert 1980) was a child-friendly programming language that was based on
Piaget’s constructivist educational philosophy. It allowed children to construct their
knowledge through experience. ‘‘Turtle graphics,’’ that is, simple animations could
be programmed by children. There were also possibilities to ‘‘program’’ physical
objects. Logo programming environments for teaching purposes were developed,
including programming the control of sensors, motors, and lights in physical objects
(‘‘Programmable Bricks,’’ later called LEGO Mindstorms). Teaching and learning
was also the objective of the Alice environment developed by Randy Pausch and
colleagues. ‘‘Drag and drop’’ enabled students to create programs and get familiar
with programming constructs (Cooper et al. 2000). Programming environments for
children and students have been further developed into environments that allow
designing, in a playful way, interactive stories, animations, music and art appli-
cations. Environments can provide examples that can be ‘‘remixed’’ to introduce
other characters, animations and storylines. An example of such a visual pro-
gramming environment is Scratch (http://scratch.mit.edu/).

We already mentioned the programming of physical objects. Nowadays,
commercially available micro-controller boards such as Arduino allow the reading
of sensors, the control of motors and the behavior of actuators. Microcontrollers,
sensors (location, proximity, and movement) and actuators (changes of appear-
ance, location, or movement) are becoming affordable and can be used to design
playful tangibles, including the control of natural objects in an educational or
home environment. Simple tools such as Makey MaKey make it possible to
construct tangible interfaces. Hence, in addition to creating possibilities for con-
structivist learning for educational purposes, interactive entertainment can be
constructed using commercial off the shelf technology (cheap sensors, Kinect,
Arduino, Makey Makey, etc.). And, creating entertainment and playful interfaces,
especially when done with others, can be as much fun or even more than playing a
commercial videogame.
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9 More About This Book

This first chapter with background information about playful interfaces is followed
by five sections. The first section is devoted to Public and Mobile Entertainment.
The chapters in this section provide a view on playful interaction in various situ-
ations using different technologies. The chapters discuss interaction with large
displays in public environments, using playful whole body and location-based
interaction detected with cameras (Chap. 2) and mobile phones (Chap. 3), and
interaction with small displays on mobile devices (mobile phones, smart phones,
tablets) that allow the user to play ubiquitous games, wherever the user is (Chap. 4).

• In Chap. 2, ‘‘Public Systems Supporting Non-instrumented Body-based Inter-
action’’ by Dimitris Grammenos and colleagues, three technologies for body
tracking are demonstrated in three public systems for culture and marketing.
These camera-based technologies are location-tracking, body-shape tracking
and skeleton tracking. The applications use wall-projected 2D and 3D game and
virtual worlds and all three allow multiple users. They concern information
presentation in an exhibition room, an ‘‘advergame,’’ and a public system to
explore timelines using hand and leg gestures. Design considerations and user
evaluations are discussed.

• In Chap. 3, with the splendidly fitting title ‘‘Playing with the Environment’’ by
Pedro Centieiro and colleagues a persuasive location-based multiplayer game is
introduced that aims at inducing or increasing a pro-environmental attitude.
Players use mobile phones to interact with a large public display. The application
requires players to physically walk around and collect (virtual) litter on their
phones and drop it in correct virtual recycle bins on the public display. Envi-
ronmental information is displayed to players and their audience. In addition to
raising environmental awareness and aiming at a pro-environmental attitude
change, social and collaborative activities are stimulated in an entertaining and
awarding way. The authors discuss the design methodology and present their user
studies, including observations on the persuasive abilities of their system.

• In Chap. 4 on ‘‘Designing Mobile and Ubiquitous Games and Playful Interac-
tions’’ Paul Colton discusses a development not really foreseen by Weiser and
others: the transition from portable phones to feature phones and to smart
phones, where the latter have operating systems that allow the integration of
computing capabilities, connectivity and multimedia options and many on-board
sensors that can collect information about location, position and movements.
Primitive versions of traditional console games were recreated on early mobile
phones. However, presently game and entertainment applications can be
developed that are built on knowledge of the environment, including maps,
positions of other players or users, real-time recordings (pictures, audio, video)
of the environment, and knowledge about nearby objects. And, of course, there
is the possibility to communicate with others in a multiplayer setting. Behavioral
and physiological information are other knowledge sources that can be exploited
in games and entertainment applications. Colton surveys characteristics of
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mobile games, in particular the on-board sensors that allow different kinds of
interaction and therefore also different kinds of mobile and ubiquitous game
play. These developments are illustrated with examples.

The second section of this book is devoted to interfaces that are not only playful
but also have educational purposes. Development of social, cognitive, and physical
skills is a goal that is addressed. Persuading users to perform physical activity by
doing some exercises can be a main aim of design, but it can also be a side effect of
the playful applications discussed in the chapters of the first section of this book. In
this second section we focus on playful interfaces to applications that are aimed at
providing children (but adults are invited to join) with opportunities to engage in
physical and social play in interactive indoor and outdoor environments. The
chapters in this section discuss interactive playgrounds that provide fun and that
invite play employing social and physical interaction. Design of playgrounds
where sensors and actuators are embedded in the environment is discussed in
Chap. 5; design of playgrounds where sensors and actuators are embedded in
player devices is the topic of Chap. 6; in Chap. 7 a player device is introduced that
has its own play intelligence, but performs in an environment that can monitor and
change its behavior in the interaction with players.

• In Chap. 5, ‘‘Interactive Playgrounds for Children,’’ Ronald Poppe and col-
leagues discuss design considerations of interactive room-sized playgrounds
with sensors and actuators. They focus on playgrounds where technology sup-
ports open-ended play. That is, play without pre-defined rules and goals and
where children can have ad-hoc competition or cooperation. Children can
introduce their own rules or borrow and adapt rules from games they already
know. Design challenges are discussed from the points of view of con-
text-awareness, personalization and adaptiveness. The role of various types of
sensors and actuators is discussed, with an emphasis on cameras that determine
position and movements and floor or wall feedback using projections. The
chapter concludes with observations on future interactive playgrounds.

• Chapter 6, ‘‘Designing Interactive Outdoor Games for Children’’ by Iris Soute
and Panos Markopoulos focuses on the design process for outdoor games. As in
the previous chapter, players are assumed to be collocated, but rather than
assuming sensors and actuators embedded in the environment, children have
mobile player devices (physical objects) with several modes of interaction and
the possibility of communication between devices. These games that distinguish
themselves from games that rely on screen interaction are called Head Up
games. The authors discuss the role of brainstorming sessions to generate ideas
and how and when to involve children in the design process. Various methods
for early user requirements gathering are discussed, including the positive and
negative experiences the authors had with these methods. Playtesting of pro-
totypes with children can help to introduce rules in the game that they under-
stand or they think that are fair. Playtesting with adults, in addition to testing
with children, can also lead to insights in usability problems and to useful
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feedback to designers. The chapter concludes with a list of recommendations for
designing Head Up games.

• Chapter 7, ‘‘Smart Ball and a New Dynamic Form of Entertainment’’ by Sac-
hiko Kodama and colleagues introduces a tangible object, a smart ball, that has
embedded sensors and actuators, and that is wirelessly connected to a more
powerful computing device (a personal computer) in the environment. Sensors
can be embedded in toys, or more generally, devices that can move around or be
moved around in a physical environment. Among them are play, entertainment,
and sports devices and equipment that are used in physical play. Wireless
connection to a computer makes it possible to process and integrate sensor data
coming from these devices and augment it with other context information to
adapt the behavior of the object or to adapt the environment to the behavior of
the object. In this chapter on smart balls, the authors discuss various imple-
mentations of smart balls and games that rely on specific properties of these
balls. Embedded sensors detect the ‘‘state’’ of the ball (not moving, being
grasped, thrown or rolled), LEDs in the ball can be actuated, and sensor
information can be processed by a wirelessly connected computer that decides
how to add sounds and graphical effects to the ball’s behavior, for example,
when and where it bounces on the field. Cameras are used to track the position
of the ball on the playfield or, using a high-speed camera, the speed of the ball.
Experiences obtained at exhibitions with various implementations involving one
or more players are discussed.

The third section of his book is devoted to games that aim at a change of
opinion, attitude or behavior (Chap. 8), playful interfaces that help in collaborative
decision making (Chap. 9), and playful interfaces that help teachers of autistic
children (Chap. 10). All the multiuser applications in the chapters of this section
run on a multiuser touch table.

• In Chap. 8, ‘‘Games for Change: Looking at models of Persuasion through the
Lens of Design’’ by Alissa Antle and colleagues the authors start off by
reminding us that there is little evidence that Games for Change are effective.
These digital games aim at changing players’ opinions, attitudes, or behavior. In
this chapter, the focus is on games that address the issue of sustainability. The
authors discuss models of persuasion. The underlying idea of the Information
Deficit model for example is that when learning about facts and consequences
people will change their opinion, attitude, or behavior related to an issue such as
climate change. In the Procedural Rhetoric model, when implemented in a
game, the players experience the consequences of their assumptions and actions
during game play and, again, it is assumed that this will lead to an awareness of
the problem and the necessity of a behavior change. In addition to such existing
models of persuasion the authors introduce a new model called Emergent
Dialogue that puts emphasis on enabling participation in discussions about
information, decisions and personal values. In an analysis of several Games of
Change design markers are identified that can provide evidence of the
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persuasive model(s) that have been used in a game. A tabletop game on sus-
tainable land use is introduced that incorporates the author’s Emergent dialogue
model. Guidelines based on the design markers that support behavior change
through Emergent Dialogue are provided.

• Chapter 9, ‘‘Individual and Collaborative Personalization in a Science
Museum’’ by Betsy van Dijk and co-authors, investigates how a multitouch
table that provides playful access to information about a museum’s exhibition
can be used to enhance the experience of a museum visit. The table can of
course be considered as a tangible interface. Children have touch interaction
with the table, but they certainly can continue verbal and nonverbal interaction,
discussing and negotiating with the other players, while interacting with the
table. Clearly, this is different from what we saw in several previous chapters
where users could freely move around in an environment with sensors and
computing power to give meaning to their positions and movements, or where
users interact with their mobile player devices. In this application, based on the
information presented to them, a small group of children can discuss and
integrate their interests in a collaborative interaction with the table. They are
then provided with their ‘‘collaboratively personalized’’ route through the
museum. The authors report results of experiments that aimed at measuring
aspects such as enjoyment and collaboration during the multitouch interaction
with the table and the effect on their visiting experience when following their
suggested route and answering questions about objects (the ‘‘quest’’).

• In Chap. 10 ‘‘No Problem! A Collaborative Interface for Teaching Conversa-
tional Skills to Children with High-Functioning Autisms Spectrum Disorder’’
Massimo Zancanaro and colleagues introduce a multiuser interface to teach
children with autism spectrum disorder social conversation and social interac-
tion skills. They built their work on techniques of cognitive behavioral therapy.
These techniques include role-playing to learn about various social situations
and observational learning, where the latter is implemented in such a way that
children can observe themselves in videos. Several social settings are provided
by the system; two children, assisted by a facilitator can choose settings and
their conversations can be recorded. Authoring tools to design settings and
stories to introduce them were developed for the facilitator. Example conver-
sations can be provided and can be compared with the conversation the children
choose to have in a particular setting. In experiments the multitouch table
implementation was compared with a multimice implementation on a desktop
computer. From the experiments it could be concluded that the No Problem!
system was usable, enjoyable, and the therapeutic goals could be achieved.

The fourth section of this book is devoted to health and sports applications. It
should be noted that also in many of the previous chapters playful interfaces were
designed in such a way that they required physical activity of their users. Apart
from developing interesting games and entertainment that is ‘‘just’’ fun and pro-
vides enjoyment, many authors, including authors of chapters in the previous
sections, also motivate their research from a point of view of developing cognitive,
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social or physical skills, and, when physical activity is involved, make references
to encouraging a healthy life style and attacking sedentary behavior of children
who are playing traditional video games. In this section, we have two chapters that
explicitly address these issues. That is, we have a chapter on designing interfaces
that invite social and physical interaction, with an emphasis on exertion games,
that is, on games that require intensive physical efforts and interfaces that help
users to be successful with their efforts (Chap. 11), and on designing interfaces
that know how and when to interrupt user activity in order to persuade the user to
engage in some physical activity (Chap. 12).

• Chapter 11 on ‘‘Designing for Social and Physical Interaction in Exertion
Games’’ by Florian (Floyd) Mueller and colleagues a decade of research on
exertion games is summarized with the aim to provide future developers with a
set of design themes and recommendations. Exertion games require intense
physical activity of the user, but this activity can be performed in a playful
environment. In this chapter, a representative case study is presented (Table
Tennis for Three) that allows investigations in social and physical behavior of
players, where players can be in physically distant locations. Video recordings
and questionnaires were used to analyze behavior and to gather user provided
input to questionnaires. From this qualitative analysis, some salient themes
emerged that facilitate social and physical exertion play, such as the availability
of shared virtual objects play, being able to anticipate a player’s next action,
supporting players in expressing themselves using their bodies, have the
opportunity to ‘‘bend the rules’’ of a game, and, utilizing the uncertainty that
arises in physical exertion play.

• Chapter 12 is about ‘‘Designing Games to Discourage Sedentary Behavior’’ by
Regan Mandryk and colleagues as authors. Games, as mentioned in the title, are
called ‘‘energames.’’ The authors define energames as ‘‘… games that reduce
sedentary time by requiring frequent bursts of light physical activity throughout
the day.’’ The authors start with making a useful distinction between being
physically active and anti-sedentary behavior. Persons can be physically active
and nevertheless spend most of the day sitting. The negative effects of a sed-
entary lifestyle can apply to physically active persons. The authors discuss and
compare existing guidelines for physical activity and anti-sedentary behavior.
The latter aim at introducing frequent, low-intensity physical activity into daily
routine, rather than demanding intense physical effort. Barriers to physical
activity and nonsedentary lifestyles are discussed. Guiding principles for exer-
tion games (exergames) design are extended to energames design and additional
principles for energames are introduced. Casualty, motivation and persuasion
are some of the issues that are addressed in these principles. Examples of
energames and a comparison with exergames with a focus on casualty and
accumulated activity are also discussed.

In the final and fifth section of this book, we find two chapters that are about
creating games and tangible interfaces to games by children or teenagers using
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specialized tools, game design platforms (for example, Scratch), low-cost tangible
interface construction kits (for example, Makey Makey) and multitouch tables.
Low-cost tools such as Arduino and GoGo Board, sensors and actuators also
appear in the final chapter where students are provided with such tools to build
physical and virtual models for science learning.

• Chapter 13, ‘‘Playing in the Arcade: Designing Tangible Interfaces with MaKey
Makey for Scratch Games’’ by Eunkyoung Lee and co-authors is about how they
guided children (10–12 years) in setting up a game arcade with games and
tangible (touch-sensitive) interfaces that were constructed using the Makey
Makey construction kit, Play-Doh, or made from whatever materials that were
available. They also learned the basics of creating circuits. The interfaces that
were built connected to remixed on-line available games from the Scratch game
design platform. The authors describe the two workshops they organized, one
focused on game and controller design, the second added the playing in the
arcade experience. All activity in the workshops was recorded (observation
notes, photographs, and video recordings) and analyzed. In remixing the Scratch
games, the children added functionality and multimedia effects and spent time
on game mechanics and aesthetic features. Tangible game controllers for these
remixed games were designed and gender specific characteristics of these
designs were noted. Insights on creating learning opportunities (design, pro-
gramming, control) for children are reported.

• Game and interface design and implementation are also the topics of Chap. 14,
‘‘Playful Creativity: Playing to Create Games on Surfaces’’, by Alejandro Catalá
and colleagues. In this chapter tabletop systems are explored on dimensions
such as fostering creativity, development of computational thinking, and game
and interface design. The focus is on teenage students who have to collaborate in
creating games and the assumption is again that learning to create games is more
effective from the point of view of design, computational thinking, and, more
generally, creativity, than ‘‘just’’ playing a game. The authors discuss the var-
ious tools that are available to create games and interfaces, but they conclude
that existing tools support single-user interaction, rather than supporting a group
process that is aimed at fostering creativity and learning. A tabletop interface
and software platform is introduced that supports non-programmers in designing
game environments. Results of experiments with teenage students are reported.

• The final chapter (Chap. 15), ‘‘Bifocal Modeling: Promoting Authentic Scien-
tific Enquiry through Exploring and Comparing Real and Ideal Systems Linked
in Real Time’’ is by Paulo Blikstein. The chapter aims at improving STEM
(Science, Technology, Engineering, and Mathematics) education. This is done
by providing students with tools to connect real world physical models with
computer simulated systems in real time. This is called bifocal modeling.
Real-time sensing and computational modeling are brought into the classroom
and are connected in real time. The exploration of this synergy is the main aim
of this chapter. Tool kits such as Arduino and GoGo board are provided to
students to build the sensor-equipped physical models. Computational models of
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certain phenomena such as bacterial growth or heat transfer are built using game
and other modeling platforms. The chapter provides a taxonomy for modes to
merge sensors, actuators and models for science learning. Examples and case
studies of bifocal modeling are presented. Among them are studies concerned
with biology (bacterial growth), physics (Newton’s laws), and chemistry (gas
laws study). Experiments involving many students are reported and analyzed.
The real world may be too messy; the virtual world may be too perfect. How to
provide students with software and hardware tools to playfully explore incon-
gruities and contradictions is one of the aims of this chapter.

10 Predictions and Conclusions

The chapters in this book do not only provide the current state of art in design,
technology and use of playful interfaces, they also provide a view of the future of
playful interfaces. Obviously, new technological developments will happen and
new playful interfaces will appear. Any attempt to be complete at one particular
moment will fail. Some of the developments reported in the chapters of this book
could not or hardly have been predicted ten years ago, even when the basic
technology was already available. Many ideas that were already available in the
1980s were not followed up until thirty years later when basic analogue and digital
technology could be integrated in products that became interesting for mass pro-
duction. That has happened before. In 1928, in his essay ‘‘The Conquest of
Ubiquity,’’ Paul Valéry wrote (Valéry 1928):

Just as water, gas, electricity are brought into our houses from far off to satisfy our needs in
response to a minimal effort, so we shall be supplied with visual or auditory images, which
will appear and disappear at a simple movement of the hand, hardly more than a sign.

and,

Just as we are accustomed, if not enslaved, to the various form of energy that pour into our
homes, we shall find it perfectly natural to receive the ultrarapid variations or oscillations that
our sense organs gather in and integrate to form all we know. I do not know whether a
philosopher has ever dreamed of a company engaged in the home delivery of Sensory Reality.

Valéry’s enthusiasm was caused by inventions that made it possible to repro-
duce art such as photography, motion pictures and phonograph recordings, and the
possibility to manipulate pictures and recordings. Obviously, this was written long
before families possessed a photo camera, let alone many photo cameras. Valéry
did not predict and could not foresee a world with wireless security cameras or Wi-
Fi digital cameras for private use, or smartphone cameras that can send pictures
and recordings ‘‘with a simple movement of the hand’’ to wherever the user wants.
And at that time certainly no one would predict that separate nineteenth century
inventions such as photography, telephone, phonographic recordings, and motion
pictures in the future could be integrated in one device.
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Many know also the first sentences with which Mark Weiser started his famous
Scientific American article (Weiser 1991) in which he introduced the notion of
‘‘ubiquitous’’ computing:

The most profound technologies are those that disappear. They weave themselves into the
fabric of everyday life until they are distinguishable from it.

Weiser developed his view of ‘‘ubiquitous computing’’ by extrapolating from
the computing devices (tabs, pads and boards) that were researched in his com-
puter science laboratory at the Xerox Palo Alto Research center. He envisioned
rooms with hundreds of computers, but most or all of them ‘‘invisible to common
awareness,’’ that is, computers embedded in the everyday world. In later years
slightly updated views were denoted by terms such as ambient intelligence and
pervasive computing. In (Nijholt et al. 2004a; Nijholt 2004b), we discussed some
problems when having to interact with computers that have disappeared in the
environment. How do we recognize how to interact (Gibson 1977)? The impact of
smartphones as computing devices was not foreseen by the computing research
community. Due to developments in technology research into social media, social
robots, and affective computing has become much more important than 20 years
ago could have been foreseen.

There now is a foreseeable impact of wearables in general, including devices
embedded in clothes, body, and brains. Detecting and interpreting human physical
and mental behavior with the aim to pro-actively support humans in their daily and
professional activities (Pantic et al. 2008; Vinciarelli et al. 2009) has made
human–computer interaction an interesting research area for behavioral scientists.

Many of these developments in research and technology underlie the design and
implementation of the playful interfaces that are discussed in this book. Future
playful interface will also profit from the possibility of having brain-computer
interfaces (Nijholt et al. 2008; Gürkök and Nijholt 2012), due to the cooperation of
neuroscientists with HCI researchers. Developments in nanoscience and the
development of smart materials will lead to increased interest in smart material
interfaces (Vyas et al. 2012) and the cooperation between HCI researchers and
nano-scientists. Playful interfaces that also make use of smart materials and that
can reactively and proactively interact with us knowing about our physical and
cognitive activity through wearables and sensors in the environment are something
to look forward to. Playful interfaces will enter our homes and weave themselves
into the fabric of everyday life.
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Public and Mobile Entertainment



Public Systems Supporting
Noninstrumented Body-Based Interaction

Dimitris Grammenos, Giannis Drossis and Xenophon Zabulis

Abstract Body-based interaction constitutes a very intuitive way for humans to
communicate with their environment but also among themselves. Nowadays,
various technological solutions allow for fast and robust, noninstrumented body
tracking at various levels of granularity and sophistication. This chapter studies
three distinct cases showcasing different representative approaches of employing
body-based interaction for the creation of public systems, in two application
domains: culture and marketing. The first case is a room-sized exhibit at an
archeological museum, where multiple visitors concurrently interact with a large
wall projection through their position in space, as well as through the path they
follow. The second example is an ‘‘advergame’’ used as a means of enhancing the
outdoor advertising campaign of a food company. In this case, players interact
with the wall-projected game world through a virtual, two-dimensional shadow of
their body. Finally, the third case presents a public system for exploring timelines
in both two and three dimensions that supports detailed body tracking in combi-
nation with single-hand, two-hands, and leg gestures. Design considerations are
provided for each case, including related benefits and shortcomings. Additionally,
findings stemming from user-based evaluations and field observations on the
actual use of these systems are presented, along with pointers to potential
improvements and upcoming challenges.
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1 Introduction

Human beings employ their bodies, implicitly or explicitly, to interact with their
environment but also among themselves. At present, there are various techno-
logical solutions available that allow for fast and robust, noninstrumented body
tracking at various levels of granularity and sophistication. The term ‘‘noninstru-
mented’’ denotes that users do not have to carry any object pinpointing their
location or the position and pose of their head, arms, or legs. Thus, more natural
interactions can be supported also through very simple usage ‘‘logistics,’’ as there
are no physical items that users have to carry or fasten on themselves—a fact
which in the case of public systems can be crucial for their success.

Up to now, three of the most popular approaches for taking advantage of
noninstrumented body-tracking technology when developing systems for public
use include:

1. location tracking. Only the position of the user’s body in Cartesian space is
taken into account, much like the location of the mouse cursor on a computer
screen (e.g., Zabulis et al. 2010).

2. body-shape tracking. A two-dimensional (typically, body-part ‘‘agnostic’’)
image of the user’s body is projected on an interface or a virtual world and used
to interact with it through collisions (i.e., overlaps) with virtual entities (e.g.,
buttons, characters, moving objects) (e.g., Grammenos et al. 2012).

3. skeleton tracking. The location and orientation of the user’s individual body
parts, as well as predefined gestures, are identified and mapped into a virtual
world (e.g., Drossis et al. 2013).

Each of the aforementioned approaches comes with its own advantages and
drawbacks, thus rendering itself appropriate for a specific range of applications
and contexts of use. This chapter provides three case studies—one for each distinct
approach—offering related design considerations along with findings stemming
from user-based evaluations and field observations on their actual use in practice.

2 Background and Related Work

The notion of body-based interaction (though at a more rudimentary level) has
been around since Myron Krueger’s artificial reality work experiments in the
1980s (Krueger et al. 1985). In the beginning of our century, it has been popu-
larized by Sony’s EyeToy and more recently revolutionized by Microsoft’s Kinect.
One of the earliest application examples of noninstrumented body tracking is the
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KidsRoom (Bobick et al. 1999), an interactive playspace simulating a children’s
bedroom where young children are guided through an adventure story. More
recently, Laakso and Laakso (2006) developed a multiplayer game system using
one top-view camera where player motion is mapped to digital character 2D
motion. Another very popular contemporary example are interactive floors—
physical sensor-based, like Magic Carpet (Paradiso 1997) or vision-based, e.g.,
iGameFloor (Grønbæk et al. 2007)—which are mainly being used for playing
games. In the domain of museum applications, Kortbek and Grønbæk (2008)
explored three different ways for supporting location-based interaction: (a) a
coarse-grained passive infrared sensor; (b) pressure sensors embedded in the floor
and a small staircase; and (c) camera tracking. In ‘‘Immersive Cinema’’ (Sparacino
2004), one ceiling-mounted camera is used to track a user’s position on a floor
segmented in five areas. A different, but quite interesting approach was followed
by Robertson et al. (2006) in Bystander. They employed a ceiling-mounted IR
camera to track users’ position and motion, which are subsequently combined into
flocking behavior used to drive the browsing of collections of photographs and
texts.

The pose of a user’s body can also be tracked and used for selective interaction
with the environment (Jaimes and Sebe 2007). For instance, Papadopoulos et al.
(2012) use defined body poses recognition in order to allow navigation in 3D
environments. Additionally, gestural interaction is widely studied in the literature,
but also one of the most popular approaches due to its intuitiveness, as gesture
constitute a typical way of interaction among humans and their environment
(Nickel and Stiefelhagen 2003; Sangsuriyachot et al. 2011; Yoo et al. 2010).
Furthermore, hand gestures can be used to augment systems and allow supple-
mentary interactions (Hilliges et al. 2009) when combined with other means of
interaction, such as single- or multitouch. Apart from single-hand gestures both
users’ hands may be used in combination to enrich the set of available gestures
(Fikkert et al. 2010). Finally, the use of feet gesturing (Sangsuriyachot et al. 2011;
Valkov et al. 2010) and foot tapping (Crossan et al. 2010; Ronkainen et al. 2007)
are occasionally conceded as supplementary helpful interaction tools.

3 Noninstrumented Body Tracking in Practice:
The Case Studies

This section presents three cases of different representative approaches to body-
based interaction for the creation of public systems, in two application domains:
culture and marketing. The first case, Macrographia (Zabulis et al. 2010), is a room-
sized exhibit at an archeological museum, where multiple visitors concurrently
interact with a large wall projection through their position in space, as well as through
the path they follow. The second example, Paximadaki (Grammenos et al. 2012),
is an ‘‘advergame’’ used as a means of enhancing the outdoor advertising campaign
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of a food company. In this case, players interact with the wall-projected game world
through a virtual, two-dimensional, shadow of their body. Finally, the third case,
TimeViewer (Drossis et al. 2013), presents a public system for exploring timelines in
both two and three dimensions that supports detailed body tracking in combination
with single-hand, two-hands, and leg gestures.

3.1 Case A. Macrographia: Multiuser Location-Based
Interaction with a Room-Sized Exhibit

In 2010, the Institute of Computer Science of the Foundation for Research and
Technology-Hellas (ICS-FORTH) and the Archaeological Museum of Thessaloniki
(AMTh) collaborated toward the creation of a special exhibition of prototypical
interactive systems with subjects drawn from ancient Macedonia, named ‘‘Mace-
donia from fragments to pixels’’.1 The exhibition (Zabulis et al. 2011) comprises
seven interactive systems based on the research outcomes of ICS-FORTH’s
Ambient Intelligence Programme. The digital content of the systems includes
objects from the Museum’s permanent collection and from ancient Macedonia in
general. The largest exhibit is Macrographia (Zabulis et al. 2010; Zabulis et al.
2012) a system that presents very large images, which visitors can explore by
walking around in a room (Fig. 1). The images are projected on a screen and are
analyzed part-by-part depending on the location of each visitor in the room.
Macrographia presents the ‘‘Wall-painting of the Royal Hunt’’ from the tomb of
Philip II at Vergina, ancient Aigai, the largest ancient Greek painting that has been
found to date, its length exceeding 5.5 m. Widely admired as a rare masterpiece of
ancient Greek art, the painting shows ten hunters chasing five different animals in a
complex landscape.

The exhibit includes a camera network that observes multiple humans in front
of a very large display. This network enables the observation of visitors from
multiple views (see Fig. 2). The acquired views are used to volumetrically
reconstruct and track the humans robustly and in real time using the method of
(Argyros and Lourakis 2004), even in crowded scenes and challenging human
configurations. The system includes one computer that acquires the corresponding
images, processes them, and extracts a spatial representation of the persons in the
room. Given the frequent and accurate monitoring of humans in space and time, a
dynamic and personalized textual/graphical annotation of the display can be
achieved based on the location and the walk-through trajectory of each visitor.

The digital representation of the wall-painting is conceptually separated in five
zones perpendicular to the display, based on a semantic interpretation of the
themes that appear in it. The room is also conceptually separated in four rows

1 http://www.makedonopixels.org
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parallel to the display, which correspond to different distances of observation. To
prevent from continuous alternation in the case of visitors lingering across the
boundary of a cell of the grid, the cell size is assumed magnified by 10 %
comprising a grid of partially overlapping slots.

At the room entrance, signs guide English-speaking visitors to enter the room
by moving rightwards and Greek-speaking visitors to enter the room by moving
leftwards. The corresponding textual annotation for each distance is presented at
the bottom of the screen (see Fig. 3). Within the context of a zone, the presented
content is varied graphically and conceptually according to the distance of
observation. When a visitor enters a zone, the presented content matches the
viewing distance. The visitor has the capability to explore the corresponding theme
by stepping back to get a more abstract view or step closer and focus on the details
of the exhibit. When idle and upon visitor entrance, the system presents the wall-
painting in its current state. As one or more visitors approach the display, graphical
outlines are superimposed to the corresponding region(s) of the display reviving
the deteriorated forms. In the next row, the system presents a fully restored version
of the painting. In the closest row, the restored version is grayed out, and a specific
detail is highlighted, using a combination of color and animation. When multiple
visitors stand in the same zone, the person closest to the display determines the
content of the presented textual annotation. When this person leaves, the next in
line (if any) becomes the closest one to the display. By tracking visitors and
assigning a unique identifier to each one, the system also retains attributes for each

Fig. 1 Macrographia: a room-sized interactive exhibit at the Archaeological Museum of
Thessaloniki with more than 150,000 visitors up to now
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Fig. 2 Person localization and tracking. (Top) original images from two out of eight views,
(below) person segmentation and 3D reconstruction. Person tracking results are rendered as
circles, superimposed on the ground plane of the 3D reconstruction. Circle colors correspond to
track ids. Tracking retains the correct id for all persons although it is often that visitors may come
in contact or occlude each other to the cameras

Fig. 3 Sample of the projected image as presented when three distinct persons are located in the
room at different positions. The leftmost and rightmost parts are presented in their original state,
as no one is standing in front of them. The second from the left part presents a sketch and a
descriptive title, the next one a fully reconstructed view and a detailed description and the next
part highlights a detail of the image, also offering related information
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of them. Using an attribute for the language, which is set upon visitor entrance, the
textual components of the presented content are provided in the language selected
by each visitor. Furthermore, using collected data regarding the user’s trajectory in
space, as well as the time spent on each slot, the system has the ability to present
additional content (this feature is currently used experimentally at an installation
of the exhibit at the premises of ICS-FORTH).

As a means of providing real-time visual feedback, except the highly visible
changes that happen to the image, a more subtle—but continuous—cue is also
provided. Underneath the image, to the left of the information box, there is a small
triangle that directly maps to a user’s distance from the wall (see bottom part of
Fig. 3); i.e., when a user moves toward the wall, the triangle moves downwards
and vice versa. The area upon which this arrow moves is separated in three parts,
which correspond to the available three levels of information. The currently
selected level is drawn in green color, while the rest in red.

During the development of the system, ethnographic field methods (Blomberg
et al. 2003) were employed, using a combination of the ‘‘observer participant’’ and
‘‘participant observer’’ approach. During a 6-months period, more than 200 persons
have participated. Using the final version of the system, summative evaluation ses-
sions took place both at the premises of ICS-FORTH, as well as at the Archaeological
Museum of Thessaloniki (Zabulis et al. 2012). For the purposes of evaluating the
experience of the users with the system, a 13-item attitude Likert scale questionnaire
was created which was based on Brook’s System Usability Scale (SUS) question-
naire (Brooke 1996). Evaluation at ICS-FORTH took place in a laboratory room that
was set-up in a way to resemble as close as possible the actual museum exhibit where
this application is currently being housed. Twenty-two volunteers participated (13
male, 9 female). The average age of the participants was 31.7 years old, the youngest
being 18 and the oldest 41 years old. No specific instructions were given to the
participants as to how the Macrographia system actually worked or displayed the
information in order to examine if they were able to understand how the system
actually worked and how to retrieve the information that corresponded to each
section. At the Archaeological Museum of Thessaloniki 22 questionnaires were filled
out by 15 visitors and 7 guards. Of those, 11 were males and 11 were females. Their
average age was 34.6 years, the youngest being 21 and the oldest 56 years old.

The overall usability of the system was rated high in both studies: 82.8 %
in-house and 80.8 % at the museum. The questionnaire results were also supported
by data collected by analyzing the recorded sessions or interviewing the partici-
pants for the in-house evaluation, and by hand-written comments of the museum
visitors. Overall, the comments made by the all participants were highly positive.
Most of them were impressed with the system’s ability to track accurately their
position in the room and display the information in the language that was chosen.
Even though very little instruction was given to them before they entered the room,
they all managed to understand that their movement was tracked and that the
information changed according to their distance from the screen. As a result, all
users were able to read all the information that was presented in each section of the
Macrographia. They also offered some suggestions on how to improve it. For

Public Systems Supporting Noninstrumented 31



example, a few users suggested that it would be better if the text font size changes
from larger to smaller as the user approaches the display.

An interactive visualization component which presents information about the
exhibit’s visitors was also developed (Stamatakis et al. 2011). The main part of
the visualization component’s user interface comprises a top-down view of the
room and its interactive slots. On this view, user paths are presented (using a
different color for each distinct user—Fig. 4, top). Additionally, accumulated user
time spent on a specific area is illustrated in the form of a heat map (Fig. 4,
bottom). Quantitative information about each point of the heat map can be seen by
positioning the mouse pointer over it. Additionally, several view parameters can be
modified, for example, changing the transparency level of the paths or the heat
map, hiding the background image, overlaying a grid, and changing the coloring
scheme of the heat map. Furthermore, zoom is supported in any part of the view at
different levels. The interface also presents the total time spent by each visitor in
the room, the average time for all visitors and provides the means to filter out data
by selecting a subset of IDs. Finally, there is an interactive control for setting a
time period of interest that can be used for filtering data according to the time of
their creation. The visualization component can work with both real time and
stored data. Up to now, the analysis of the collected data from the museum
installation has not revealed any prevalent patterns regarding the trajectory of

Fig. 4 Interactive visualization component for analyzing visitor data top showing visitor paths;
bottom heat map (partial view of the interface)
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visitors in the room. By examining the generated heat map views, it becomes
evident that although the interactive slots are not marked on the floor, there is a
significant concentration of visitors’ ‘‘footprints’’ near their centers. Also, as
expected, the furthest slots, where the presented information is minimal (just a
title), have a much smaller aggregate visit time than the rest.

3.2 Case B. Paximadaki: An Advergame Public Installation
Controlled Through Virtual Body Shadows

Paximadaki (Grammenos et al. 2012) is an advergame installation targeted to
promoting, in exhibition spaces and key points of sale, the products of a food
company producing various types of traditional Cretan rusks. The game, entitled
‘‘Paximadaki’’ (small rusk in Greek) is a Kinect-based PC exergame (Mueller et al.
2003) projected against a large surface, involving physical activity as a means of
interaction. The main reasons for selecting Kinect were that it allows for nonin-
strumented game control through natural movements, which also afford higher
levels of engagement and social behavior (Lindley et al. 2008), performs well
under various environmental conditions, and comes at a very low cost. In this
respect, it was decided to just use the depth camera’s image in order to render a
virtual shadow of the players, instead of tracking body skeletons. The rationale is
two-fold. On the one hand, it is easier for people, especially ‘‘non game-players’’,
to identify with their shadow rather than with an avatar, thus achieving a higher
level of control and immersion (Sweetser and Wyeth 2005). On the other hand, this
approach allows for maximum flexibility regarding the number, posture, and size
of players, as well instantly joining and leaving the game, thus maximizing the
opportunities for social interaction (Sweetser and Wyeth 2005). The downside is
that people with larger body sizes have an advantage, and there also exists the
possibility of accidental ‘‘intrusions’’ in the play area.

The gameplay2 is simple, straightforward, and has very clear goals (Sweetser
and Wyeth 2005). Players perceive their bodies as shadows projected on a brick
wall (Figs. 5 and 6). On the startup screen there are buttons for setting the game’s
difficulty and starting a one- or two-player game. Players can select these buttons
by overlapping any part of their shadow on them for a specific period of time (i.e.,
dwell), which is indicated by a countdown that appears right upon the button.
Depending on the players’ number, there may be one or two baskets at the two
bottom sides of the wall (Fig. 6). A ‘‘rainfall’’ of rusks starts. Players must use
their shadows to put the rusks into their basket. Rusks that fall on the floor are
broken into pieces. The game ends when a certain number of rusks have fallen.
In order to deliberately create a ‘‘memorable moment’’ (Jenkins 2002), when the
end of the game approaches, a huge amount of rusks suddenly start to fall. To notify

2 Videos of indicative play sessions can be found at: http://www.youtube.com/user/icsforthami.
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players about this event, a bleating goat appears, providing a humorous note.
Additionally, the music shifts to a faster tune. During gameplay, at moments that
are likely to provoke interesting players’ poses the game automatically takes photos
of them. Additionally, when the game ends, a photo countdown (‘‘smile moment’’)
appears allowing players to pose. The photos are presented on screen when the
game finishes and can be sent to the players via e-mail. Each game session has a
unique serial number that appears on the bottom right corner of the screen. When
the game finishes the players can write down (on a tablet or a paper pad) their e-mail
address on a list next to the game’s serial number in order to receive the photos.

Up to now, the game (with some variations) has been installed with remarkable
success in five different public events in key locations in Athens, Greece, where it
has been played by more than 1,500 people of ages ranging from 2 to 76 years old.
When a complete version of the game was available, more than 50 h of playtesting
along with the employment of observational usability assessment methods took
place in order to fine-tune the gameplay and also debug the game, in a realistic
installation at the premises of ICS-FORTH, with more than 30 players of both

Fig. 5 Paximadaki: an advergame installation promoting the brand and products of a food
company, installed at five different public events and played by more than 1,500 people with ages
ranging from 2 to 76 years old
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genders, with ages ranging from 4 to 52 years old. Detailed usability evaluation
results can be found in (Grammenos et al. 2012).

Subsequently, the game was installed in an exhibition of traditional food prod-
ucts, in the central metro station of Athens. In the course of three days, the game was
played by 173 players (127 female, 46 male). Their age ranged from 3 to 76 years.
All players stated that they liked the game and that they enjoyed playing it. More
than 100 people used words like ‘‘fantastic,’’ ‘‘great,’’ ‘‘very good,’’ or another
synonym. As a means of collecting qualitative data about the game and its impact, a
20-item online questionnaire was created. 25 people answered it (18 female, 7 male)
with ages ranging from 18 to 60. Among the things that respondents mentioned were
that they liked: the responsiveness of the game; the (easy) way it was controlled; its
high quality; its originality; the fun they got out of it; the fact that their whole family
could play it; the music.

The game was then installed at the Zappeion Exhibition Hall, in Athens. In three
days, the game was played by 337 players (195 female, 142 male) from 2 to 75 years
(played against his 70-year-old mate). In 20 cases, the game was concurrently
played by three or more players. The maximum number of concurrent players was 6.
When more than two players played the game, their positions in space were usually
dictated by their age and personal relationships. For example, friends or children of
the same age would stand next to each other (see Fig. 5), while parents would mostly
stand behind their children trying to discretely help them. When there were up to
four players, they would usually form 2 teams. When there were more, people would
not pay much attention to the score or in forming teams, focusing mainly on having
fun through the physical aspects of play.

Fig. 6 Screenshot of indicative gameplay showing a player’s virtual shadow against the wall

Public Systems Supporting Noninstrumented 35



In 55 cases children, played along with their (grand)parents—sometimes both
of them were adults. This time, a shorter questionnaire was employed and a total of
100 people responded (61 female and 39 male). The questionnaire included a few
demographic-related questions and six statements.

1. I liked it.
2. It was easy to learn how to play.
3. It was fun.
4. It helped me familiarize with the brand \brand name[ and its products.
5. It contributed toward creating a positive image about \brand name[ and its

products.
6. It positively affected me toward purchasing products of \brand name[ .

Statement 1 Statement 2

Statement 3 Statement 4

Statement 5 Statement 6

Fig. 7 On-the-spot evaluation questionnaire scores by 100 respondents (second installation of
the game—Grammenos et al. 2012)
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Questionnaire scores are illustrated in Fig. 7. Interestingly, there were 28
respondents who scored 5/5 (i.e., best score) all statements. In short, players
believed that the game was indisputably very fun and very easy to learn how to
play. The related statements in all questionnaires were the ones with the highest
average ratings and the least standard deviations. Additionally, as was deducted
from both the analysis of the questionnaires (Grammenos et al. 2012) and on the
spot questioning of the players, the game offered a highly entertaining experience
while, at the same time, positively contributing to the marketing of the company
and its products, reinforcing previous research findings.

The third installation of the game was in Athens Plaython, a city play event.
The most interesting fact in this case, was that out of the 150 game sessions that
took place in the course of 2 days 127 were played by more than two players, with
an average of four players and a maximum of 12 players! In the latter case, players
created a compact mass with several protruding hands and were mostly interested
in just hitting the falling objects (e.g., much like playing volleyball on the beach),
irrespectively of whether these would land in a basket or not. It should be noted
that, due to appropriate design considerations, even in such extreme cases neither
game performance nor play time were negatively affected. No formal evaluation
was conducted in this installation.

Subsequently, there have been two more installations of the game at food
exhibitions, while since July 2010, a new version of the game, targeted to
familiarize visitors of the island of Crete with local products, is permanently
installed at the arrivals hall of Heraklion international airport ‘‘Nikos Kazantzakis’’
as part of Creative Crete,3 a project realized by the Institute of Computer Science
of FORTH under the initiative of the Region of Crete.

3.3 Case C. TimeViewer: A System for Exploring Timelines
in Two and Three Dimensions Through Hand and Body
Gestures

TimeViewer (Drossis et al. 2013) is a system allowing the modeling, storing,
visualization, and multimodal interaction with timelines (Fig. 8). For example, up
to now it has been used to present historical information (e.g., the history of
computers, the history of a city), the life trajectory of famous personalities, or even
time threads comprising important events, work, and achievements of various
entities. A principal characteristic of TimeViewer is the provision of an immersive
display of temporal information supplementary to a view that favors the provision
of an overview. In this direction, TimeViewer supports two distinct co-existing
modes (i.e., views) for visualizing information, respectively (Fig. 9): the ‘Tunnel’
and ‘Classic2D’. Users can freely and seamlessly switch between the two modes at

3 https://www.facebook.com/creativecrete

Public Systems Supporting Noninstrumented 37

https://www.facebook.com/pages/Creative-Crete/541832242519222


any time. Classic2D mode is used to provide an overview of the available infor-
mation in a manner familiar to the user, easy to understand, and convenient for
navigation (Fig. 9, left). The Tunnel mode (Fig. 9, right) is targeted to supporting
the task of sequential, exhaustive, exploration of the presented information,
allowing the user to physically experience the time dimension as well as the
unambiguous display of each event. The time dimension is visualized as a ‘‘tun-
nel’’ along which all information is integrated. The tunnel walls serve a dual role:
they considerably constrain navigation in 3D space, also offering rich orientation
cues, and can host contextual information, such as event-related items. The user’s
perception of the time currently inspected is enhanced by the presence of a
minimap in the form of a railway wagon, which is placed at the tunnel’s roof,
covering the whole timeline extent. The minimap rendered is the Classic2D rep-
resentation along with a frame that provides live feedback regarding the equivalent
position in the other view of TimeViewer, while also acting as a gateway to
Classic2D view.

Fig. 8 TimeViewer: A system allowing the modeling, storing, visualization, and noninstru-
mented body-based kinesthetic interaction with timelines. Up to now, it has been evaluated in-
house with 16 representative users

Fig. 9 The Classic2D (left) and Tunnel (right) visualization modes
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TimeViewer supports a variety of multimodal interaction techniques, even in
combination, so as to offer natural interaction in a wide range of hardware set-ups.
Apart from common desktop-based interaction techniques (i.e., point and click or
multitouch gestures), TimeViewer supports noninstrumented kinesthetic interaction
using Microsoft’s Kinect, targeted to navigation and manipulation of 3D virtual
environments. Mimicking a person’s actions in the real world, users can employ
their feet to move and their hands to reach out to virtual elements. More specifically.

• User Position. In Classic2D mode the user can stand off-center, toward either
side of the display, in order to scroll the projected view toward the respective
direction. Furthermore, the system interprets the distance of the user from the
display as a zoom mechanism. In the Tunnel mode, the system maps the actual
position to the place from which the user looks in the tunnel, creating the
illusion of ‘‘being there’’.

• Virtual Hand. A cursor, in the form of a three-dimensional virtual hand, appears
when the user extends his or her hand toward the display, following and map-
ping the user’s real hand. Items’ selection is accomplished by keeping the hand
cursor over them for a short period of time.

• Hand Gestures. In several cases, when the usage of the virtual hand is not
optimal or appropriate, TimeViewer additionally supports single- and dual-hand
gestures. The simplest single-hand gesture supported is the movement of a hand
for scrolling lists of multimedia elements. Another example involves raising a
hand while turning the torso in the same direction, to rotate the projected view
around its vertical axis. Dual-hand gestures include pushing and pulling infor-
mation objects in order to select/deselect them (i.e., bring them closer or send
them away), moving between events in Tunnel mode, or examining detailed
information about an event in Classic2D mode.

• Leg Gestures. TimeViewer adopts the notion of stepping: when a user steps
(with one leg, holding the other still) right, left, forward, and backward, navi-
gation is achieved in the corresponding direction. In Classic2D mode, stepping
forward or backward results in increasing or decreasing the scale of the timeline
respectively, while stepping left and right results in exploring the timeline’s
display at the respective direction. In Tunnel mode, stepping forward or back-
ward allows navigation along the tunnel, while stepping at the side results in
displaying the tunnel as if the user is looking from the equivalent side.

To assess TimeViewer in terms of usability and user experience but also to
compare the various supported interaction methods, an evaluation study (Drossis
et al. 2013) was conducted with 16 participants (7 female and 9 male) the age of
whom varied from 20 to 40 years old. Participants were instructed to express their
thoughts aloud (Think Aloud) throughout the completion of each task. In addition, at
the end of the evaluation they were requested to fill out a Likert type of questionnaire.

The enthusiasm of the users was apparent during their interaction with Time-
Viewer when using body tracking, as only one user stated his preference to interact
with the system using more traditional modes. Users were captivated by the remote
handling of the system achieved without the use of any wearable component.
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Hand-related interaction was regarded as very natural, as indicated by the com-
ments during the evaluation and the completed questionnaires. All users found the
gestures representative of their functions and the only concern of a small per-
centage of them (4/16) was that they might result in fatigue after prolonged
interaction. Gestures were also considered easy to learn, as all users were generally
able to accomplish them on their own after being shown by the evaluator and
largely preferred them to the use of the virtual hand cursor, the manipulation of
which also came easily to the users. A common remark involved the cursor’s
(in)stability, which created some accuracy problems with small-sized items. Fur-
thermore, some of the users stated that they would prefer shorter dwell times.

Leg gesturing was almost unanimously accepted. Only one user had trouble
with it, as Kinect failed to successfully recognize the exact placement of his legs
due to the material of his trousers. Especially nonexpert users were more in favor
of leg gestures as they felt more comfortable with handling the system more
naturally and less unambiguously. Participants did not face any problem under-
standing the related conceptual model and found it efficient and fascinating, a fact
which is clearly indicated in the corresponding questionnaire answers.

In conclusion, although kinesthetic interaction was considered as fractionally
less responsive and more tiring to use, both hand and leg gesturing were deemed as
preferable to touch interaction. Despite the higher user error rates in comparison to
interaction through touch, users were almost unanimously (15 out of 16) in favor
of kinesthetic interaction. This is mainly attributed to the fact that the fun factor
was considered as more important than higher accuracy.

4 Discussion

If we had to use just a couple of words to describe each of the aforementioned
approaches to body tracking, based on the users’ reaction to the respective
application then these words would be:

• Macrographia (location tracking): Surprising and Impressive
• Paximadaki (body-shape tracking): Fun and Intuitive
• TimeViewer (skeleton tracking): Versatile and Powerful.

Macrographia made a memorable impression to its users. The moment people
walked in the room (especially when there was no one already in) and saw the ‘‘wall’’
responding to their movement, their facial and verbal expressions articulated the
feeling of positive surprise and excitement. This phase was followed by a ‘‘curiosity’’
period during which they tried to discover and explore all the available pieces and
modes of information. Then again, Paximadaki had a more ‘‘cozy’’ effect. The fact
that people saw their own shadow on the virtual wall, as well as their face in the
photographs at the end of the game, created an affinity toward the game, which was
subsequently directed toward the people running the installation (see Grammenos
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et al. 2012). Furthermore, the selected interaction approach was very intuitive
indeed. In all installations 30–40 % of the players had never played any type of video
game before and had no problem mastering game control after the first few seconds.
Probably the best example illustrating this fact was 2-year-old Maria who, after
playing the game and being all excited about it, would wander around explaining to
anyone standing nearby how to play: ‘‘Big basket, rusks put in—many many rusks,
yeaah!’’ Finally, TimeViewer provides much richer and fine-grained interaction
supporting a large ‘‘interaction vocabulary’’ which allows designers to apply the
most appropriate interaction technique to each task, and, often, users to select among
redundant techniques according to their preferences. Additionally, maybe also due to
the novelty of kinesthetic interaction, users showed significant preference and liking
toward it, despite its potential fatigue and accuracy issues.

Table 1 provides an overview of the individual advantages and limitations of
each approach.

Table 1 Advantages and limitations of the 3 presented approaches to employing body tracking

Type of
tracking

Advantages Limitations

Location • Robust
• Multiuser (number depending on

available space)
• Can work well with very large

displays
• Can work in large spaces
• Requires limited user mobility

• Small ‘‘interaction vocabulary’’
• ‘‘Midas touch’’
• Can support coarse-grained interaction
• Limited number of users
• Complex to implement
• Requires (considerable) space
• Limited potential applications
• Requires ability to move in space
• Indirect user control
• Higher cost

Body-shape • Very robust
• Very intuitive
• User perceives own image
• Multiuser (virtually unlimited

number of concurrent users)
• Very flexible, works for highly

diverse user characteristics
• Very quick response
• Easy to implement
• Low cost

• Small ‘‘interaction vocabulary’’
• ‘‘Midas touch’’
• Limited potential applications (mostly

games)
• Requires ability for (gross) body movement
• Prone to interferences (from objects or other

people in range)

Skeleton • Rich interaction vocabulary
• Multiuser (limited number of

concurrent users)
• Highly versatile, essentially

unlimited
application types supported

• Can provide very natural
interaction

• Can support tasks requiring high
accuracy

• Low cost

• Lless robust
• ‘‘Midas touch’’ (in some cases)
• More ‘rigid’ (more strict user motion),

especially when gestures are used
• May not work (properly) for some body

types, clothes, accessories
• Requires ability for fine body movement

and control
• More complex to implement
• Harder to learn and use
• (Can be) less intuitive, may require training
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In principle, all three approaches can accommodate multiple users, but at dif-
ferent scale. Skeleton tracking, currently works best for a very small number of
users. Body shape tracking has no technical limitations (we have seen up to 12
players at Paximadaki) but in practice, there is a certain point where a crowded
shadow image ‘‘overflows’’ the game terrain, rendering interaction meaningless.
Location tracking can scale up, but at the cost of scaling up the interaction space,
as well as of the technical equipment used.

The first two approaches have a very limited ‘‘interaction vocabulary’’, i.e.,
distinct ‘‘commands’’ that users can issue through them. Skeleton tracking,
especially when hand and leg gestures are used, can have a very rich and context-
related ‘‘interaction vocabulary’’ but at the cost of ease of use, intuitiveness, and
requirement for user training.

All three approaches have considerable user mobility requirements with skel-
eton tracking being the most demanding one, both in terms of gross motor skills
(i.e., movement of the arms, legs, feet, or entire body) and endurance (can become
quite tiring after a while).

A common problem of all approaches is what is usually referred to as ‘‘Midas
touch,’’ or, in other words, identifying when users want to perform an action to an
interactive object that is currently under their ‘‘reach’’ (e.g., a slot that corresponds
to their location in Macrographia, a button that overlaps with their virtual shadow
in Paximadaki, or an object located underneath the hand cursor in TimeViewer).
In all cases, a common solution is ‘‘dwell time,’’ where the respective action is
triggered after a predefined time period. Another possible solution that can work in
some cases is to require a specific combination of overlaps in time and space
which would be hard to happen by accident. For example, in order to start the
game, a player may have to sequentially ‘‘touch’’ 3 different objects or even the
same object 3 times, but every time it is touched it moves to a different location.
Such approaches are appropriate for actions that require confirmation and do not
have to be frequently performed. Additionally, if a richer interaction vocabulary
can be supported (like in the case of TimeViewer), more elaborate solutions can be
provided (e.g., activation gestures).

5 Conclusions

All collected pieces of evidence stemming from the evaluation and observational
data of the three case studies converge to the fact that people of all ages and
backgrounds indisputably like and enjoy body-based interaction with public sys-
tems. On the one hand, it feels more natural and intuitive, while one the other hand
it ‘‘frees’’ them from the highly static and rather mundane interaction with desktop
and mobile computing platforms. Furthermore, in general, body motion is con-
ceived as more ‘‘fun,’’ irrespectively of the actual application’s content. For
instance, unlike Paximadaki, both the Macrographia and the TimeViewer systems
provide ‘‘serious’’ (educational) information, but most users commented that they
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were fun to use. Furthermore, in several cases, a considerable number of con-
current users can be supported, thus effectively allowing for group interactions
(coordinated or not), which are highly valued (especially among families and
friends) and are currently underserved (if at all) by most public systems. In more
practical terms, another important aspect of noninstrument body-based interaction
with public systems is that users do not come in physical contact with any part of
them, thus avoiding dirt, wear and (intended or not) damage of the equipment,
contributing to its longevity but also solving several public hygiene issues.

On the downside, body-based interaction also comes with some inevitable
weaknesses. First of all, as requirements for body motion and control increase, so
do the potential accessibility problems for people with mobility limitations or
diversifications, due to circumstantial events (e.g., carrying something), temporary
(e.g., a broken leg) or permanent (e.g., paraplegia) disabilities, age (e.g., young
children), etc. Then, as the domain is still emerging, there are no widely used and
established conventions—a common ‘‘interaction vocabulary’’—that users are
familiar with. As a result, quite often users may not be aware of what they are able
to do with a system and some training may be required (even for apparently
‘‘intuitive’’ interactions), and, in some cases, interaction approaches of different
systems can be completely inconsistent. To this end, the level of instruction that
should be provided in public systems, as well as, how this should be achieved, is a
key open issue. Finally, due to the large diversity of human bodies, the items that
may be residing on them (e.g., clothes, accessories, devices), as well as of specific
environmental conditions, there will always be cases were a particular body-
tracking approach may not (properly) work.

A very interesting aspect of noninstrumented body-based interaction is that it
inherently supports various forms of formal and informal social interaction. As it
takes place in considerable space, a number of actors can be easily involved, in
various roles. For example, in the case of location-based interaction (Macrographia)
typical ‘‘museum-related’’ social behavior (e.g., politeness—avoid to stand in front
of another person) was observed, but also playful activities (e.g., a couple hugging
trying to share the same slot), including ad hoc group forming (e.g., a number of
strangers standing next to each other in order to reveal all the layers of information
of a specific level). In the case of Paximadaki, except the types of social interaction
already described in the related section (e.g., cooperation, competition, unstruc-
tured group play), another noteworthy behavior was the occasional instantaneous
‘‘intrusion’’ of spectators in the play area, for example to tease a friend by blocking
a basket, or extending a helping arm to aid the weaker player. Finally, as the third
system presented was targeted for use by a single user, the respective social
behavior was limited to people switching roles by going closer or retreating from
the screen. Still, the described approach can be (and is currently) extended to
support both synergetic and parallel interaction by at least two users.
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Playing with the Environment

Pedro Centieiro, Teresa Romão and A. Eduardo Dias

Abstract Games as entertainment mechanisms can be exploited to promote
education, social relationships and behaviour changes. In this chapter, we discuss
how mobile multiplayer games that explore interaction with public displays
stimulate engagement, persuasion and social interaction. We developed Gaea, a
persuasive location-based multiplayer mobile game, which prompts people to
recycle virtual objects within a geographical area. The goals of this prototype
were to instruct, inform and persuade users to recycle their wastes. Four key
requirements guided Gaea’s design and development: making use of a natural
environment; reaching a large number of people; promoting entertainment; and
fostering social engagement. With these ideas in mind, Gaea was designed to take
advantage of the intrinsic characteristics of mobile devices (allowing players to
freely move around while communicating and receiving information) and public
displays (allowing audience awareness and players’ social engagement). Players
use a smartphone to locate and collect the virtual litter in their surroundings, which
should then be dropped into the correct virtual recycle bin, available for selection
when approaching the public display. Gaea raises users’ awareness to the impact
of their actions on our planet’s natural resources. It also promotes users’ physical
activity, social interaction and environmental behaviour changes. User studies
were performed, revealing encouraging results that are also described in this
chapter.
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1 Introduction

For years, human beings have been consuming Earth resources without even
thinking about the consequences of their behaviours. In order to preserve our
planet’s resources for a long period of time, we need to develop a natural equi-
librium with the surrounding environment. This balance can be achieved in several
ways, such as by recycling the waste we produce or by saving (and also recycling)
daily consumptions (like water, energy, gas or diesel) and consequently reducing
pollution. However, not all citizens are proactive in terms of recycling.

In this chapter, we show how new technologies can be used to change people’s
behaviours towards the environment. In this context, we approached three different
areas: persuasive technology, mobile computing and interaction with public
displays.

The intention of persuasive technology is to change people’s attitudes or
behaviours, or both, through persuasion and social influence (without using
coercion or deception) in an interactive way (Fogg 2003). It focuses on the study
of Human Computer Interaction, investigating how people are motivated or
persuaded when interacting with computer devices. Take, for instance, the Nike+
Running application that motivates joggers’ to do better, by presenting them facts
about previous performances and giving them words of encouragement.

Mobile phones are the most personal technology in the world, since they are
always by our side when we need them, they advise us and entertain us anytime
and anywhere we need them (Fogg 2008). Thus, through mobile systems, it is
possible to persuade users at the right time and at the right place (Fogg 2003). And
since virtually everyone owns a mobile phone, it is also possible to provide
citizens with games that engage them in social activities, alert them to environ-
mental problems and stimulate them to adopt more appropriate habits.

Finally, in order to really make a difference, we need to get the attention of a
large group of people. One way to achieve this is by using public displays, which
can contribute significantly to the dissemination of the message being conveyed,
due to their high visibility. Thus, by applying persuasive technology concepts to
mobile games, and by exploring innovative forms of interaction between mobile
devices and public displays, we can stimulate citizens to become more aware of
our planet’s environmental problems, and we can also study how this new kind of
persuasion influences people’s conscience and everyday life. To this end, we
created a mobile multiplayer game called Gaea that helps to motivate citizens to
become more responsible towards the environment, engaging them in environ-
mental preservation activities. Gaea promotes education, social interaction and
behaviour changes, by inviting players to recycle virtual objects spread throughout
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a geographical area and providing them with information about recycling. Players
use a mobile phone to locate and collect the virtual objects (litter), which should
then be placed into the correct virtual recycle bin, available on the mobile screen
when approaching the public display. Players who recycle more objects and learn
with the tips given by Gaea, will end up winning the game.

The work presented in this chapter was developed in the scope of the DEAP
project (Developing Environmental Awareness with Persuasive systems), which
was funded by Fundação para a Ciência e Tecnologia (FCT/MEC).

This chapter is organised as follows: Sect. 2 presents motivation and some
related work; Sect. 3 describes Gaea, its design process and features and the
evaluation procedures and finally, Sect. 4 presents our conclusions.

2 Having Fun While Helping the Environment

There is always a crucial challenge when creating educational or persuasive
applications: users will not use them unless they are fun and users can have a good
time using them. Thus, the prototype presented in this chapter is based on three
main goals: promote pro-environmental behaviours, foster social interactions
among users and between them and members of the audience and entertain
players.

2.1 Environmental Behaviours

The Living Planet Report 2008 (2008) shows that we are demanding too much
from our planet’s living resources, and Humanity’s Ecological Footprint exceeds
the planet’s regenerative capacity in about 30 %. If we do not balance our
consumption with the Earth’s capacity we risk doing irreversible damages. Actions
to prevent that catastrophe must be taken on a global level, making the majority of
the human beings change their behaviours in order to save, reuse and recycle the
Earth’s resources.

However, changing behaviours is not an easy task. It follows a group of prin-
ciples, concepts and design decisions that need to be applied to different types of
audiences. Steg and Vleg (2009) stated that environmental quality strongly depends
on human behaviour patterns and that individuals can contribute significantly to
achieve long-term environmental sustainability by adopting pro-environmental
behaviour patterns. They proposed a general framework for understanding and
promoting pro-environmental behaviour, comprising: (1) identification of the
behaviour to be changed, (2) examination of the main factors underlying that
behaviour, (3) design and implementation of interventions to change behaviour to
reduce environmental impact and (4) evaluation of those interventions’ effects.
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Some examples of applications that promote pro-environmental behaviours are
UbiGreen Transportation Display Boston (2009), PerCues (Reitberger 2007) and
SmartBins (Lobo et al. 2009). UbiGreen Transportation Display is a mobile
application prototype that semi-automatically senses and reveals information about
transportation behaviour, aiming at engaging users in the goal of increasing green
transportation and reducing pollution. PerCues is a persuasive system intended to
reduce pollution through the use of public transportation. If people choose to use
the bus instead of the car, the system informs users, through their mobile phones,
about the consequences of their choices. Educational games like SmartBins try to
educate users to correctly recycle waste at a predefined place and with all the
objects to be recycled at hand.

When we designed Gaea, we believed that the idea of physically walking around
a spatial (green) area, along with other users, while picking up several virtual
objects (litter) could immerse participants in an educational and enjoyable activity.
If we could take advantage of the social interactions between users playing the
game, this activity could be both fun and entertaining. As we will discuss in the next
sections, we were not wrong, as the results showed that users had a great time
playing Gaea, while becoming physically active, assimilating the environmental
information provided by the application (which induces pro-environmental
behaviours) and learning how to do a correct waste recycling.

2.2 Social Interactions

It is possible to distinguish two types of interaction with public displays: overt and
covert interaction (Kaviani et al. 2009). Overt interaction is a consequence of
using devices like a mouse or a keyboard to directly interact with a display. In this
case users’ actions can be watched by the audience, which often causes social
embarrassment, therefore discouraging user interaction with the display. Covert
interaction refers to the use of mobile phones or implicit physical movement to
interact with public displays. Covert interaction provides users with more privacy
and confidence during the interaction process. Although it does little to inform
about the interaction with the display, it still allows the audience to benefit from
the information provided by the large display. Gaea explores covert interaction, in
order to restrict direct interaction to players but, at the same time, allow the
audience to follow the game, receive environmental information and be
entertained.

Gaea’s design also followed the guidelines proposed by Rogers and Brignull
(Rogers and Brignull 2002) in order to allow the audience to easily follow the
game, and to know what they were supposed to do if they wanted to take part in
the activity.
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2.3 Entertainment

Games may influence players to take action through gameplay, as described by Ian
Bogost in his theory on how videogames make arguments and influence players
(Bogost 2007). Games simulate experiences, deliver messages and may become
rhetorical tools for persuading players. People are more willing to perform
activities when they are fun and entertaining. Through the use of scores and
statistics, it is possible to entertain and promote competition between users, in
order to motivate them to reach their goals (Fogg 2003). Whatever may be the
competition that people enter, they enter to win. They want to prove that they are
the best amongst their friends or strangers, even if they are not rewarded with
material prizes. Thus, computer technology can motivate users to adopt a target
attitude or behaviour by leveraging the human being’s natural drive to compete.
Take for instance trivia games, which became very popular in the last years in the
video game market with games like Buzz selling over 6 million copies (Eurogamer
2008). This type of game promotes social interaction and learning at the same
time. We thought that Gaea could also benefit from having a quiz, after the play
area became clean, and the evaluation results confirmed that assumption.

3 Gaea

Gaea aims to raise users’ awareness of the consequences of their actions on the
natural resources of our planet. It was designed as a multiplayer mobile game
intended to instruct, inform and persuade players to perform a correct recycling of
their wastes. Users are asked to recycle virtual objects (litter) spread over a geo-
graphical area, by using a mobile device to locate and collect those objects, which
should then be placed into the correct virtual recycle bins, which become available
on the mobile screen when near the public display.

In order to better explain how a Gaea game session unfolds, imagine a garden, a
natural park or any other open space with virtual waste scattered all over it. These
virtual objects do not really exist, but we can locate them and see them on a map
(Fig. 1) when using a mobile phone running the Gaea application.

The virtual objects (litter) are addressed to geographical coordinates (generated
by a server), and in order to pick them up the user has to go to their location. Once
near one of these objects, the user must grab it by touching the object on the map
displayed on the mobile device. Then the user must drop it into the correct virtual
recycle bin, which becomes available for selection on the mobile device when the
user approaches the public display (which is also associated to a geographic
coordinate) and faces it (Fig. 9). When the user selects the right recycle bin, he is
rewarded with points and receives recycling tips and facts. However, if he mis-
places an object, he is informed by the application so as not to make the same
mistake again, and consequently he does not receive any points or tips. During the
game, the public display exhibits all the information relevant to the players and

Playing with the Environment 51



audience, such as game instructions, a map with the virtual objects and players’
locations (so the audience knows what is going on), feedback given to the users
about their actions (if they placed the object into the correct recycle bin) and
scores, as explained later in Sect. 3.3. Also, in order to urge the users to recycle
and to inform them about the status of our planet resources, every time users drop
an object into the correct recycle bin, they receive on their mobile device, specific
information about that object in the context of our planet resources. If users mark
this information as read, they are rewarded with extra points. After the play area is
clean, a quiz appears on the public display with questions about the information
that was previously presented to the users when they recycled. The users are then
prompted to use their mobile devices to answer these questions, by selecting one of
three possible answers. The audience can also follow the quiz.

During a Gaea game session, multiple users compete and each user struggles to
recycle the largest number of objects and to achieve the best possible score. A
collaborative version of Gaea was also created, allowing teams of users to be in
charge of picking up one different type of waste (paper, plastic/metal or glass). In
this version, Gaea becomes a collaborative/competitive social activity that per-
suades a group of people to do a single action together. Obviously they are not
directly helping the environment, because they are collecting virtual objects
instead of real objects, but they are learning better ways of recycling and they are
being informed about the consequences and gains of their actions through this
activity. Gaea also stimulates social and collaborative activities and may influence
people to have the same kind of positive behaviour in their daily lives.

3.1 Using Persuasive Technology as a Design Factor

Since one of the main goals of Gaea is to promote pro-environmental behaviours,
we decided to use persuasive technology concepts to motivate and influence
people to become more environmentally responsible. Thus, during the design

Fig. 1 Gaea showing the
map of the game area
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process that devised Gaea’s features, many of the decisions taken, were based on
persuasive technology concepts, which ended in establishing the fundamental
elements of the system.

We started by analysing persuasive technologies tools (Fogg 2003). From these
concepts, four emerged as key factors to shape Gaea’s gameplay: suggestion (to
intervene at the right time and at the right place), conditioning (to give positive
reinforcement to shape complex behaviours), tunnelling (to ease the process to
perform tasks) and self-monitoring (to allow people to monitor data about
themselves).

Taking into account the previous concepts, we defined four distinctive sections
in the mobile application: Home (which allowed the users to register on the
system, as well as to read the activity’s instructions), Map (shows the location of
the virtual objects), Gaeapedia (provides information regarding environmental
aspects) and Performance (that records and presents the user’s performance).

In a subtle way, we also want Gaea to act as a persuasive media (Fogg 2003),
creating situations that reward and motivate people to adopt a target behaviour,
allowing rehearsal and showing the consequences of users actions.

Finally, the social cues taken into account when computers act as persuasive
social actors (Fogg 2003) include the physical cues (use of visually attractive
elements) and the language cues (the way applications communicate with the
users).

In the next sections, we present more details on the design decisions that helped
to shape Gaea.

3.2 Design Methodology

In order to achieve our goals, an iterative design process was followed. We
performed a user and task analysis process, and after it we developed a paper
prototype that went through two iteration cycles. Later, according to the feedback
we received from the evaluation of the paper prototype, a computational prototype
was implemented. Finally, we analysed the data obtained during the evaluation of
the computational prototype in a live environment on two different events, which
are described on Sect. 3.4.

Gaea is primary addressed to teenagers and young adults, and secondarily to
children. Obviously, older people can also participate, especially parents with their
children (which helps promoting relationships between them). The application can
also be used to support school activities, which promote knowledge towards
recycling and competition between students.

The paper prototype was an interactive paper mock-up used by participants to
execute tasks, by using their fingers to point to the several hand-drawn buttons
while they were frequently encouraged to think aloud. It was evaluated by several
users over two iteration cycles and revealed several problems, some of them
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required major overhauls of the interface, including the simplification of the
scoring and the registration systems.

In order to have a glimpse of what the paper prototype looked like, Figs. 2 and 3
show the final design of the Map sections, changed according to the user feedback.

3.3 Computational Prototype

According to the results obtained during the evaluation of the paper prototype, a
computational prototype was developed, and the following features were set:

• Three Phases. Gaea activities comprise three phases: registration, recycling and
quiz (each one of them with their own interfaces), which happen automatically

Fig. 2 Map section on the
public display

Fig. 3 Map section on the
mobile application
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by this order. Users must start by registering on the system, entering their
personal data (first and last name) or entering their Facebook account data
(e-mail and password). The recycling phase is the main and longer phase.
During this phase, users can catch virtual objects from the play area and bring
them to the recycle bins accessible when they are near the public display.
Whenever they do that, they receive information regarding the recycled object.
The virtual objects were chosen accordingly to their frequency of use at people’s
houses (based on the recycling rules of the Sociedade Ponto Verde website1).
Finally, during the quiz phase users answer several questions based on the
information provided by the system when they have placed the objects in the
recycle bins. Having individual interfaces for each phase, allowed users to be
focused on their current goal in each of these phases.

• Scoring System. There are three ways of earning points: recycling an object (100
points), marking the information provided by the Gaeapedia as read (50 points)
and correctly answering a question during the quiz (50 points). The primary
objective is to recycle the objects on the play area, therefore a higher number of
points is awarded to this action. The other two actions are also rewarded with
points in order to persuade users to read and memorise the information provided
by Gaeapedia.

• Two Play Modes. Gaea is a multiplayer game that can be played individually or
in team mode, where the score of a team is the sum of the scores of all its
players. In team mode, there are three teams of different colours (blue, yellow
and green) each one in charged of picking up the objects matching the recycle
bin of the corresponding colour.

• Object’s Locations. The virtual objects’ locations can be generated in two ways:
in a grid where each cell contains an object (at most), or by setting a different
number of possible locations for objects. The first approach is more appropriate
when the play area is a wide space with no buildings nor obstacles. In this case,
to automatically generate the grid and the virtual objects’ positions, the appli-
cation only needs to know the area’s northwest and southeast geographic
coordinates and the number of objects to be included in the activity. The second
approach is best suited when there are buildings and obstacles that do not allow
objects to be placed in certain positions. It demands the insertion of all the
possible locations where objects can be placed on the play area. Then, the
system randomly chooses the different locations, from all the possible options,
where the objects are going to appear.

• Map. To create a more immersive experience, it was decided to use a custom
map designed specifically for this application (not use Google Maps or any other
web mapping service application) to show the objects and users’ locations. On
the mobile device, the map only shows the objects’ location. On the public
display, objects and users’ location are dynamically shown in real time to

1 http://www.pontoverde.pt
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entertain and engage the audience. Also, when the compass is being used, the
map rotates accordingly to the direction the user is pointing to.

• Facebook. To try to achieve a massive number of people, an external application
was created on Facebook (allowing users to share messages about their expe-
riences on their Facebook Walls from the mobile application), as well as a
Facebook page for the DEAP project, which contained information about Gaea
and other prototypes. Shared messages were created to be tailored to a specific
person, instead of creating messages that sounded generic. This was made to
create a persuasive experience in order to achieve mass interpersonal persua-
sion. For example, the user’s score, genre and the city where the activity took
place are taken into account to personalise the message to be shared on the
user’s Facebook Wall.

The development of Gaea can be divided in its two components: the public
display (server application) and the mobile device (client application). The fol-
lowing two sub-sections detail the user interfaces of both Gaea’s components,
which provides an overview of the whole system.

3.3.1 Public Display

Regarding the design of the public display application, an overhaul of its initial
design was needed in order to encompass the dynamic characteristics of the public
display, which would help to create a ‘‘honey-pot’’ effect. These characteristics
consist on a rotating cube where each face corresponds to a specific feature of the
application: Home, Map, Instructions, State of the Game, Gaeapedia and Gaea-
quiz. As the game unfolds, the cube rotates in order to present the appropriate face
(screen) to the audience and players. The activity starts on the Home screen and as
soon as all the players set themselves as ready (on the client application), the cube
rotates to the Map screen. During Gaea recycling phase, the public display mostly
alternates between three screens: Map, Instructions and State of the Game. When
someone drops an object into a recycle bin, the public display shows the Gaea-
pedia screen, and then switches to the State of the Game screen. If it is the last
object on the play area, the public display will then switch to the Gaeaquiz, and
after all the questions have been presented, the final ranking is shown and the
activity ends. Figure 4 presents the public display screen flow.

This way we created a consistent interface with a well-defined information
flow, where players and audience could easily follow the game and predict (if they
were watching the activity for a while) what was going to be shown. Ultimately, it
led users and audience to have a better experience by learning how the activity
unfolds.

A more detailed description of some of the system’s features is presented next:

• Map. The purpose of the Map is to give users and the audience an overview of
what is happening. Users can use the Map as a strategic element to know where
the other players are, in order to choose which objects they can pick up more
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quickly. As for the audience, the Map tries to produce a ‘‘honey-pot’’ effect,
since the players’ movements can be seen on the public display in real time,
which arouses curiosity, interest and makes people socialise, by exchanging
opinions and comments about what is happening. The Map screen is depicted in
Fig. 5.

• Instructions. As mentioned in Sect. 2, it is crucial to give instructions to the
audience on how to interact on a covert interaction (Kaviani et al. 2009). So, this
feature is mainly aimed for the audience, because users are supposed to know
the instructions already (they read them on the mobile application before the
activity started). Therefore, by reading the instructions, the audience will know
how the game unfolds and what the objectives are. Figure 6 shows the
Instructions screen.

Fig. 4 Screen flow of the
public ambient display

Fig. 5 Map screen
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• State of the Game. As the name implies, this screen is meant to show the current
state of the game. The most popular information it displays is the classification,
which allows users to know where they stand in the ranking.

• Gaeapedia. This screen presents three important pieces of information. First, the
feedback about the object that the user just dropped into the recycling bin
(which allows the user to know if he dropped the object into the correct recycle
bin). Second, the object’s type (paper, glass, plastic/metal) in order to provide
the user and the audience with facts about environmental resources. And third, a
small tip about the players’ performance on the activity.

• Gaeaquiz. Is the definitive way to check if the users really read and paid
attention to the information provided by the Gaeapedia throughout the activity.
By telling users from early on, that a quiz about the information on Gaeapedia is
going to take place after all the objects have been dropped into the recycle bins,
it makes them aware that they need to pay attention to that information. This is
how we try to persuade users to be aware about the environmental topics related
with recycling. This feature works as follows: after all players have set them-
selves as ready to start the quiz, a question appears (about an information that
was presented during the activity) on the public display, and users must select
the right answer on their mobile device. If a user gets the answer right, he is
awarded with points, otherwise he does not get any. Figure 7 depicts the
Gaeaquiz on the public display.

3.3.2 Mobile Application

The client application was the component that required more time and work due to
the technology involved in the Map section (GPS, compass and camera). Its main
features include:

• Map. While on the Map section, the user can be guided in two ways, with or
without compass, to support navigation. This feature provides the users with a
better perception of the whole game environment, showing them where they are

Fig. 6 Instructions screen
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Fig. 7 Gaeaquiz screen
presenting a question

Fig. 8 Map view (user is
near an object)

Fig. 9 User recycling an
object, using the augmented
recycle bins on the mobile
phone
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and where the virtual objects are. To collect an object, the user needs to get near
the object and select it from the Map. Then, when he arrives near the public
display and wants to drop the object into a recycle bin, he just needs to rotate the
mobile device, which will activate the camera. Based on the concepts of aug-
mented reality, the user can point it to the public display and the recycle bins
will appear on the mobile phone screen. The user then selects one of the recycle
bins and the public display changes to the Gaeapedia screen, while the mobile
device shows a loading view informing the user to check the public display.
Figures 8 and 9 present some of these actions.

• Gaeapedia. In the mobile application, the Gaeapedia records all the information
provided to the user when dropping objects into the recycle bins. This information
is presented in a list, where each entry contains an object icon, environmental
information regarding the type of object (paper, glass or plastic/metal) and a mark
button. This mark button allows users to mark the information as read. It is only
enabled after a few seconds (the estimated time needed to read the information).
When one entry is marked as read, an image of a medal appears, indicating the
number of points awarded. This acknowledges the user that by marking the
environmental information as read he is being awarded with points, motivating
him to continue to do so. The Gaeapedia screen is presented in Fig. 10.

• Gaeaquiz. This feature presents users with the possible answers to the questions
proposed in the public display during the final quiz, regarding the information
presented by Gaeapedia throughout the activity. Each time a new question
appears in the public display, users can select one of three possible options on
their mobile devices to answer the question (also shown on the public display).
When all users have answered the question (or the time expires) the results are
presented on the public display. The Gaeaquiz screen can be seen in Fig. 11.

• Performance. This feature does not involve any user interaction, but it allows the
users to monitor their actions and their scores, eliminating the cognitive effort that
they would have if they would need to remember their performance. In the Per-
formance section, the following information is presented: number of recycled
objects and the corresponding points awarded, number of information items read
on Gaeapedia and the corresponding points awarded and the overall score.

3.3.3 Architecture

Gaea was developed to be compatible with iOS 4.2 (or higher) running on most
iOS devices, while the public display is compatible with Mac OS X 10.6 or higher.
Gaea is based upon a client–server architecture. This architecture fits in the two
types of settings where the activity can take place: in an area where there is a wide
wireless network (in order for the clients to connect to the server) and in an area
with no wireless network. In the first case, all the traffic between the clients and the
server is handled through the local network (LAN), while in the second one the
traffic is channelled through the Internet (WAN).
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3.4 Evaluation and Analysis of Results

After the development of Gaea, two evaluation procedures were conducted to
assess how people would use Gaea, and how they would be affected by it. The first
time we evaluated Gaea, we ran a small-scale event where we focused on eval-
uating Gaea’s concept, usability and persuasive abilities, in order to understand if

Fig. 10 Gaeapedia on the
mobile application

Fig. 11 Gaeaquiz screen
presenting the possible
answers on the mobile device
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users learnt with the game, and if they became more motivated to recycle. A
second user study was conducted later, during a large event, to assess Gaea’s
usability and gameplay. Both of these studies took place in our University campus.

3.4.1 Small-Scale Event

We set a large display during a weekday afternoon (3–6 pm) at the entrance of the
computer science department. The projection screen was 4 m wide and 3 m tall
(although the projection could not fill the entire screen), and the text was legible
from approximately 5–8 m during daylight, and 12–15 m during evening. The
projector connected to the computer running the server application was positioned
approximately 6 m away from the projection screen.

The tests took around 10 min each, and were made in groups of three or four
users (based on the number of devices available) and all the tests (except one) were
played in the individual mode, where each user played by himself. A team member
stood next to the computer to install the mobile application on the several mobile
devices used during the test sessions, to give instructions to the participants, and
also to provide assistance to any problems that users might face. Four research
team members observed the way that the tests unfolded, and how users and
audience reacted to what was happening. Figure 12 illustrates the system’s setup.

Fifteen users aged 23–44 (average of 32.2) participated in the evaluation event
(12 male and 3 female). All of them were familiarised with new technologies,
using computer, mobile phone and the Internet on a daily basis. Eleven of them
rarely use a game console, two used it on a weekly basis, one on a daily basis and
one did not use it.

As more people interacted with Gaea, more other people came along around the
display, and the rate of participation increased over time as the evening went on,
until there were not any users and audience left. In the end, the audience included
around 25–30 people (not simultaneously). Finally, at the end of each game ses-
sion, each user was asked to answer a questionnaire to evaluate Gaea’s usability
and persuasive ability.

Results and Discussion. The questionnaire presented to the users was based on
the USE questionnaire (Lund 2001). Users were asked to rate their agreement with
the statements presented using a five-point Likert scale ranging from strongly
disagree (1) to strongly agree (5). The questionnaire included questions regarding
users’ personal data, Gaea general aspects, persuasive concepts, usability, as well
as users’ opinions towards recycling and emotional involvement.

When we asked users to rate their overall experience while playing with Gaea,
feedback was very positive, demonstrating that users liked to use Gaea, that it was
easy to use and to learn. The general feedback was that Gaea did not seem
complex. Users stated that the application required few steps to perform each task,
and that each one of these tasks were easily executed, leaving no doubts about the
modus-operandi. This was intended to evaluate the tunnelling, suggestion and
conditioning persuasive concepts and the results show that the objectives were
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quite achieved. The next two statements presented to users, reflected that the
instructions given by the application were informative and useful (another
important aspect that was supposed to be studied). Finally, the response time to the
different user’s actions were evaluated, which also received a very good score.
Figure 13 shows the statements previously mentioned, and the frequency of scores
for each statement.

Next, users were asked how easy it was to use Gaea specific features. This time
the lowest score in the Likert scale meant it was difficult to use (1), while the
highest score meant it was easy to use (5). As the graph on Fig. 14 shows, the user
feedback was very positive. However, it is necessary to take into account the least,
yet, quite positive scores related with: marking the information on Gaeapedia as
read and recycling an object.

It was not clear to the users that there was a new notification available on the
Gaeapedia section, Thus, we decided to insert a new pop-up message that prompts
the users to check the Gaeapedia section, after they recycle an object for the first
time. Also, we changed the text message informing users how they need to
position the mobile phone to access the recycle bins when near the public display,
in order to be more clear.

To evaluate the users’ opinions towards recycling, the questionnaire also
included some questions on how people felt about the topics promoted by Gaea,
and whether the experience with this prototype was meaningful and motivated
them to change their attitudes and behaviours towards recycling. Based on the
results, it was possible to conclude that Gaea managed to convey the intended
message. Everyone expressed that the topics addressed by Gaea were important,
and they all think that Gaea increases the awareness for the need to recycle.
Almost all users stated they learned with the information provided by Gaea
(87 %). Most of the users (83 %) were already used to recycle before using Gaea
and stated they felt more motivated to continue recycling after using Gaea. One of

Fig. 12 System setup
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the users that did not recycle before experiencing Gaea, said that he will now start
to recycle, and another said that maybe he will start recycling.

The last part of the questionnaire was based on the Microsoft ‘‘Product Reac-
tion Cards’’ Benedek and Miner (2013) . The purpose of using this method was to
collect feedback on desirability and to measure the users’ emotional involvement
during the test. Thus, the users were asked to choose the words that best describe
their experience, from a selected set of words. Figure 15 shows the obtained
results.

The majority of users felt that Gaea was pleasant and fun, which is very
positive, since Gaea was designed exactly to encourage the audience participation.
More than half the users felt that Gaea was simple, attractive and motivating, other
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key aspects about Gaea design. Almost half of the users said that Gaea was useful
and innovative.

Preliminary Impact Test. In a first attempt to study the impact of Gaea on the
users’ environmental attitudes, one week after the user tests, we asked the par-
ticipants to answer another questionnaire. It was intended to evaluate their
behaviours and attitudes, some time after experiencing Gaea, to acknowledge if
they were still stimulated to make recycling a part of their everyday life, and if
they were still aware of the environmental issues presented by Gaea.

Once again we asked users to rate two statements using a five-point Likert scale
ranging from strongly disagree (1) to strongly agree (5). In the first statement,
86 % of the users rated the statement ‘‘Gaea increased my awareness about
the need to recycle’’ with a score of 4 or above. On the second statement, 27 % of
the users rated the statement ‘‘my motivation to recycle after using Gaea has
increased’’ with a score of 4 or above. Although positive, these indicative results
need to be confirmed by more extensive users studies.

The results of these first user studies were encouraging. After we have made
some improvements to the prototype according to the users’ feedback, further tests
were performed.

3.4.2 Large-Scale Event

During the second user studies, we wanted to focus on the primary target users and
further evaluate Gaea’s usability and gameplay. Thus, Gaea was deployed during a
large event for teenagers, an open day at our University campus attended by 7,000
high-school students. We setup Gaea in a very similar way to the previous event,
but this time we used an LCD screen instead of a projection (due to the lightning
and weather conditions). Figure 16 provides a glimpse of the setup.

Like in the previous tests, a team member also stood next to the computer to
provide assistance for any problems that users might face. Since it was expected a
higher number of participants, five research team members accompanied the users
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Fig. 15 Users’ emotional involvement with Gaea during the small-scale event
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while they were moving around to collect the virtual waste, observing and taking
notes regarding what they were doing and how they reacted.

Unlike the small-scale event, where each person used one iPhone, this time 2 to
3 persons shared an iPhone, making it a team game, where one person handled the
iPhone and the others exchanged comments and opinions. This happened because
usually friends wanted to play together and there were not enough available
devices for all of them. Although this was not planned, the ending result was quite
positive, because there was a lot of social interaction, especially during the quiz
phase, between the friends sharing the iPhone and the other friends playing against
them.

At the end of each game test session, participants were asked to answer a short
questionnaire to evaluate Gaea’s usability and persuasive ability. Thirty-seven
users aged 16–28 (average of 17.2) voluntarily participated in the evaluation
procedures (21 male and 16 female) and answered the questionnaire. Almost all of
them (92 %) were familiarised with new technologies. More than half the users
(52 %) used Facebook on a daily basis, 23 % used it weekly, 3 % used it on a
monthly basis and another 3 % rarely used it. The remaining 19 % did not use
Facebook at all. Since most people passing by the setup were groups of students,
we often had a lot of people for the same game session (either as users or in the
audience). In total, there were around 150 people in the audience during this test
sessions (not simultaneously).

Results and Discussion. This time we decided to use a smaller questionnaire
mainly because teenagers would not like to fill-in long questionnaires. It addressed
personal data, general aspects of the interface, the topics promoted by Gaea and
the users’ experience.

Users started by rating four statements, using a five-point Likert-type scale,
which ranged from strongly disagree (1) to strongly agree (5). Once again, users’
feedback was very positive (better than in the previous tests), demonstrating that
users liked to use Gaea, that it was easy to use and to learn. Like in the previous
tests, users did not considered Gaea to be complex. Figure 17 shows these results.

Fig. 16 Setup used on the
large-scale event
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Next, we asked questions about recycling, and how the experience with Gaea-
motivated users to change their behaviour towards it. Almost all users (95 %)
stated that Gaea increased their awareness regarding recycling and almost
everyone learned with the information provided (97 %). More than half of the
users (54 %) stated they use to recycle, 40 % said they recycled once in a while
and 6 % said that they never recycle. When asked whether they felt more moti-
vated to start or continue recycling, 58 % of the participants answered positively,
37 % said probably and 5 % answered negatively. Based on these results and the
ones from the previous user tests, we can conclude that Gaea has the potential to
promote pro-environmental behaviours in an effective way.

Again, based on the Microsoft ‘‘Product Reaction Cards’’, we asked participants
to best describe their experience while playing with Gaea. The results obtained
(Fig. 18) were similar to the ones we got on the first event.

The majority of users felt that Gaea was fun, pleasant and useful. Almost half of
the users had an enthusiastic experience, others felt that it was innovative and
attractive and finally more than one third felt it was a stimulating and motivating
experience.

Several participants (56 %) used the Facebook Connect to login to Gaea and
one of them even said he wanted to participate in the activity, because he wanted
to share his accomplishments on Facebook. This demonstrates that the power to
share personal achievements through social networks may, in some cases, be
enough to persuade people to participate in an activity or perform a specific action.
The remaining 44 % participants did not use Facebook, due to several reasons:
they did not have a Facebook account, confidentially reasons or slow authenti-
cation. The participants’ posts on Facebook, during the week after this event,
resulted in 1510 views on our project’s page.

Regarding the observations that we took during the event, participants were
very enthusiastic during the activity, and they were very competitive, running
through the game area to collect the virtual garbage, laughing and teasing each
other. This was a clear sign that they were having fun and committed to recycle the
objects, in order to achieve the best possible score. Also, the quiz phase made it
possible to instruct and inform the players and the audience about the conse-
quences and gains of recycling. Moreover, we observed that players and the
audience following the game interacted and socialised constantly. We also noted, a

43% 16% 5%

3%

3%

5%

22%

22%

19%

5%

14%

75%

78%

90%

0% 20% 40% 60% 80% 100%

Initially Gaea seemed 
complex

Gaea is easy to use

Gaea is easy to learn

I liked to use Gaea
Score: 1

Score: 2

Score: 3

Score: 4

Score: 5

Fig. 17 Evaluation of general aspects of the system during the large-scale event

Playing with the Environment 67



high enjoyment between groups of friends, when someone would correctly answer
a question and the others would not. Gaea also seems very appropriate as a school
activity, allowing a large number of children to play, interact, exercise and learn.

4 Conclusions

This chapter describes the use of persuasion technology through mobile phones
and public displays. It presented a prototype, called Gaea, which introduces an
innovative way of playing a multiplayer game by exploring the interaction
between mobile devices and public displays. Through the detection of users’
locations and actions on a specific geographical area, Gaea seeks to exploit a
natural environment, to promote users’ physical activity and social interaction.
Gaea applies the concepts of persuasion technology with the intent of affecting
human attitudes and behaviours towards a better environmental consciousness.

Gaea is a persuasive location-based multiplayer mobile game, which prompts
people to recycle virtual objects on a specific geographic area in a fun and
appealing way. During the evaluation events, almost everyone felt enthusiastic and
had a good experience playing with the game. Gaea also foments social interaction
between users and members of the audience, and allows the dissemination of
information to a large number of people, through both the public display and the
Facebook.

The evaluation results were very positive and promising, regarding both the
gameplay and Gaea’s persuasive ability. By structuring Gaea in three different
phases (registration, recycle and quiz), each one with specific goals and user
interfaces, members of the audience and users followed the game in a clear way.
The distribution of the information presented on the different devices (mobile and
public display) helped to keep the players and the audience informed and engaged.
For example, the instructions were presented both on the mobile device and the
public display, which played a crucial role to guide users and to inform new
members of the audience about what was happening.

81%

35%

87%

46%45%

10%

49%
35%

20%

60%

0%
20%
40%
60%
80%

100%

Fig. 18 Users’ emotional involvement with Gaea during the large-scale event

68 P. Centieiro et al.



Although it is difficult to evaluate behaviours since they are complex and non-
linear, we believe, from the feedback we had, that Gaea can help to shape people’s
attitudes and behaviours towards a better environmental conscience.
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Designing Mobile and Ubiquitous Games
and Playful Interactions

Paul Coulton

Abstract Marshall McLuhan famously said in his 1964 book The Medium is the
Message, We become what we behold. We shape our tools, and thereafter our tools
shape us. In a relatively short time, video games have become a major feature of
our cultural landscape that extend beyond the games themselves such that their
aesthetic, iconography and operation are being reflected in the other more estab-
lished forms of media: film, books and television. This chapter explores the rapidly
growing field of mobile and the often associated field of ubiquitous games which
are contributing significantly to the cultural spread of games by: opening up new
markets, facilitating new player demographics and creating exciting new forms of
game play, which will undoubtedly have a significant impact on future society.

Keywords Game � Design � Play � Interaction � Mobile � Ubiquitous � Sensors

1 Introduction

Since their appearance in the early 1990s mobile phones have become a ubiquitous
consumer device with over six Billion phone subscriptions worldwide; this equates
to 75 % of the worlds population having access to a mobile phone (World Bank
2012). This rapidly growing user base, combined with the increasing availability
and range of data services on mobile networks, has resulted in the mobile phone
becoming the main computing device for the majority of the world’s population
(World Bank 2012). As mobile phone functionality has increased, so has the
evolution of operating systems (OS) to facilitate the creation and installation of
applications from third party developers (Coulton et al. 2005) such as games.
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Games on phones have come a long way since Taneli Armanto programmed a
version of Snake for Nokia phones in 1997, and now constitute a significant
proportion of the overall games market. For example, of the 43,000,000 h a day
spent gaming in the UK 15 % of this is on mobile phones (http://newzoo.com).
Whilst the early days of mobile gaming were largely characterised by recreating
many of the games developed for the first home computers, i.e. BBC micro and
Sinclair Spectrum or the early consoles such as the Atari 2600, we have seen them
become the dominant platform for ‘ubiquitous games’ research that seek to offer
new gaming experiences that go beyond the traditional console experience. These
new forms of games often take advantage of not only the wide range of connec-
tivity options, such as WiFi and Bluetooth, alongside commonly available sensors,
such as multiple cameras and the microphone, but also an increasingly sophisti-
cated range of on-board phone sensors, such as Global Positioning System (GPS),
accelerometers, magnetometers (digital compass), Gyroscopes and Near Field
Communications (NFC). These sensors have facilitated one of the primary drivers
for mobile and ubiquitous games in the research community which is related to the
inclusion of context awareness (Abowd et al. 1999), although such context aware
games have yet to make any significant in-roads in the commercial environment.
Other research games are more concerned with exploring new game design
techniques and generally seek to expand the viewable game space on the screen
into our lived reality and are the primary focus of this chapter. Whilst these games
are often described as ubiquitous games, terms such as mixed reality, augmented
reality, alternate reality, pervasive games, location-based games, big games and
urban Live Action Role Play (LARP) (to name but a few) are often used to
differentiate certain aspects of such games. In the following section, I will consider
some of the most commonly used terms to provide further insight into the field.

1.1 Ubiquitous and Pervasive Games

The notion of ‘Ubiquitous Games’ has its roots within the ubiquitous computing
movement that grew from Mark Weiser’s vision paper in which he proposed the
disappearance of computing into the background of everyday objects (Weiser
1993). Since the concept offers such a broad range of possibilities, we have seen an
array of terms to describe activities such as ambient, physical, wearable, for
example, although the majority would still be encompassed within the general field
of ubiquitous computing.

Whilst games have often been created as part of the ubiquitous computing
research agenda (Magerkurth et al. 2005) these have largely been used to illustrate
particular hardware and software research platforms or the interactions with these
platforms, rather than those that are explicitly considering these new forms of
game play (Nieuwdorp 2007). The alternative view to this technological per-
spective is to consider these games from a cultural standpoint (Nieuwdorp 2007)
which has led to the field of pervasive games. Although this term was also
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originally used from a technological stance, and almost interchangeably with
ubiquitous games, it has emerged as a term used to describe a range of games that
extend and blur the spatial, temporal and social borders of the game spaces
(Montola et al. 2009). One of the most vocal commentators in this area is Jane
McGonigal, argues that a great many of these games are, in essence, a rhetorical
medium for furthering hardware and software research agendas (McGonigal
2006). For McGonigal, pervasive games are disruptive experiments that challenge
the concepts of games, play and everyday life (McGonigal 2006). Although she
views technology as an oft used enabler for this disruption, for many of the artists
currently developing such games the technological element is lost and the games
produced are predominantly performance based and more readily resemble urban
LARPs. As this chapter is primarily concerned with the technological aspects of
these games and the definition previously provided by Montola et al. arguably falls
into the trap of the magic circle myth (Coulton and Wilson 2012), in that it
assumes the boundaries of most games are impermeable to elements outside the
game space, I would align with Nieuwdrop in that we should first decide what
makes a game pervasive? (Nieuwdorp 2007) before making this distinction.
Therefore, I have chosen to use ubiquitous games as a general descriptor for the
many of games within this chapter.

1.2 Mobile Gaming

Mobile, in many respects, is an overused term and the term mobile game is most
commonly used to describe games that run on a mobile phone. However, the
International Telecommunications Union (ITU) definition, states, the term mobile
can be distinguished as applying to those systems designed to support terminals
that are in motion when being used. In other words, unless a game on a mobile
phone uses a connection as part of the game, there is a strong argument that it is
essentially a hand-held, portable or nomadic game. In this chapter, we will use the
term in relation to games that run on a device which is capable of operating as a
mobile phone as the term is commonly used in both academia and industry and as
all the ubiquitous games presented in this chapter use mobile as their primary
platform we could use these terms almost interchangeably.

1.3 Location-Based Games

A specific class of mobile games results from the personalisation of mobile phone
applications using location has become commonplace; whether it be for mapping
and routing applications, or used as a filter to provide the most relevant infor-
mation based on the users current location. Games were one of the first systems to
demonstrate the role location can play in a mobile service and a Location-Based
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Game (LBG) is one in which the game play evolves or progresses relative to
players’ changing location (Rashid et al. 2006; Coulton et al. 2010; Lund et al.
2010). Thus, LBGs almost always support some kind of location sensing and the
accuracy of this sensing is highly dependent upon the technology used.

Although we often consider providing the location of a mobile user as a recent
problem, in fact, every generation of mobile phone system has effectively tracked a
user’s whereabouts at the cellular level. Each cell site has a unique Cell-ID that
enables the system to locate a mobile user so that it can route calls to the correct cell.
To obtain higher degrees of accuracy other techniques treat location finding as a
relative exercise. In other words, the location of the mobile user is estimated against
a known framework. This framework could be the locations of the base stations of a
mobile phone network or the satellites of the (GPS). An alternative approach is to
ascertain location from the user’s interaction with objects whose location is known,
thus, the location of the users can be implied. The interaction could be proximity
within a physical area using communication technologies such as WiFi or Bluetooth
or down to object level using one of the various forms of two-dimensional (2D) bar
codes, such as QR codes or Radio Frequency Identification (RFID) tags. Over the
years all of theses techniques have been used within location-based games (LBG)
(Rashid et al. 2006).

2 Developing and Distributing Mobile Games

With the increase in mobile phone subscriptions, the ever-decreasing costs of
hardware and mobile data connectivity, coupled with the lower barriers to entry for
developers, the mobile phone makes a very appealing platform for games. How-
ever, this still leaves a variety of development options to be considered. These
options primarily relate to restrictions imposed by different modes of app devel-
opment and, whilst the purpose of this chapter is not to provide an overview of
these alternatives, it is useful to consider the main differences. A ‘native’ app
refers to an application built using the tools and languages that are compiled using
the system native machine code and generally this offers the best performance for
graphically intensive games. A ‘mobile web’ app sits on a server and is accessed
via the phones web browser and is essentially independent of the phones OS. An
‘interpreted’ app is where the code is interpreted at runtime, whilst a ‘hybrid’ app
is an application that is neither native nor web. These hybrid apps use a mobile
WebKit to render the user interface (UI) through the phones native browser but
they also have access to some device features unlike purely mobile web apps.

Notably, in the years since it was introduced, the iPhone has had a significant
impact on the way we buy and play games. Although there have been earlier
examples of what we define today as an ‘App Store’, the iPhone undoubtedly was
the first commercially successful version. In this section, I will look at how app
stores operate and what this means for researchers who may wish to use them as an
experimental platform.
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2.1 App Stores

Initially distribution channels were limited for mobile games developers, due to
restricted availability through operator portals or aggregators using systems that
had their roots in the ring-tone and wallpaper markets built around Short Message
Service (SMS) payments and Wireless Application Portal (WAP) push (Garner
et al. 2006). As these channels generally required a commercial working rela-
tionship with the companies operating portals they were effectively closed to many
small mobile development companies. This often led to many researchers having
to make applications available through their own websites and hoping for a ‘viral’
uptake to occur. Things improved somewhat with the emergence of aggregator
sites such as GetJarTM (initially targeted at Java Micro Edition (JME) applications
but now one of the few stores offering Apps for the majority of platforms), which
allowed free Apps to be shared easily by researchers and small developers. In the
early days the main difficulty with such services was the collation of data relating
to applications. This was often marred by others users of the site ‘high-jacking’ an
application rising in popularity by re-posting it on the store in an attempt to drive
traffic to some particular web service (Chehimi et al. 2008).

When the Nokia WidSetsTM platform appeared in 2006 it was the first adopter
of what would now be considered as ‘the App Store approach’, made famous by
Apple for its iPhone and more recently the Android Market. These characteristics
being the simple search, installation, and rating of applications for and by the users
and the ability for developers to easily push new versions of the applications to
those users (Coulton and Bamford 2011).

2.2 Apps and App Store Life Cycles

In February 2009 the mobile analytics company Pinch Media released various
metrics relating to the download of 30,000,000+ iPhone applications. They found
that by appearing on the Top 100 list, applications would receive 2.3 times more
downloads on average and often an order of magnitude higher for the Top 25 and
Top 10 list. This highlights that while platforms such as iPhone make it possible to
easily search or find any application within the library, the important aspect in
gaining new users is through curation of the apps by content managers whose
recommendations and suggestions greatly affect an apps likelihood of reaching the
Top ‘n’ lists for popularity and ratings (Coulton and Bamford 2011).

Significantly, the research also showed that most mobile applications have a
relatively short shelf life, with on average less than 25 % of users returning to the
app 1 day after download, dropping to around 5 % after 30 days (Coulton and
Bamford 2011). The category to which an application belongs also seems to have a
strong effect on return rate—applications that are typically more dynamic, e.g.
sports (results, league tables, etc.) and entertainment apps fared better than games,
utility and lifestyle applications.
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This suggests that the range and depth of content on platforms is as important as
personalisation. In other words, users want to experience a wide range of content,
but only a relatively few applications become part of their daily activity (Coulton
and Bamford 2011). This represents a significant design consideration for
researchers creating mobile applications (Coulton and Bamford 2011) if they are
not simply testing a one off interaction but are trying to evaluate longitudinal use.

3 Mobile and Ubiquitous Game Play

Although the demographic of mobile gamers is different to that of console gamers,
they are still often simply divided into the two traditional broad categories used by
the games industry, that of casual gamer and hardcore gamer. It is worthwhile
considering the popular profiles of hardcore and casual gamers, as they are
undoubtedly influencing industry expectations about the mobile gamer (Bamford
et al. 2006).

Hardcore Gamers:

• Purchase and play many games;
• Enjoy longer play sessions and regularly play games for long periods;
• Are excited by the challenge presented in the game;
• Will tolerate high levels of functionality in the user interface and often enjoy

mastering the complexity;
• Often play games as a lifestyle preference or priority.

Casual Gamers:

• Buy fewer games, buy popular games or play games recommended to them;
• Enjoy shorter play sessions—play in short bursts;
• Prefer having fun or immersing themselves in an atmospheric experience;
• Generally require a simple user interface (e.g. puzzle games);
• Consider game playing as another time-passing entertainment like TV or

films.

It is often assumed within the games industry that casual gamers form the
majority of mobile gamers although I believe this is an over simplification, as the
nature of the mobile environment is a major contributor to the formation of gaming
habits. There is a strong argument that the game industry must establish new
definitions specifically for mobile. For example, in an interview for the Game
Daily Biz in February 2006, Jason Ford, then General Manager for Sprint Enter-
tainment, suggested two specific types of hardcore mobile gamer:

• First there are the ‘cardcore’ mobile gamers. These are people who play
casual games in a hardcore fashion. The type that might spend hours and
hours trying to get a Bejewelled high score but don’t own a gaming console.
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• Second is the ‘hard-offs’. These are your more typical hardcore gamers,
who are playing off their normal platform. They’re the type more likely to
check out the mobile version of a hit console title, because they know and
like the brand.

3.1 Single Player

Single player games or games where the same platform was shared to produce a
two-player game dominated the early arcades and consoles as connectivity
between devices presented significant challenges. This started to change with the
emergence of the internet and games quickly developed to support multiplayer
gaming to such an extent that, at its height in 2010, Blizzards Entertainments
Massively Multiplayer Online Role Playing Game (MMORPG) World of Warcraft
had 12 million players. Whilst multiplayer games have proved increasingly
popular with the gaming public the majority of players on mobile games still tend
to be for a single player, due both to the physical constraints of the platform
(e.g. battery life, screen size, processing power, etc.) and the networking issues
highlighted in the following section.

3.2 Multiplayer

There are a number of issues relating to multiplayer gaming on mobile that pri-
marily come from networking and the nature of mobile gaming:

• Mobile game playing tends to be spontaneous rather than planned and is
often used to fill spare moments resulting in short game sessions. Therefore,
this characteristic must be at the forefront in the design of the lobby systems
where players are able to find opponents and join or create games.

• Another big issue is how do systems handle users dropping out of games due
to either accidental loss of connectivity (such as loss of signal while going
through a tunnel) or deliberate disconnection to perform another task (such as
answering a call). Scoring systems in particular should not encourage
deliberate dropouts.

• Network latency can be as high as a few seconds in mobile, which is too long
for the majority of fast action multiplayer games.

The other significant possibility for networking multiplayer games is to
utilise Bluetooth, although this requires the players to be in close proximity
and the number of devices that can be supported is typically limited to around
4 or 5.
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3.3 Social Games

Social games often refer to a game that is being played as primarily a means of
social interaction rather than competition. Typically, these games have a simple
user interface, are easy to understand and often utilise a player’s social graph as a
resource within the game to help spread awareness of the game. This linkage
means that these games can spread remarkably quickly, for example, the game
Draw Something saw, at its peak, 83 million active players only 8 months after
launch. Although such social games are currently in vogue we do not yet know if
they will maintain long-term engagement amongst players.

4 Game Interactions

Traditionally, games interaction on mobile phones was either limited to the
number pads or in some cases a small joystick or track pad. In this section, we
consider new forms of interaction made available through both the increasing
number of sensors available on smart phones and an increasing array of Bluetooth-
enabled sensing peripherals that can easily be coupled to such devices.

4.1 Touch

When playing games that depend upon touch, movements on tablets or phones is
the main design consideration, in that the touch points are within easy reach of the
player and that in doing so the user does not obscure the screen for any extended
period of time. Specifically, touch points are reported to the developer as (x, y)
coordinates from which the game logic is used to determine what action should be
taken. Note in some operating systems orientation and size of contact is also
available. The number and size of the touch points that are detected depend upon
the actual devices being used. Typically, the size range begins at a minimum of
5 mm and, in the case of iPhones/iPads, they can detect changes in size of
approximately 1 mm increments. The number of concurrent touch points that can
be tracked at any one time is also limited by the specific device, in terms of
iPhones they are limited to five concurrent touch points, iPads are limited to 11.
Note, that due to fragmentation of Android device capabilities, that range varies
significantly from a minimum of two touch points upward.

Whilst capacitive touch screen phones and tablets are increasingly becoming
one of the main forms of gaming platform, the nature of the touch interface and the
lack of physical feedback are seen as limitations and in the section on Tangibles I
present opportunities to address these issues.
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4.2 Accelerometers

Although accelerometers are now commonly used in games on smartphones (one
of first devices to contain such technology the Nokia 5500 sports phone), they were
mainly used as a pedometer and speed/distance tracker for various exercising
purposes (Vajk et al. 2008). The Nokia 5500 phone, in fact, provided the platform
for some of the earliest studies in creating accelerometer-based games on mobile
phones (Gilbertson et al. 2008). Typically, phones utilise 6 g accelerometers, that
is, it can detect acceleration forces with a magnitude of up to six times that of
earth’s gravity. Typically, the accelerometer outputs three 12-bit signed data
values that correspond to three phone axes (x, y, z). The limitation of 3-axis
accelerometers is that they cannot detect rotational movement around the vertical
axis (Vajk et al. 2008) (as this does not produce a change in the affects of gravity)
and one of the reasons why magnetometers and gyroscopes have appeared on
smartphones to enable the detection of a greater number of degrees of freedom
including rotation.

4.3 Global Positioning System

Before GPS was integrated into commercial devices it was originally developed by
the US military for defence purposes and is based on a system of 24 satellites that
orbit the earth. A GPS receiver can triangulate its position as long as at least three
satellites are visible. Typically, accuracy is around 2–10 m, although higher
resolutions can be achieved. As the cost of GPS hardware continues to fall and
GPS positioning remains a free service to consumers, integrating GPS hardware
technology into smart phones is now commonplace, such that its almost consid-
ered a standard feature of the Smartphone. However, GPS has a number of
operational limitations, such as poor operation in urban environments and inside
buildings due to the requirement that mobile users be in view of the satellites, and a
slow location acquisition time in the region of 10–60 s. To reduce the impact of
these constraints, a hybrid solution ‘Assisted GPS’ (A-GPS) using WiFi access
points or Cell-ID is often provided as a backup (albeit with lower accuracy).

GPS is now incorporated into the mobile’s OS allowing for easy incorporation
of photo geo-tagging, navigation, geo-tagged social networking updates (i.e.
tweets and check-ins) into a variety of applications. Check-in services like four-
square use GPS and A-GPS to allow users to indicate their presence at venues
although the inaccuracies of this approach allow the system to be easily abused
(Nandwani et al. 2011a).

One way to deal with the inaccuracies of the positioning technology used when
designing LBGs is to adopt a seamful design approach (Broll and Benford 2005),
whereby the inaccuracies become a feature of the game, as for example in the Tron
Light Cycles inspired game MarshOTron (Lochrie et al. 2011). The primary
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concept of MarshOTron is for players to create the longest light trail across the
map using their light cycles (player’s physical movement). This is achieved by
augmenting their own physical position as an individual player marker on top of a
fixed, pre-defined, futuristic styled map, overlaid by rows and columns made up of
individual squares making as shown in Fig. 1. The game starts when all four
players elect a different coloured light cycle (red, green, yellow or blue) and they
physically move to their ‘home’ square. Game play involves player movement to
initiate the light trails represented as captured coloured squares in the players
colour on their mobile phone. In order to light up squares a player must occupy
that square for 15 s. If a player re-enters a square they have previously captured, or
is occupied by the light trail of another player, they are eliminated from the game.
The game is finally complete when there are no active players left in the game and
is won by the player who lights up the most squares. The seamful aspect is the use
of squares that are an area rather than a specific location allowing for any inac-
curacies in the GPS Fig. 2.

4.4 Compass (Magnetometer)

Ever since Egenhofer (1999) envisioned various forms of spatial information
appliances they have generated considerable interest due to their natural mapping
of a technological solution to existing human practices. Although Egenhofer
described a number of possible devices, it is the geo-wand (a device to allow users
to identify nearby points of interest (POI) by simply pointing at them) that cap-
tured the imagination of many. Such devices are now readily realisable with the

Fig. 1 MarshOTron GPS Game Interface
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recent appearance of commercial mobile phones with inbuilt GPS, 3D acceler-
ometers and magnetometer (generally described as a digital compass) (Zhang and
Coulton 2009). Similar to accelerometers, a magnetometer will typically provide
directional information on three axes (x, y and z) and although direction can be
derived from these three axes, phones often also supply a single reading of angle
from North. This more natural interface offers interesting possibilities, particularly
for LBGs. For example, in the game They Howl, direction had to be used
collaboratively by the wolf pack to try to ascertain the location of the rabbit
(Zhang and Coulton 2011) as shown in Fig. 2.

4.5 Camera

It seems rather quaint now to look back to the time when we used to specifically
refer to camera phones as though they were special devices, now that a camera is
arguably a standard feature on all mobile phones. The usage of the phone camera
technology and photography within game play has had varying success and here
we consider two distinct approaches in mobile games; using the camera to take
photos and using the camera’s viewfinder to augment objects over the physical
world.

4.5.1 Photos

In terms of mobile gaming we are seeing photography integrated as a method of
game play in a variety of ways. Some games have used photos as a method of
collaborative user-generated content (Lund et al. 2011) or as a method of confirming

Fig. 2 They howl: GPS and
compass game interface
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a player’s actions (Tuulos et al. 2007; Lochrie et al. 2010). For example, Big Game
Huntr requires players to capture photographs of specified objects or actions in
specific zones to gain the optimum number of points (Lochrie et al. 2010). The game
itself is played using a mobile phone and is accompanied by an online web interface
that allows players to design their own game and interact with the community. The
following Fig. 3 shows the different interpretations of four clues during a game
played on 18th March 2010 (Lochrie et al. 2010).

Fig. 3 Player photographs from big game huntr
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4.5.2 Augmented Reality

Augmented Reality (AR) is a real-time view of a real-world environment which is
augmented by virtual objects that are contextually situated within the scene. In
terms of mobile AR it is normally classified through the method used to obtain a
reference plane in the real world from which the camera pose can be obtained,
thus, allowing the virtual objects to be rendered onto the scene. These methods can
be sub-divided into sensor- and vision-based approaches.

Sensor-based approaches take advantage of increasing numbers of sensors on
mobile phones such as GPS, accelerometers, magnetometers and, recently, gyro-
scopes on commercial mobile phones. Combining the readings obtained from such
sensors allow the position and orientation of the phone camera to be estimated.
Such systems are relatively easy to implement and are the basis of many of the AR
browsers such as Layer (www.layar.com) and Wikitude (www.wikitude.com). The
main issue with sensor-based techniques is that accuracy is relatively crude which
limits the contextual sensitivity of applications developed using this method.

The simplest and most widespread of the vision techniques involves the use of
2D fiducial markers to provide a pose estimate relative to the environment
(Henrysson et al. 2005). The problem with this methodology is that the low quality
and narrow field-of-view of many mobile phone cameras cause significant issues
when tracking markers in a real-world environment and, when coupled with the
practicality of covering real-world environment with such markers, limits the
possibility for widespread use.

The alternate approach is natural feature tracking which remedies this problem
by using features within the environment to produce the reference plane, although
this comes at the expense of high CPU processing which is always an issue when
implementing mobile AR. Whilst there have been a number of systems developed
using natural feature tracking on mobile devices (Wagner et al. 2008), they require
a priori knowledge of the environment. This a priori knowledge allows for a
reference map of the environment to be created offline from normal use. Recent
research has shown that Simultaneous Localisation and Mapping (SLAM) tech-
niques, originally developed for robot navigation, can be successfully applied to
natural feature tracking and positional estimation (Davidson et al. 2007). This
work was extended (Klein and Murray 2007) to demonstrate that localisation and
mapping could be considered independent, parallel processes, providing signifi-
cant increases in both the accuracy and robustness of hand-held AR. Whilst any
further developments for mobile markerless AR is on-going a significant amount
of research is required in adapting SLAM techniques to mobile phones.

As an example of the use of AR, consider the following application of the
‘scARecrow Time Machine’; created to represent the engagement of the Lancaster
University with residents of a small rural village that has become a ‘living lab’
over the last 10 years. The application provides a playful way for families to
explore the village in both space and time through its main cultural event, the
annual Scarecrow Festival.
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As the application created in this research is to be used outdoors in the village
where the buildings are generally well spaced and not above two stories in height,
a sensor-based system was deemed most appropriate. In terms of the application
design, it was decided that only an AR view would be provided and not combined
with a traditional map view as in many AR POI applications. This was done in
order to evaluate the design challenges that must be considered if AR navigation
becomes commonplace for pedestrians through either phones or AR glasses. One
of the design challenges is to provide a sense of depth (distance) within the AR
view. To this end, a number of common art techniques for adding perspective to
2D visualisations have been utilised as shown in Fig. 4a and together these go
beyond the primary use of size and scale in the majority of geo-spatial AR
applications. The grid provides linear perspective by creating a vanishing point,
which is enhanced by adjusting the size and scale of the scarecrow icons that also
utilise atmospheric perspective by adjusting their transparency. To avoid clutter
within the AR view the scarecrow icons traverse along three horizontal lines that
represent distance ranges as the phone is rotated. The only distance shown is that
from the user to the closest scarecrow, which is shown by a different coloured icon.
When the user gets within 5 m of the position the icon changes to a fully fledged
scarecrow and the photo button is activated as shown in Fig. 4c. The photo view is
also an AR view, shown in Fig. 4d, and shows the name of the scarecrow, its
builder, the year it was made, alongside a photo of the scarecrow. The image is
deliberately set to one side to allow the user to take a photo that could include
themselves, their family or friends, or indeed the current scarecrow alongside the
image. These users’ photos are stored in the list view, shown in Fig. 4e, which is
accessible from the main screen and provides a history of the users’ interaction
shown in Fig. 4f. As an important aspect of the project is to, ‘tell the story’ of the
project to a wide audience, the application can also be used outside the village of
Wray. The application uses a geo-fence around the village so that if a user is inside
the fence the scarecrows are shown in the actual location where they appeared,
otherwise they are randomly distributed around the users’ location.

Fig. 4 a–f: Screen shots from augmented reality application scarecrow time machine
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4.6 Audio

Sound is generally acknowledged as an important factor within games not only in
providing feedback on player’s actions but also contributing towards layers of
immersion within the game. The majority of audio games thus far have been
developed as ‘blind accessible’ games, for example, Multi User Dungeons and
versions of Quake and Doom (Friberg and Gärdenfors 2004). However, more and
more game developers are actively seeking to adopt sound as their central medium,
for example, rhythm action games such as Konami’s Dance Dance Revolution and
the Nintendo DS title, Rhythm Heaven. Despite the fact that mobile phones provide
extremely good sound facilities and limited displays, we have seen relatively few
that have utilised sound as the main driver, but of these, many have linked it with
movement such as Songs of the North (Rashid et al. 2006) which used GPS, and
Mobslingers (Clemson et al. 2006) which used Bluetooth, although, I would note
that a number of outdoor audio use mobile and GPS to trigger audio descriptions at
defined locations. However, we have recently seen audio-driven horror themed
games appear on iOS, with Pape Sangre and Nightjar developed by Some-
thin’Else, using binaural sound to create immersion. Given that many smart
phones now provide the hardware functionality required to produce sensor-based
AR there would seem significant opportunity to link binaural sound with move-
ment through 3D space to produce innovative gaming experiences.

4.6.1 Speech

Speech control for computing devices has always been attractive as a form of user
input as it releases us from the abstraction of other forms of interface. The most
significant use within the games world has come through the Kinect from Microsoft,
which originally centred on control of the Xbox console but has now seen integration
in games such as Skyrim. The use of speech recognition technologies for controlling
mobile functionality has also received considerable interest of late with the intro-
duction of the natural language user interface Siri on the Apple iOS and the more
recent Google Now on Android. In relation to games, as the APIs have yet to be
released for these products we have not seen any games employing this technology
specifically, although the iOS game Pah is a novel attempt at a voice-controlled
game. Pah is a voice activated game and requires you to hum to fly your spaceship
higher and shout Pah! in order to shoot oncoming asteroids.

4.7 Haptics

Haptics can be defined as relating to, or based on, the sense of touch and is of
interest in mobile as it can be used to replace elements of a Graphical User Interface
(GUI) thereby reducing the cognitive load on the user (Heikkinen et al. 2009).

Designing Mobile and Ubiquitous Games 85



Whilst complex haptic modalities have been used in different ways to code infor-
mation, e.g. temporal and spatial parameters (Heikkinen et al. 2009) it has primarily
been considered in games as either a form of feedback or alert to relay information
to players. Given the current proliferation of touch screen devices, there is
considerable research being performed into how haptics can be incorporated within
these devices to provide much needed feedback to the user. Such technology will
undoubtedly provide beneficial for games, as one of the major criticisms of touch-
based control is that without haptics all feedback must be displayed visually which
on a small-sized screen is problematic.

4.8 NFC

NFC is an interface and protocol that sits on top of Radio-Frequency Identification
(RFID) and allows easy transfer of data from one device to another. Even though
NFC has been around for some time it is only recently that we are seeing it
integrated within a wide range of mobile phones. In mobile phones, its uses are
primarily defined around making it simpler to perform transactions, device pairing
and exchanging digital content. Aside from phones, Nintendo has recently
incorporated NFC into the new Wii U game pad and they have highlighted
potential uses such as incorporating play cards and figures as NFC-enabled objects
within games.

Mixed reality mobile gaming using NFC as a method for defining location and
making physical contact with objects was explored in the early days of mobile
NFC by Rashid et al. (2006) who created the novel game PAC-LAN, which was a
physical mobile LBG adaptation of the arcade classic Pac Man (Fig. 5). This work
was extended by Nandwani et al. (2011b) to consider direct player-to-player
interaction using NFC-enabled phones.

Thus far, there has been few commercial uses of NFC for games, no doubt due
to the lack of consumer devices that incorporates the technology, although, a
version of Angry Birds was created for the launch of the Nokia C7 device which
allowed special levels to be unlocked by two of these phones together.

4.9 Tangibles

In terms of Tangible User Interface (TUI) for games, this is primarily achieved
through physical game pieces or specialised controllers. These TUIs can be
defined as providing a physical form of digital information and facilitates the
direct manipulation of the associated bits and should posses the following attri-
butes (Ishii 2008):
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• The form of objects should encourage and support spatial manipulation.
• Object affordances should match the physical constraints of the object to the

requirements of the task.

The original concept of affordance was conceived by Gibson (1977) to define
the actionable properties between the world and a person and was most notably
developed by Norman (2002) who divided affordance between real and perceived.
In particular, he used this as a means of distinguishing between the properties of an
object that are controllable by a designer. In the case of real objects, both the real
and perceived affordances are controllable, whereas for screen-based interaction
generally only the perceived affordances are under the control of the designer as
the computer system comes with built-in physical affordances (Norman 2002).

An additional consideration for games is what Juul (2009) describes as mimetic
interfaces in relation to casual games, like Wii Sports and Guitar Hero. These
games require players to perform actions that closely resemble the physical
activity required by the avatar on the screen. These interfaces make games easier
for players less familiar with the more ‘traditional’ configuration of game con-
trollers utilising buttons and joysticks to pick up and play casual games. As Juul
describes, the requirement for players to strum the guitar controller in Guitar Hero
requires no explanation as most would be familiar with the image of a music artist
playing a guitar (Juul 2009).

Whilst mimetic interfaces might suggest they are the same as Natural User
Interfaces (NUI) the definition offered by Wigdor and Wixon contradicts this
assumption in that they suggest, ‘‘natural refers to the user’s behaviour and feeling
during the experience rather than being the product of some organic process’’, and

Fig. 5 Screenshots of 2013 version of NFC game Pac-Lan
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indeed suggest a natural experience ‘‘is NOT best achieved through mimicry’’
(Wigdor and Wixon 2011).

An interesting extension to this classification debate is the emergence of game
interfaces using real-world artefacts such as the game Rocksmith from Ubisoft.
The game comes with a cable that allows players to plug their own guitar into an
Xbox 360�, PlayStation�3 or PC. In addition to the expected song tutor activity,
the systems also provide a ‘Guitarcade’ of mini games that are designed to
practice-specific techniques.

In terms of using physical game pieces to augment virtual games, much of the
research has been concerned with augmenting tabletop games. However, a recent
commercial game, Skylanders: Spyro’s Adventure by Activision, augments a tra-
ditional role-play adventure game for all the main consoles. A player is provided
with a ‘portal’, an RFID reader that connects to the console via USB or Bluetooth
(a special Bluetooth Low Energy (BLE) version is now available for iPhone and
iPad), and RFID-enabled game pieces. The game pieces are either character
avatars that can be swapped on the portal to change the player’s current in-game
character (character movement is through the standard console controller) or spells
and potions to enhance character performance (Coulton 2012).

In terms of physical games pieces for touch-based phones and tablets, there are
two main approaches; one using active games pieces (Yu et al. 2011) that require
their own power supply, or passive designs that use the natural conductance of the
human body (i.e. Burnett et al. 2012) as shown in the Fig. 6. Burnett et al. created a
game based on the arcade game Air Hockey and the classic Atari video game Pong.
In both games the player controls a mallet and competes against another player
controlling a second mallet (in Pong this could be a computer-controlled opponent)
on the opposing side of the game area. Players use the mallets to hit a puck back and
forth aiming to get the puck into their opponent’s goal and earn points. The game
ends when a player reaches a pre-determined number of points. The game created in
this research, dubbed Pong+, is designed to be played with the iPad horizontal and
using physical game pieces as mallets, as per Air Hockey, but with the virtual assets
and game-play akin to Pong. Placing this particular implementation into context, it
can be regarded as a fully embodied dynamic spatial tangible interface (Ullmer and
Ishii 2000) and overcomes the limitations previously discussed regarding research
on active objects (Yu et al. 2011) that only supports static interfaces.

4.10 Physiological Interactions

Physiological interaction goes beyond the physical interfaces whereby a computer
has to use the real-time physiological data from the user. This could include heart
rate, skin galvanometry, pulse oximetry, brain waves or, indeed, any other phys-
iological system for which a sensor is available. As many of these sensors are now
wireless for ease of deployment, it offers the possibility of using such data within
mobile and ubiquitous games.
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4.10.1 Electrocardiogram (Heart Rate)

With obesity rates rising and with many people reluctant to engage in traditional
forms of exercise, there has been a growth in interest of so-called ‘exergaming’
activities to provide novel and ‘fun’ ways of taking exercise. Exergaming is a term
used to describe video games that also provide exercise (Yang et al. 2008), and is
not to be confused with biometric gaming that has been linked to emotional
gaming in that they try to incorporate player’s emotional responses, such as stress
or happiness, to influence game play. ‘‘Exergames’’ can be sub-divided into two
main groups, those with a game specifically designed to use an exercise input
device and those implementations using a particular genre, or a generic game to
provide exercise (Wylie and Coulton 2008a).

The Wii Fit from Nintendo is probably the most well known of the former,
utilising the Wii Balance Board peripheral to provide a series of games, the result
of which are used to provide players with an estimate of their current fitness level
and improve it. In terms of the second category, Dance Dance Revolution by
Konami and Guitar Hero from Activision would exemplify a game requiring high
levels of physical interaction thus providing a degree of exercise (Wylie and
Coulton 2008a). With the emergence of personal electrocardiogram (ECG), heart
rate monitors aimed at dedicated amateur runners that provide Bluetooth con-
nectivity and can thus be coupled to mobile phones, there is now a possibility of
enabling Mobile Exergaming incorporating real-time physiological data. Health
Defender (Wylie and Coulton 2008b) was an early example of such a game which
made use of the phone’s on-board accelerometers connected with an Alive

Fig. 6 Physical game pieces on touch-based tablet

Designing Mobile and Ubiquitous Games 89



Technologies Heart Rate Monitor (HRM) via Bluetooth to both inform players on
their current heart rate exertion during game play, and events such as triggered
bonuses (see Fig. 7).

4.10.2 Electroencephalographic (Brain Waves)

The possibility of allowing our brains to interact with the environment without the
normal physical intermediaries of nerves and muscle has fascinated scholars since
Hans Berger introduced electroencephalographic activity (EEG) in 1929. Whilst
the resulting prospect of Brain–Computer Interaction (BCI) has naturally received
considerable interest for use with physically disabled users, the prospect of an
exciting new control modality also has relevance for ‘healthy users’ and, with the
inevitable reduction in size of the required technology, in applications applicable
to mobile users to facilitate Brain–Mobile Interaction (BMI) (Coulton et al. 2011).

One of the drivers in the production of unobtrusive, low power, wireless,
lightweight and wearable EEG devices has been the potential adoption by the game
industry as peripheral sales already generate considerable revenue in addition to
games. One such headset, NeuroSky MindSet, enabled the creation of the marble
labyrinth game, named Brain Maze (Coulton et al. 2011). Alongside the traditional
rolling marble action using tilt data derived from the phones accelerometers, the
game was designed so that the attentive and meditative states available from the
headset are used to unlock ‘mind gates’ which provide shortcuts or access to
specific areas of the game (Coulton et al. 2011). To aid understanding of the
attentive and meditative information of individual players during the course of a
game Coulton et al. created ‘Mind Maps’ as shown in Fig. 8. These mind maps plot
the individual intensity values of the attentive and meditative states at the (x y)
position of the marble as the game was played. It is important to note that for clarity
the points are plotted at the 1 s interval that new values where available from the

Fig. 7 Interactions for ECG game health defender
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headset, rather than at the frame rate of the game (which is much higher, to produce
smooth graphics and accurate feedback to the tilting input of the player). The figure
is the representation of a single user’s mind map whilst playing level one of the
game. Note that the attentive readings are displayed in the left mind map and
the meditative readings on the right mind map. The dotted line is provided to allow
the actual route taken by the players ‘marble’ to be ascertained. As can be seen, this
is a user who had a high initial meditative state allowing them to negotiate the first
two meditation gates rather easily, then he deliberately decided to proceed via the
attention gate in preference to taking the long way round and having to manoeuvre
past the wormholes which put the players ball back to the start.

The possibility of controlling computers with our brains is obviously an
exciting concept in general and no doubt its use within games will help drive the
development of this technology at a faster rate. For mobile, in particular, it offers
the enticing possibility of freeing ourselves from current interface conventions.

4.11 Further Bluetooth Add-ons

There are a wide range of Bluetooth peripherals appearing, such as, the Blobo,
created by Finnish developers BallIT, to provide a six axis accelerometer and
pressure sensor encased in a rubberised ball. In contrast, the Sphero robotic ball
from Gosphero is fully steerable from a mobile phone and can be used as part of an
AR game. These two products are merely examples of an expanding array of devices
and toys that can be linked to mobile phones and the emergence of Arduino BLE
boards will undoubtedly offer new possibilities for mobile and ubiquitous games.

5 Conclusions

Given the near 6.5 million hours a day already spent on mobile gaming in the UK
alone, there is no doubt this is already a significant and growing part of the games
industry. What this chapter clearly illustrates is that unlike the console games

Fig. 8 Mind maps from playing brain-controlled mobile game brain maze
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industry, which tends to work in predictable cycles of evolution of models, the
world of mobile games is much more dynamic presenting both challenges and
opportunities for researchers in this area.

In terms of mobile and game development environments there are already a
wide number of possibilities open to games and interaction researchers and they
must be prepared to adapt quickly to the opportunities provided by each and
choose the one most relevant to the task, rather than the one they might be most
familiar with. Whilst app stores present the exciting possibility for large scale in
the wild evaluations they put a greater requirement on the quality of the game
produced that would be normally be expected by researchers doing purely
lab-based experiments. Whilst players testing a game in a lab-based environment
will readily accept lower quality this is not the case on app stores and significant
numbers of players will not be enticed to play without developing to a standard
commensurate with commercial games if they are to overcome the participation
inequality. The choice of app store is also highly significant in terms of both the
number of users the researchers are likely to attract and the demographic of those
users. There are also issues in regard to the availability of cheap data tariffs in
certain countries as well as possible language localisation that must be considered
as part research process as these again will affect adoption rates. Finally, there are
ethical considerations in how you obtain informed consent from users that are
much more difficult than would have been experienced during lab-based
evaluations.

Mobile games offer the potential to reach very different player demographics
than have been seen for console games and whilst many researchers adapt console
inspired designs to evaluate a specific mode of interaction there is also a need to
specifically expand game design to incorporate new and more challenging themes,
such as death or sexuality, that will likely require new forms of interaction. There
is a also a more general research requirement to better understand how people play
mobile games beyond the cliché of standing at a bus stop. For example, the
increasing use of mobile a second screen for live television programmes offers new
opportunities for real time massively multiplayer games.

The main discussion of this chapter is the interaction modalities offered by the
ever-increasing number of sensors both internal to the phones and those that can
be easily connected using simple wireless technologies such as Bluetooth. The
combination of these sensors with a device that has become a must carry item for
the majority of the world’s population. This presents opportunities for not only
researching these new modalities as they emerge, and potentially in vast array of
combinations, but also using it to provide opportunities for mobile and ubiquitous
games researchers to expand context aware games to incorporate much more
complex variables than simply location.

Although the main focus of this chapter has undoubtedly been on games it is
important to acknowledge that their aesthetic, iconography and operation of games
is apparent in many of the non-game applications we see emerging everyday and
as such we can utilise many of the aspects contained within this chapter in a wide
variety of scenarios.
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Interactive Playgrounds for Children

Ronald Poppe, Robby van Delden, Alejandro Moreno
and Dennis Reidsma

Abstract Play is an important factor in the life of children. It plays a role in their
cognitive, social, and physical development, and provides entertaining and ful-
filling activities in itself. As with any field of human endeavor, interactive tech-
nology has a huge potential for transforming and enhancing play activities. In this
chapter, we look at interactive playgrounds, goals and considerations in their
design, and we present the directions in which interactive playgrounds can be
made more engaging.

Keywords Interactive playground � Ambient space � Computer entertainment

1 Children, Play, and Playgrounds

Interactive playgrounds are installations that combine the benefits of traditional
playgrounds with advances in technology. To provide rich and engaging game
experiences, they are designed to sense, learn, and adapt to the players’ behavior.
As such, they are capable of motivating children to explore and interact with the
environment, develop social and physical skills, or promote positive social inter-
actions amongst them. We refer to play as a social, bodily activity that children
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engage in for the fun of it. Play may be more or less structured, depending on the
number of affordances of the environment and objects, and on the number of
(social) rules that govern the interactions. Play is important for the cognitive, social,
and physical development of children (Canning 2007; Vygotsky 1978). Recently,
technology has found its way into children’s games and play via digital games and
toys. This trend has caused children to adopt a more sedentary lifestyle with fewer
social interactions compared to traditional play. We argue that introducing tech-
nology into playgrounds can counter this trend while at the same time aid in
children’s development (Bekker et al. 2010). In this chapter, we describe how the
introduction of technology can help to support certain goals in these interactive
playgrounds. To this end, we discuss the goals and considerations in the design, and
present directions in which interactive playgrounds can be made more engaging.

1.1 Benefits of Play

Many researchers have emphasized the role of play in child development.
Vygotsky (1978) states that play provides an important opportunity for personal
development. The interactions with peers, rules, and imaginative role-play provide
important lessons which help to control impulses and make the conceptual dis-
tinction between thought, actions, and objects. Piaget (1951) also stresses the
importance of play, as he considered personal experience to be a strong learning
mechanism. Moreover, different skills are acquired depending on the child’s
development.

Cognitive skills such as creativity are typically mastered through the creation
and adaptation of game rules, characters, and an imaginative world (Canning 2007;
Vygotsky 1978). The playground is a safe environment, separate from the daily
life, where children can immerse themselves and experiment with different roles
while remaining in control (Huizinga 1950). This sense of control allows children
to feel empowered and gain self-esteem. Through play and the reenactment of
‘adult’ situations, children can find out what and whom they like and dislike.
Moreover, they practice and develop values and incorporate the norms and beliefs
of their families and carers (Canning 2007).

Play teaches children to make inferences about others and themselves, about
peer inclusion and the participation in social groups. Even aspects of play with
negative connotations such as rough-and-tumble, play-fight, and dealing with
conflict contain important factors for child development. Studies have shown that
children who are deprived of free play time are prone to become violent, regardless
of demographics (Hughes 2003).

Besides cognitive and social development, the bodily actions in play contribute
to a child’s development of physical skills. Play provides children the possibility to
explore the capabilities of their own bodies, developing and refining fine and gross
motor skills. Activities such as running and jumping help to develop and maintain
muscular fitness and flexibility. Moreover, the introduction of objects such as balls
and monkey bars can aid in the development of hand–eye coordination.
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1.2 Open-Ended Play

Play can consist of games and open-ended play. The former have predefined rules,
goals, and common ending conditions. In contrast, open-ended play is character-
ized by the lack thereof. Children invent games by introducing and adapting rules
in an ad hoc fashion, including the goals and ways to meet these (Nijholt et al.
2009). The creation of a set of rules and the use of imagination are important parts
of personal development for children and function as a stimulation of social
interaction. Vygotsky (1978) stated that the change in child’s play from overt
fantasy with covert rules toward play with covert fantasy elements with overt rules
outlines children’s play evolution.

Often, the elements of open-ended play are borrowed and adapted from games,
and might include characteristics such as cooperation and competition. Also,
children frequently introduce roles and characters from their daily lives, television,
or stories into the playground. Children might introduce and adhere to a theme, for
example when searching for a treasure while some of the players are pirates,
aiming to catch the treasure hunters. A similar observation can be made for objects
and dedicated locations. Playgrounds can sometimes be adapted to provide a sense
of immersion. While these ideas originate and are regulated by the children
playing in the playgrounds, they depend strongly on the affordances of the physical
playground. In the next section, we will discuss interactive playgrounds that can
contain interactive elements to better support and stimulate children in their play.

1.3 Interactive Playgrounds

Interactive playgrounds combine traditional play with interactive elements in order
to encourage the social and physical benefits of play (Bekker et al. 2010). In this
chapter, we focus on interactive playgrounds in which multiple players play co-
located using natural interactions as input, such as chasing, jumping, and making
noise. We discuss mainly those playgrounds that support open-ended play, where
no goals are imposed by the system. The feedback of these systems to the players
is based on simple or more advanced adaptive game mechanics and can include
lights and speakers, as well as large projections and screens. Preferably, these
playgrounds are openly accessible without specific requirements on clothing or
preparation. Interactive playgrounds can therefore support a free play experience
in which children can enter and leave at any moment (Tiemstra et al. 2011). Such
interactive playgrounds are suitable for a wide range of contexts and age groups. In
this paper, we mainly focus on able children, but will also discuss user groups with
cognitive or physical disabilities in Sect. 4.2.

The added use of technology in the playground allows for the enrichment of
play when the following three properties are taken into account in their design: (1)
context-awareness, (2) personalization, and (3) adaptiveness (Schouten et al.
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2011). Context-awareness is about recognition of the situational context, including
the locations, and behavior of the players, and their interactions with other players
and the environment (Moreno et al. 2011). Context-awareness is achieved through
sensors and their subsequent processing (see next section). Personalization con-
siders the tailoring and configuration of the play experience to the players. Skills,
experience, and interests of the players can be taken into account when regulating
the game mechanics. Moreover, the interest of children can be sparked through the
use of feedback, which can be adapted to their personal taste. Finally, adaptiveness
relates to the manner in which the game mechanics are adapted to the current state
of play, and is closely related to the goals of the playground (see also Sect. 2).

We will discuss design considerations of interactive playgrounds using the
aforementioned three characteristics. It allows us to develop playgrounds that
support open-ended play while keeping the players engaged. However, the mere
introduction of technology into playgrounds is not a guarantee for an improved
experience of the players. Of key importance is that the (group) behavior of the
children can be understood and subsequently influenced when needed. For
example, roles in games can be detected and indicated, to facilitate game play
(Moreno and Poppe 2013). Alternatively, novel elements can be introduced when
the interest of the children decreases. Novel (projected) elements can have dif-
ferent affordances, which have to be explored or defined by the children. This
stimulates their imagination and their development of social skills such as nego-
tiating and leadership. In this process, we can differentiate between players, if their
experience and skills require to do so. Interactive playgrounds thus have similar
benefits as traditional play, but with the added benefit that the experiences and
interactions of the players can be steered to a certain extent. We discuss these
considerations in Sect. 3.

We consider interactive playgrounds that are room-sized, such as classrooms,
halls, or alleys (see Fig. 1 for a schematic example). Spaces of this size are small
enough to encourage social encounters, yet large enough to encourage physical
activity. This interplay between face-to-face interactions and the possibility of
physically active play is important for the promotion and development of social
and physical skills. Moreover, equipping these spaces with lights and sounds is
possible, without having to rely on individual feedback, for example through the
use of headphones and mobile screens. Some researchers have targeted remote,
mediated interaction to support playing over a distance. For instance, Mueller et al.
(2003) introduced playing soccer via a large interactive wall, with the remote
player shown as shadow to increase the feeling of being co-located. While these
distributed interactive playgrounds share many characteristics with co-located
playgrounds, including their use of sensors and game mechanics, we do not discuss
them in this chapter.

We focus on the use of natural interaction as opposed to the controller-based
interaction that is currently common for playing digital games. It has been found
that the use of body movements can increase the engagement and immersion of
play (Bianchi-Berthouze et al. 2007). Moreover, we aim at promoting physical
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health through the use of active play (see also Sect. 2). The advantage of using
natural interaction is that we can detect and measure it unobtrusively without the
players being required to wear and use specific clothing or devices. The interactive
playgrounds that are the main focus of this paper rely strongly on the use of
cameras that can be used to localize players, detect their body poses and move-
ments, and give an interpretation to their bodily behavior. Besides the detection of
body movements such as running and ducking, natural interaction includes the use
of specific body poses and movements, such as dancing or posing. Interactions
with the environment, such as leaning against a wall or climbing a rope can also be
measured unobtrusively using appropriate sensors. Another source of behavior
observation comes from the voice. Yelling, singing, and using commands such as
‘‘stop!’’ and ‘‘go!’’ could be detected by the playground without having the players
to wear close-up microphones.

2 Goals in Interactive Playgrounds

Interactive playgrounds are typically designed to provide a fun and engaging game
experience but can support other goals at the same time as well. These goals can be
related to encouraging positive, healthy behavior or discouraging negative aspects
of children’s play. The feedback capabilities enable the use of interactive play-
grounds for education purposes. In addition, the automatic sensing of behavior
allows these playgrounds to be used as diagnostic tools to identify developmental
problems in children at an early stage.

Fig. 1 Impression of a room-sized interactive playground with sensors and actuators
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2.1 Engagement and Fun

Interactive playgrounds can elicit happiness in the players by providing a fun
experience that keeps them engaged in play. Retaining a child’s attention is not a
trivial task. Children are active, curious, and their play is chaotic by nature (Tieben
et al. 2011). They tend to get distracted, or become too focused and oblivious to
their surroundings. However, this is where the technological aspect of interactive
playgrounds can contribute. Presenting children with novel means of interaction
and visualizations appeals to their curiosity and serves as a hook to keep them
engaged. For instance, Lahey et al. (2008) showed people in the age range of
19–50 years were more hesitant to interact with robotic technology whereas
children accepted it readily.

Fun experiences can be achieved in many different ways, both in games and
free play sessions. Elements in the playground afford interactions, which appeal to
the children’s creativity. For instance, when colored shapes are projected on the
floor, children are drawn to chase and stomp them (Tetteroo et al. 2011). When
given a slide, children will go up and down until exhausted (Soler-Adillon and
Parés 2009). When presented with interactive objects, they will use them as
instructed but also in novel, creative ways (Bekker et al. 2010). The playground as
a whole can also become a stage where fun activities can take place. Children can
dance to the beat of the music or try to swim on a floor where colored lights
become a stream of water (Moreno et al. 2012). The playground merely provides
an environment where fun activities can take place. This can be seen, for instance,
in the case of staged play where children have fun by pretending to be fictional
characters and engage in fantasy play.

A child’s level of engagement is partly determined by the amount of perceived
autonomy and empowerment in a particular situation (Canning 2007). This might
be affected by conditions such as a child’s ability to understand the game, socialize
with others, access the game, skills, interests, and mood. This further emphasizes
that designing interactive playgrounds to provide engaging experiences is not a
straightforward task, and careful considerations need to be made based on the
desired goal and the target audience.

2.2 Physical Activity

Playgrounds have traditionally been used to promote physical activity. The same
holds for interactive playgrounds, which have originally been created to counter
the growing concern for the lack of physical activity in children and their
increasing sedentary behavior due to playing video games (Vandewater et al.
2004). Encouraging physical activity can be achieved by getting children to
physically exert themselves in any possible way.
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Interactive playgrounds can support traditional games such as tag games or
soccer, but can also add elements to further motivate children to explore and
interact in a physically active way. For instance, Soler-Adillon and Parés (2009)
designed a big, inflatable interactive slide designed to allow several children to
slide down while a game was projected on its surface. The children were observed
using cameras and could interact with the projected elements. Within one game,
the children had to slide down, climb, and slide down again several times. Due to
the game element, the children are likely to slide more, thus being more physically
engaged while sliding and climbing. The Swingscape playground (see Fig. 2) is
another example of a playground that stimulates exploration. Tetteroo et al. (2011)
also implemented an interactive playground to encourage physical activity. A top-
down projector displayed colored shapes onto the floor. Competition was
encouraged by making children compete for the shapes scattered in the playing
area. When a child moved within the vicinity of a projected shape, it attached itself
to him and began following him. When another child stepped on a following
resource, he effectively stole it, adding it to his own resource pool. Physical
exertion was achieved by moving the shapes around, and by adding and removing
shapes. Children were further encouraged to play together with balls equipped
with motion sensors. The balls also changed the interactions the children could
have with the projected shapes.

Sensing in interactive playgrounds allows for the measurement of players’
skills. Moreover, the feedback can be adapted in such a way that the activity level
required to achieve certain goals is tailored to each player. Derakhshan et al.
(2006) presented an interactive playground consisting of tiles that children could
step on and interact with through force sensors and LEDs. Machine learning
techniques were used to learn and model different types of game styles. These
styles were subsequently used as a basis to vary the amount of physical activity
that the children had to engage in during the game.

Exergames are a type of game where players are required to undergo intense
physical exertion (Mueller et al. 2003). They are not necessarily co-located or
room-sized, but some can be considered interactive playgrounds. (Mueller et al.
2012) designed the game ‘‘Hanging off a Bar,’’ where a flowing river with floating
rafts was projected on the floor. Players were to hang from a bar when there was a
river beneath them. Eventually, a raft would float by, which allowed them to come
down and stand on the ground to take a rest. However, they had to hold onto the
bar again once the raft had drifted down the river. The game was over when the
player stood on the floor when there was no raft.

Often, an element of competition between players is used to stimulate players to
be more physically active. ‘‘TacTower’’ was designed to support athletes (Lud-
vigsen et al. 2010). A ‘‘TacTower’’ consists of eight plastic balls stacked on top of
one another and held in place by a steel structure that runs through them. The balls
contain LEDs and sensors. When a ball lights up, the player can hit the ball
horizontally, which would transfer the light signal to a ball on an adjacent tower,
or vertically to make a ball above or below light up. Two players compete against
each other on who manages to hit the colored balls. Even though originally meant
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for athletes, the concept is applicable in children’s games as well. Exergames,
through competition, can also facilitate social bonding amongst the players. For
instance, Toprak et al. (2012) designed the ‘‘Bubble Popper,’’ a game where two
players play against each other to pop colored bubbles projected on a wall. The
bubbles constantly move, so the players have to move as well to score more points
than the opponent. This inevitably leads to physical contact when the players
compete for the physical space.

2.3 Behavior Change

Playgrounds are places where children play together, and develop cognitive,
social, and physical skills. Traditionally, they have been used to encourage posi-
tive behavior and discourage negative behavior. A teacher or trainer can perform
this role, but it can also come from the interactions between children themselves.
Cheating and aggressive behavior are typically not appreciated and often dis-
couraged by other children. Interactive playgrounds present the opportunity to
attempt to influence the children’s behavior, in groups or individually.

Competition in play is important to teach children how to stand up for them-
selves. Often, this competition is achieved by striving for conflicting goals, such as
competing for a limited number of resources, as discussed in the previous section.
Besides motivating children to engage physically, competition in play also stim-
ulates cognitive development. Metaxas et al. (2005) designed ‘‘Scorpiodrome,’’ an
augmented reality racing game that encouraged competition. In this playground,
children were able to remote control toy cars that could pick up virtual rockets and

Fig. 2 Swingscape: an interactive playground by the Alexandra Institute, Denmark, aiming to
solicit physical explorative behavior (Grønbæk et al. 2012)
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use them against their opponents. Besides competition, a playground could also be
designed to persuade children to cooperate. This can aid in children’s development
of negotiation skills. The ‘‘Scorpiodrome’’ playground also encouraged coopera-
tion by having the children assemble the track and landscape together. Parés et al.
(2005) designed an interactive installation that focused on cooperation by
encouraging people to communicate and work toward a common goal. ‘‘Water
Games’’ consisted of several water fountains where each could be activated by
forming a closed ring of people around it. Once the ring is formed and closed,
players have to move in unison in one direction for the fountain to become active.

Competition and cooperation are group-level behaviors. Interactive play-
grounds, however, can also be aimed at the individual by influencing personality
traits. For instance, Hendrix et al. (2009) developed the ‘‘Playground Architect,’’
an interactive board game aimed at helping shy children to confront their social
incompetency. It is a multiplayer game where children have to build structures
using readily available materials. There are two roles in the game: the architect and
the builder. Shy children are always assigned the architect role as this requires
coordination and leadership, traits that are typically underdeveloped in shy chil-
dren. As both players complete the game successfully, self-esteem of the shy
children is increased.

Care must be taken when attempting to change the behavior of the players in
interactive playgrounds. The behavioral change must be designed into the game,
and happen as a result of the game mechanics. More importantly, the change
cannot be forced on the child but must be established through persuasion.

2.4 Education and Learning

Play is a fundamental part of learning, especially at a young age. At playgrounds,
children can learn in a playful manner which encourages and empowers them
(Henderson and Atencio 2007). Interactive playgrounds can be adapted to support
certain themes and learning goals. For example, Charoenying et al. (2012)
developed a body-centric game called the ‘‘Bar Graph Bouncer.’’ They aimed at
supporting children’s ability to conceptualize numbers and interpret graphs.
Children are presented with an animated scene that responds to jumping. As
children jump, their corresponding bar grows in the animation, facilitating the
understanding of correlation between the jumps and the bar. This gameplay is
rather simple but it is easy to imagine how the positions and movements of
children can be used to participate in quizzes or how specific objects can be used in
interactive animations to explain topics in physics and biology.

Playgrounds also provide a social context where children can talk, observe, and
ask. It allows them to participate and practice things they have learned with those
around them. Besides schools, such playgrounds can be located in museums and
other public places. For example, Carreras and Parés (2009) created the ‘‘Con-
nexions’’ playground for Barcelona’s Science Museum. It is a full-body interactive
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playground with a floor projection of a virtual environment. The projected world
resembles that of a network, where different nodes (concepts) are displayed around
a hidden object. When children stand on a node, the node starts to glow if it was
related to the hidden object. Children need to activate the different nodes and make
them connect to each other. They do this by connecting to other children, for
example by holding hands. The goal of ‘‘Connexions’’ was to facilitate the abstract
understanding of science being a network of knowledge, composed of different
concepts in different domains. The ‘‘Wisdom Well’’ is another example, devel-
oped by Grønbæk et al. (2007). This playground supports learning through kin-
esthetic interaction. The game allows children to communicate and cooperate
while interacting with simulations about geometry, physics, and geography.

2.5 Diagnosis

The automatic sensing of behavior in interactive playgrounds opens up possibil-
ities of analyzing whether the playground or the objects therein are suitable and
safe. This has been attempted by Ouchi et al. (2010) in the context of interactive
playgrounds. A rock-climbing playground was developed with the aim to design
safer playground equipment. To this end, it was analyzed how children played,
specifically how and why children injured themselves while playing in play-
grounds. The rock-climbing wall was equipped with sensors to measure children’s
behavior. They used machine learning techniques to model the changes in chil-
dren’s postures as they climbed the wall, and were able to predict how a child of a
certain height would climb. Afterwards, simulation software was developed using
the rock-climbing model that could be used to test new playground equipment for
safety.

In contrast to the diagnosis of the playground itself, the behavior of players in
an interactive playground can also be used to analyze whether the children are
behaving normally, both physically and socially. While such diagnoses should
ideally be made by professionals that can also provide the proper care, interactive
playgrounds can assume the role of teachers, parents and others that supervise
children in traditional playgrounds. As shown previously, play is very important in
children’s proper development. Studies have shown that children who fail to
properly engage in social interactions during play can be linked to several mental
or social disorders such as autism or mental retardation (Guralnick et al. 2006).
Diagnosis of social deficiencies through the observation of play was shown to be
possible, albeit with manual annotation (Gibson et al. 2011). Current practice in
such studies involves either the analysis and annotation of video recordings of play
sessions, or observational studies of live play sessions. Both are lengthy, cum-
bersome processes, prone to inaccuracies and a subjective bias of the observers.
Interactive playgrounds could help by automating and consequently accelerating
these processes, thus giving researchers proper tools to base their findings on
(Moreno et al. 2012).
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3 Developing Interactive Playgrounds

In order to meet the goals mentioned in the previous section, there are some
aspects of interactive playgrounds that require careful design. Now, we discuss
these design challenges, which can be linked to the dimensions context-awareness,
personalization, and adaptiveness. We also discuss the issue of evaluating the
playground’s performance in terms of its goals.

3.1 Physical Setup

The rise of interactive playgrounds in the research and public domains is possible
due to the increased availability of sensors, feedback elements, and the integrated
combinations thereof. Sensors and feedback elements have become increasingly
sophisticated and affordable. We briefly discuss some of the more common ele-
ments used in interactive playgrounds.

The most common and versatile sensor is the camera, with all its variations.
Sensors are relatively cheap and there is an abundance of computer vision software
available to analyze the footage in real-time. The players’ locations, poses, and
movements can be estimated relatively robustly and accurately from camera
images (Moreno et al. 2013). Moreover, they can accommodate a space suffi-
ciently large to observe players while they make unconstrained movements.
Recently, Microsoft introduced its Kinect sensor to make a three-dimensional
representation of the scene. This allows to robustly detect players and analyze their
bodily configurations under a larger range of viewpoints and lighting conditions. In
situations where cameras cannot be used, pressure sensors can be embedded in the
floor to track people (Derakhshan et al. 2006). For the detection of sound,
microphones can be used. These allow for the analysis of noise levels, patterns
such as in singing, or to coarsely understand what has been said, for example by
focusing on specific commands. When multiple microphones are employed and
synchronized, players can be located based on the sounds they produce.

Feedback elements are increasingly versatile in modality, size, and how they
can be embedded into the playground. Lights, for example rotating stagelights, can
be placed virtually everywhere (Wakkary et al. 2008). LEDs can be embedded into
the environment to mark locations or provide location-based feedback. Probably
the most popular means of feedback are projections, for which any surface can be
used as long as the projector is powerful enough. Moreover, projections can
provide detailed feedback. When aimed at the floor or walls, they are very suitable
for location-based feedback. Sound, especially when directed, can be used in a
variety of interactive installations (Tieben et al. 2011). For a more complete
overview of feedback elements in interactive playgrounds, we refer the reader to
Schouten et al. (2011). Next, we turn to the goals that can be achieved by
employing these sensor and feedback elements in playgrounds.
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Depending on the playground’s type and goals (Sect. 2), different sensors and
feedback elements can be used. The choice for these elements depends on the
required robustness and accuracy, and the physical properties of the space.
Cameras using visible or infrared light are suitable to determine the position and
movement of players in a relatively large space. In outdoor settings, variations in
lighting might pose serious challenges in localizing the people. A similar challenge
is faced when strong projections are used. Instead of relying on a single camera,
cameras that use stereo vision, structured light, or time-of-flight can deal with
these settings as they make a three-dimensional estimate of the field of view. Such
a representation can be used to robustly localize objects in the foreground. Once
objects in the foreground have been identified, they can be tracked to associate the
movement to players. A top-down view is preferable, given that most of the
players’ movement take place on the ground plane (Tetteroo et al. 2011). For those
playgrounds where such a setup is not possible, notably outdoors, cameras can be
placed at a height on the corners of the space. Wide-angle lenses ensure that a
larger area can be viewed. A similar setup with Kinect sensors allows for the quick
and robust localization of players. This is ideal when the location of players and
their interactions are sufficient as input for the playground, which is typically true
for play aimed at engagement and physical activity.

For play that is focused on diagnosis or education, a closer analysis of players’
body poses, actions, and interaction with other players might be required. Players’
limbs are typically better visible from the side. However, this introduces chal-
lenges in dealing with occlusions due to other players and objects in the envi-
ronment. For the analysis of direct interactions with the environment, pressure
sensors are most convenient as these require little processing and can be robustly
detected. They can be embedded in floor tiles, buttons, monkey bars, and other
objects in the environment (Derakhshan et al. 2006; Mueller et al. 2012).

Sound can be informative of the level of engagement. When multiple micro-
phones are used, players can be localized when they make noise. In addition,
communication patterns such as yelling and responding to other players can be
analyzed. This is useful to determine when players are not actively taking part in
play. In addition, sound can be used as a direct means of communication, for
example when the players have to shout certain words, sing along with the music,
or have to make noise in a certain rhythm.

Appropriate types of feedback also depend on the specific playground. Floor
projections are ideal to stimulate the players to move as the projections can be
aligned to the positions of the players. They can be used to increase engagement
and physical activity. Moreover, the projections can be used to indicate a player’s
role or status, or make explicit relations between players. For example, in a tagging
game, the tagger could be marked, and the player that was tagged the lowest
number of times could be highlighted. This way, the behavior of the players could
be steered (Moreno and Poppe 2013). The drawback of projections is that players
might be between the projector and the surface, thus casting shadows. However,
this has not been found to be a major issue (Tetteroo et al. 2011).
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The use of other visible forms of feedback such as lights or screens can be used
to display the state of play. Information or narrative can be shown on screens
(Bobick et al. 1999). Lights can be used to highlight certain areas in the play-
ground, or as a way to visualize activity or observed engagement. Flashing lights
are a convenient form of direct feedback, for example when a certain action has
been performed. Sounds, especially when multiple sources are used, can support
narrative or to give hints or updates on the current state of play, especially when
used in addition to large screens and projections (Grønbæk et al. 2007). This is
especially useful for educational play. Spoken encouragements can aid in
increasing the engagement and can lead to higher physical activity.

3.2 User Adaptation

Since interactive playgrounds combine sensing, game mechanics, and feedback
(Fig. 3), different rules or feedback can be given to different players. Such feed-
back can include roles such as tagger and runners, or leader and followers. For
example, children with lesser-developed communication skills might be assigned
the role of team leader, as in Hendrix et al. (2009). However, there can also be
distinction made between the players’ skills or expertise, similar to a handicap in
golf. For example, play can be adapted such that slower children have to cover
shorter distances within the same type of play. By adapting the game mechanics
and feedback for each child, the chances of a child giving up because the play is
too challenging or too simple are reduced. Instead, the play could be steered to be
challenging yet rewarding for each child, which helps to ensure that the engage-
ment is high.

Another aspect that can be tailored to the user is that of novel experiences. In
interactive playgrounds, the feedback can be chosen such that it is not always the
same for each child. For example, when using projections and sound, achieving a
goal should not always lead to the same sound being played for a given player. It
can be stored which player received which feedback for a certain action or for
achieving a certain goal. On the other hand, when introducing elements in the
playground, it can be ensured that each child will be presented with different
elements. This will keep them engaged, especially since they might be curious
whether there are more possibilities or rewards. This mechanism is especially
relevant for interactive playgrounds that have an educational function. Ensuring
that children will not be presented with the same information or narrative twice not
only reduces frustration but might also keep children more engaged in play, thus
allowing them to learn more in the same amount of time.
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3.3 Interaction Mechanics

The interaction mechanics determine how the playground responds to the behavior
of the players. It is the coupling of the playground’s sensing with the feedback.
These components together with the behavior of the players form a loop, see
Fig. 3. Changes in the feedback, determined by the game mechanics typically lead
to changes in the displayed behavior. The mechanics are closely tied to the goal of
playground. For example, when the aim is to promote physical activity, the
observation that the activity decreases should result in appropriate feedback to
engage the players to move more.

Interactions can be specified at the level of inputs, such that system actions are
triggered by the detection of certain behaviors. For example, a sound can be played
when pushing a button, or a light could flash when a certain pose is assumed.
Alternatively, feedback can be given based on a certain state of the players’
behavior, for example when they move a lot or when their movements are in
synchrony with the rhythm of music in the playground. Often, the interactions are
conditional on the state of play. Actions performed by the players result in dif-
ferent ways of feedback from the playground depending on the roles and behavior
of the players. As such, the behavior of the players can be steered, for example
when the projections light up brighter when the players are close together.

When the feedback rules are more complex and take into account player roles,
games such as tag games or ‘‘Simon Says’’ could be implemented. Feedback to the
players is important as the observed game state not necessarily has to correspond
with the one perceived by the players. For example, the playground could observe
that a tagger hit a runner, whereas there was no physical contact. In this case, the
internal state of the playground needs to be properly reflected in the feedback to
resolve ambiguities.

Interactions can change over time. This stimulates players to explore the
interactions, which could lead to a larger diversity in the displayed behavior. By
varying the interactions or by making them less deterministic, the open-ended
nature of play can be stimulated. Children are encouraged to explore the inter-
actions and to come up with new rules and goals that use the changing types of
feedback.

Fig. 3 Processing loop
applied in interactive
playgrounds
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3.4 Evaluation of Goals

To evaluate whether a playground functions as intended, players can be asked about
their experiences. Questionnaires could be used to find out whether children enjoyed
the play, or whether they have learned something. Such evaluations are difficult as
the goals of the playground are typically not explicit and might be achieved
unconsciously (Poppe et al. 2007). Alternatively, one could have observers annotate
the play session and reason about whether the playground’s goals have been met. In
such cases, the number of interactions, occurrence of certain actions, amount of
movement or cooperation could be measured by the observers.

However, the automatic sensing in interactive playgrounds can also be used to
obtain objective measures to evaluate the playground. For example, the effect of
certain ways of feedback on the amount of movement and interactions of the
players can be analyzed automatically. Such findings can give rise to the adap-
tation of the game mechanics during play, but also might reveal insights on how
play can be made more enjoyable in a broader sense. Given the tremendous
amount of possibilities of interactions between players and playground, it is useful
to be able to automatically have a measure of which type of interactions are
appreciated by the players.

4 Interactive Playgrounds of the Future

While interactive playgrounds are becoming more common, there are many ways
in which they can be made more engaging, versatile and popular. The availability
of novel and more affordable sensor and feedback technology presents opportu-
nities to even better address the different goals of interactive playgrounds. We
discuss some promising avenues along the previously identified dimensions of
context-awareness, personalization, and adaptiveness.

4.1 Socially Aware Interactive Playgrounds

Sensing in interactive playgrounds is currently often limited to localization of
players, analysis of movement, and the recognition of gross action categories.
Additional context-aware information, such as social behavior, is usually obtained
manually through observation or annotation of videos since its automatic analysis
has proven challenging or nonviable. Advances in sensor technology and computer
vision algorithms allow for more accurate automatic analysis of players’ behavior.
This allows researchers to analyze behavior that has been so far neglected or
overlooked. This is true for both the interpretation of the bodily behavior of
individuals, conscious or unconscious, as well as the social behavior of groups
(Moreno et al. 2013).
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The latter is especially useful since social behavior is an extremely important
component of play. The study of social behavior could be achieved by looking
toward social signal processing, an emergent field of research that deals with the
automatic analysis of social signals (signals that people use to convey social
information (Vinciarelli et al. 2012)). Being able to detect and understand social
interactions during play, such as cooperation or competition, presents great
opportunities to design new types of interactions, as well as novel evaluation
methods.

As an example, imagine a playground that supports different types of tag games
(Moreno and Poppe 2013). Roles (runner or tagger) could be indicated by a
differently colored circles projected around each player. The playground could
detect that children in a playground are playing together with the exception of one
child who is excluded from the game. This may be due to personality traits, such as
the kid being shy. The playground detects the exclusion and modifies the
mechanics to integrate him, such as giving him a key role in the feedback, for
example by persuading the other children to tag him by presenting directed pro-
jections. Also, differences in skills could be detected, for example when a child
does not manage to tag anyone. In this case, the playground could decide to switch
roles and appoint another child as the tagger. Another application could be the
detection of boredom from the players. By sensing general playground features,
such as lack of movement or low sound levels, along with specific player cues,
such as having the arms crossed or not interacting with other players, the play-
ground could radically change the mechanics to engage the players again. In the
case of tag games, there could be more taggers, or there could be a ‘‘ghost tagger,’’
a colored circle that assumes the role of the tagger.

4.2 Tailoring to User Groups

We have discussed playgrounds without focusing on players with specific age,
interests or abilities. With the automatic sensing and the possibilities of adapting
the game mechanics and feedback, we can tailor playgrounds to individuals but
also to groups of users. Children that prefer physical exertion can be presented
with more active play, whereas children that value novelty more might be pre-
sented with more narrative. This personalization is likely to present opportunities
to further engage children into the play.

A user group that deserves special attention is that of players with physical or
intellectual disabilities. Given that interactive playgrounds provide a safe yet
controlled place for exploration and experiencing makes them the ideal tool to
support these users. There is some initial work in this direction. Wyeth et al.
(2011) designed the Stomp platform to encourage social interaction between
players with intellectual disabilities, by using pressure sensors embedded in floor
mats and projections.
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However, there are challenges in the development of interactive playgrounds
for these users (Wyeth et al. 2011). Classical principles of user-centered design
and standard methods of evaluation will not always work. People with disabilities
may have limited abilities to express themselves, or might express their states and
intentions differently, which can lead to misunderstandings. There are also chal-
lenges faced in the design of the feedback, as some disabilities can affect the
player’s hearing, vision or cognition. Also, care should be taken in presenting
feedback to the players as there is the risk of overstimulation, which can have
severe consequences (Noordzij et al. 2012). Both for the design and practical use
of playgrounds for these more vulnerable groups of users, care-takers will take a
prominent role. The research into appropriate feedback might eventually also be
useful outside the playground.

4.3 Novel Interactive Elements

The introduction of novel interactive elements into playgrounds can enhance their
appeal, especially given the curiosity that children have for novel gadgets and
technology. For example, interactive playgrounds could be equipped with inter-
active tiles (Derakhshan et al. 2006) or tangible objects that can make sound, emit
light or vibrate in response to certain actions and interactions.

Moreover, we expect that stronger narrative, either through a voice-over or
through projections, can increase the engagement of the players. We specifically
foresee a more interactive way of narrative, for example, where a virtual character
responds to the players’ actions and guides them to explore certain types of play.
When the interactive playground supports themes such as pirates or jungle, an
increased feeling of immersion can also be achieved. Moreover, these characters
can eventually become a play buddy.

In some cases, being able to play over a distance will be beneficial for both
physical activity and social interactions. Playing with friends can lead to more
engagement and more creative play as players might be less inhibited in their
creativity. While distant players can be represented using projections and sound
(Mueller et al. 2003), they could also control elements in the playground such as
lights. Also, they might be represented as robots or virtual characters to be more
versatile in their expression. Children have been found to enjoy robots (Lahey
et al. 2008). Instead of having other players participate in the play through robots,
they can also take on the role of narrator or automatically controlled team mate or
opponent. This can increase the sense of competition or cooperation between
players.
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5 Conclusion

In this chapter, we have discussed interactive playgrounds and their goals.
Promising avenues for further research, exploration, and development have been
outlined. We are confident that future playgrounds will better meet children’s
needs of engagement, fun, and physical exertion. Moreover, there are opportunities
to achieve behavior change, and to stimulate children to develop cognitive, social,
and physical skills.
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Designing Interactive Outdoor Games
for Children

Iris Soute and Panos Markopoulos

Abstract Mobile outdoor games for groups of children have emerged recently as
a credible technological proposition and as an area of research and development
that promises substantial benefits for children regarding a more active lifestyle and
the development of social skills. This chapter examines specifically the design of
Head Up Games, which are outdoor games that support embodied interaction and
where players are collocated, e.g., in a playground, alley, park; the traditional loci
of children’s play over centuries. Designing such games and the emerging gaming
experience presents its own set of challenges, such as designing the interaction of a
group, ensuring pace in the game, and fairness for different contexts and groups of
players. Not least, the added value of enhancing outdoor play and games with
technology needs to be ensured. We describe some of the lessons learned from the
design of a few of these games, how different design methods may contribute to
the design process, and methodological issues concerning the early design, the
prototyping, and the evaluation of these games.
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1 Introduction

Advances in technology are contributing to the increasing portability and ubiquity
of mobile devices. As a consequence, interesting venues are opening up for outdoor,
social gaming, supported by interactive technology—an area that is of growing
interest to the research community. Our particular research interest is in Head Up
Games (Soute et al. 2009b): interactive, outdoor games for children that resemble
play behavior of ‘‘traditional’’ outdoor games (such as tag and hide-and-seek), i.e.,
games that are played collocated, encourage physical activity, and support social
interaction. The concept of Head Up Games stems from the observation that
outdoor pervasive games for children (e.g., Savannah (Benford et al. 2005);
Ambient Wood (Rogers et al. 2004)) heavily rely on screen interaction. As a
consequence, children are playing these games ‘‘head down’’ and we argue that this
interferes with how children naturally play outdoors: running around, while
engaging in rich face-to-face social interaction. Therefore, we proposed the concept
of Head Up Games—to emphasize that these games are played with the players’
heads up, and we aim to include technology to support, instead of interfere, with
play behaviors as seen in traditional outdoor games.

Over the last few years we have designed several of such games and in this
chapter we will reflect on the lessons learned regarding the design process of these
games.

A generally accepted design process in HCI is the User Centered Design (UCD)
process. This process advocates the involvement of users in all stages of the design
process to ensure that the end product is valuable in terms of usage and experience
for the user. Typical of a UCD process is that it is iterative, i.e., the product is
iteratively created, tested, improved, and refined. It generally starts with a user
requirements phase, in which users are interviewed or observed to gather
requirements. Initial concepts are typically generated in brainstorm sessions. Next,
a low-fidelity version, e.g., a paper prototype, of the intended design is created,
which is evaluated with users. Results of such an evaluation are fed back into the
design process, the concept is improved, and the process of creating and evaluating
a new prototype is repeated. Typically, each cycle sees an improvement of the
fidelity of the prototype, meaning that each time it increases in resemblance to the
intended end product.

The literature in the field of (computer) Game Design advocates a similar
approach: to adopt an iterative design process and to playtest often and early
(Salen and Zimmerman 2003; Fullerton et al. 2004; Lundgren 2008). In this
process, in contrast to the UCD process, game designers appear to be less con-
cerned with involving their end users in all stages of the process; there is less
emphasis on getting to know the user and gathering users’ requirements. Instead,
the concept generation phase is mostly attributed to the game designer, relying on
his/her experience in this field. However, Game Design literature does emphasize
the importance of iteratively designing the game, in combination with play-testing:
as Salen and Zimmerman (2003) put it: ‘‘the act of play becomes the act of
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design.’’ The general opinion is that the resulting play experience of a game cannot
be predicted at the ‘drawing’-table. A game designer designs the rules and
mechanics of a game, but the resulting game experience is ultimately generated by
playing that game (Costikyan 2002). As such, to be able to properly judge the
game design, the game must be played. The design process proposed is to rapidly
prototype a playable version of the game, starting with low-fi paper prototypes and
increasing fidelity in subsequent iterations.

Our experiences in designing Head Up Games have generated insights into the
design process of these games and how existing methods can, or cannot, be deployed
in this process. We will discuss the value of a brainstorming session within the
context of game design. Furthermore, we discuss several lessons learned from
involving children, and also adults, in the process. Finally, and arguably the most
significant lesson learned, we offer insights into the use of prototypes in the design
process, more specifically regarding the fidelity of these prototypes.1 We argue that
to properly design for and judge the added value of novel interaction styles in Head
Up Games, designers need to create working, interactive prototypes, in early stages
of the design process, so that users can truly experience the gameplay.

In the next sections, all lessons will be described and illustrated with experi-
ences we gained during the design of several Head Up Games.

2 Lesson 1: Idea Generation

A game design process typically starts with an idea generation phase. Inspiration can
come from anywhere, at anytime, and there are many methods and tools available for
kick starting the designers’ creativity. One widely known method is brainstorming,
either alone or in a team. Though issues have been identified that can reduce the
effectiveness of brainstorming (Stroebe et al. 2010), when prepared well, a brain-
storm session can definitely assist in generating concepts; Rossiter and Lilien (1994)
provide a set of general principles for conducting successful brainstorm sessions.
More specifically for gaming, Fullerton et al. (2004) give pointers for brainstorming
(computer) games. In related work, many research projects in game design mention
some form of brainstorming, e.g., (Kern et al. 2006; Valk et al. 2012).

Below we describe two brainstorm sessions that were held during the devel-
opment of a Head Up Game because they illustrate possible benefits and challenges
when brainstorming for these types of games. For the setup of the brainstorms we

1 The notion of prototype fidelity was introduced by Virzi (1989) as a measure of how authentic
or realistic a prototype appears to the user when it is compared to the actual service. Paper mock-
ups of an interactive system are a typical low-fidelity prototype that allows a user to experience a
simulated interaction and to help identify areas of improvement. The notion of fidelity was
enriched in later years (McCurdy et al. 2006) to distinguish between different dimensions along
which prototypes may seek achieve higher or lower realism of the intended design intent, namely
visual refinement, breadth of functionality, depth (detail) of functionality, richness of
interactivity, and richness of data model.
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followed the principles of Rossiter and Lilien (1994), which are: (a) brainstorming
instructions are essential and should emphasize, paradoxically, number and not
quality of ideas; (b) a specific and challenging target should be set for the number of
ideas; (c) individuals, not groups, should generate the initial ideas; (d) groups
should subsequently join and refine the ideas; (e) individuals should provide the
final ratings to select the best ideas, which will increase commitment to the ideas
selected; and, (f) the time required for successful brainstorming should be kept
remarkably short.

2.1 First Brainstorm Session

In the first brainstorm session eight designers participated, with backgrounds ranging
from industrial design to game design. The session was organized as follows: first, as
the participants did not know each other, we played a few games to familiarize them
with each other. As the participants were not familiar with the concept of Head Up
Games, we introduced it to them. We asked the participants to individually think
about the games they liked to play in their childhood. Next, the participants were
divided in three groups and we asked them to discuss their childhood games and
identify elements of these games that added to the appeal of the games. We then
asked them to create a new outdoor game for children. The participants should at
least provide details on how the game could be won, though more details, like
specific game rules, how many players, where to play, etc., were also encouraged.
For inspiration we provided them with a set of commercially available board and
card games; the participants could use these, or any other game that they knew
themselves, as inspiration. At the end of the brainstorm session each group presented
their final game concept and each participant picked out his or her favorite concept.

The results from this brainstorm were game concepts on paper; most of them
included elements of tag, hide-and-seek, capture the flag, or a combination of
these. Furthermore, what we concluded from the game concepts generated in this
brainstorm is that many games seemed to be fun already, even without technology.
This insight prompted us to conduct a second brainstorm session, but change the
setup; with the change we hoped to generate concepts that would more mean-
ingfully include technology in the game.

2.2 Second Brainstorm Session

The setup of the second brainstorm session was similar to the first brainstorm
session. However, instead of asking the participants to use childhood memories or
existing games as inspiration, we gave them several possible technologies for
outdoor games as inspiration. Based on earlier experiences designing Head Up
Games we compiled a list of technologies that we deemed appropriate for outdoor
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use. They were: RFID, distance detection, accelerometer, and a rotation encoder.
All participants of this workshop were industrial design students, who where
familiar with these types of technology and also with participating in idea gen-
eration sessions.

The second brainstorm session we started, similar to the first brainstorm ses-
sion, by giving the participants an individual task: all participants were seated
around a round table, and in the middle of the table a set of papers was placed.
Each paper was marked with one of the technologies. We asked the participants to
randomly pick a paper from the table, quickly jot down a game idea on that paper,
and put the paper back. These game concepts need not be very elaborate or
detailed. Next they could take a new paper and repeat the process. If the paper
already contained an idea of one of the other participants, the participant could
either start a new idea, or add to the idea already on the paper. After approximately
half an hour many ideas had been generated this way.

Next, we grouped the participants in pairs of two. We provided them with two
of the papers with ideas from the previous exercise and asked them to discuss and
take inspiration from the strongest ideas to create a new, detailed concept of a
game. This exercise took around 10 min, next we regrouped the participants and
provided them again with two of the papers of the previous session and repeated
the process. Afterwards, the game concepts were presented, discussed, and rated.

2.3 Reflecting on Idea Generation

The brainstorm sessions rapidly generated many ideas and concepts. However, we
observed that in the first session some of the ideas appeared fun enough by
themselves, without needing to add technology. This is not really surprising, as we
did not explicitly ask participants to consider technology. In the second session we
did ask participants to take technology into account in their game design. It turned
out that in this case some of the ideas suffered from a ‘‘technology push,’’ in that
the games would have been fun when taking the technology out and replacing it by
a nontechnical counterpart. We conclude from this that it is difficult to mean-
ingfully include technology in game designs and we attribute this to the fact that
the participants had never experienced such a novel form of outdoor play before.

Furthermore, we observed that ideas generated in the brainstorms were very
extensive with regard to the number of rules and details. From a game design
perspective this is undesirable; from our experiences creating Head Up Games we
know that games typically do not benefit from having many rules. However, from
a brainstorm perspective it is a good outcome: apparently the context of the
brainstorm sessions allowed the designers to continuously create and expand on
concepts. We need to keep in mind that concepts are not games yet; they serve as
inspiration for designers. In that process, the observation that participants too
easily add rules to game concepts is important to acknowledge and take into
account when further developing concepts into games.
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3 Lesson 2: Involving Children Early in the Design Process

The User Centered Design (UCD) process focuses on the user’s wants and needs
for interactive technology. To gather the user’s requirements in an early phase of
the design process, many methods are available: for example, user surveys
(questionnaires, interviews) or observations can be conducted. The role of the user
in these methods is more or less passive, in that he or she only reacts to what the
designer proposes. A more active participation of children in the design process is
proposed by Druin (1999): the Cooperative Inquiry methodology is a set of
techniques that put children in the role of co-researchers or co-designers. Scaife
et al. (1997) put forward the notion of Informant Design. Although in this
framework children are not seen as co-designers, they are acknowledged as
valuable participants who contribute to the design process: children and adults can
work together in design activities to generate input for the various stages of the
design process.

For eliciting children’s requirements we have mostly involved children as
informants; here we describe three methods we have applied in various projects
designing Head Up Games.

3.1 Mission from Mars

Dindler et al. (2005) developed the method ‘‘Mission from Mars’’ to gather user
requirements specifically for the design of children’s technology. The method aims
to create a shared narrative space that allows researchers to get insights into the
user requirements in an informal, fun setting for the children. First, the narrative is
established: children are introduced to the story of a ‘‘Martian’’ who is eager to
learn more about a specific subject; the Martian is ignorant on this subject because
it is nonexisting on Mars. Naturally, this subject is chosen such that it generates
useful information for the researchers. As the Martian thinks that children on Earth
are more knowledgeable on the subject, the Martian wishes to have contact to
discuss and learn from them. Second, supported by the researchers, the children
prepare for the encounter with the Martian. Finally, the children have the
encounter with the Martian: a setup is installed, where the children can hear the
Martian only, though the Martian can both see and hear the children, so that they
can show what they have prepared. Practically, this means that the children are
facing a video camera during the encounter; the children talk to a video camera
and get feedback from the Martian through a set of speakers (see Fig. 1). That
signal is forwarded to the room of the Martian, where the researcher acting as the
Martian can respond to the children. The voice of the Martian is distorted, to make
him sound more ‘‘believable.’’

The main reason for engaging in such an elaborate setup is to place children in
the expert position, in which they feel free to share many details. The setting
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allows the researcher to ask ‘stupid’ questions about details that would have been
impossible to ask in a conventional setting. For example, during the development
of Camelot (Verhaegh et al. 2006), the Martian asked the children what a ball was,
to which the children gave a serious and elaborate answer. In a post hoc interview
one of the children mentioned that in a conventional interview setting she would
not have provided this level of detail, because she assumed adults to know what a
ball is.

Dindler et al. (2005) used the method to gather insights for the creation of
‘eBag’, an electronic school bag. They applied the method with children
10–11 years. During the development of Camelot we applied Mission from Mars
to obtain information on what games children prefer to play. We applied the
method with children aged 7–9. Similar to Dindler et al. we concluded that indeed
a significant amount of information is gathered using this method. Furthermore,
Dindler et al. reflected on the credibility of the Martian narrative. Some of the
children did not believe the story about the Martian to be true; however, this did
not have an effect on the outcome of the study because the children played along
anyway. In contrast, we observed that children from a younger age group did
believe the narrative, and though the majority of the children enjoyed participating
and communicating with the Martian, some of the children were quite anxious
about meeting the Martian. This indicates that one needs to consider for what age
group this method is appropriate: for younger children the method could arguably
be too intimidating or at least to design the whole method to be more reassuring
and comfortable for children, e.g., making contact with a more comforting or
familiar character like an animation film hero.

3.2 Collage Making: A Creative Exercise

Another early user requirements gathering method is KidReporter (Bekker et al.
2003). In the KidReporter method, children are asked to undertake various
activities that result in creating a newspaper with children’s ideas on a certain
topic. For example, children could take pictures and describe why they took these

Fig. 1 The Mission from Mars setup. Left the interview room for the children. Right the room
with equipment for the Martian

Designing Interactive Outdoor Games for Children 125



pictures and what is on them. Furthermore, children could interview each other,
reporting on that, or independently write an article about a topic. The KidReporter
method inspired us to do a similar activity during the Mission from Mars method:
to inform the Martian about the games children liked, we asked the children to
create a collage of their favorite games. As a preparing activity, we gave the
children small cameras so they could first take pictures of their favorite games and
subsequently use these pictures in their collages.

This idea worked out well: the children really made an effort to take photos of
their favorite games; most children documented the games they were playing that
afternoon at school, and some children went as far as to stage all their favorite
games after school hours so they could take photos of them. What we did not
anticipate was that the act of making the collages, which we did the next day at
school (see Fig. 2), would generate a considerable amount of information. Each
group was guided by an adult whose main role was to make sure that children were
kept focused on the activity. It turned out that, while the children were engaged in
making the collages, they were very open to elaborate verbally on details of their
favorite games. It was very easy for us to unobtrusively pose many questions to
which the children answered freely. We attributed this to the fact that for the
children the main activity was to make the collage, which they enjoyed, and they
did not feel as though they were being interviewed.

During the development of a series of Head Up Games (see later in this chapter)
we decided to again create collages with children to gather information. The main
difference with the session described above was that this time we did not include

Fig. 2 Making collages as preparation for the encounter with the Martian
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the photo making activity—instead we brought crafting materials. Furthermore,
the context was different: instead of children at school, we engaged with children
of a Scouting group in the Netherlands.

Based on our previous experience with making collages with children we
expected it to be a good opportunity to simultaneously interview the children.
However, totally unexpected, this time our experience was very different: in
contrast to the school children, the scouts did not enjoy the activity, fooled around
a bit and did not provide us with any information.

Reflecting on this we argue that the context in which we executed the activity
has a significant influence on the proceedings. At school, children are normally
required to behave calmly and an activity such as making a collage is a welcome
deviation from the normal school routine and thus perceived as fun. In contrast,
children go to a scout meeting to be playful, active, and engage in games and play
outdoors; it is a venue for the children to release pent up energy from a week’s
worth of attending school. In that context, an activity as collage making, which
required the children to sit at a table and be relatively calm, was not seen as fun.

Furthermore, our experiences show that information can be generated at
unexpected times: while preparing the Mission from Mars, we had not expected
that making the collages would give us this much information; we merely saw it as
a means for the children to prepare for the session with the Martian.

3.3 Observing Children at Play

In most of the design processes for Head Up Games, we spent time observing
children’s free play in their natural context. In our experience this is a necessary
activity, at least for inexperienced game designers. Though the methods described
above will result in more and detailed information, they also take more time to
prepare, execute, and analyze; time that is not always available. However, we argue
that it is important for a designer to familiarize him- or herself with the target
audience, and observing children at play is a way to gather insight into the types of
games they play, the language they use and the context in which the games are
played. Not only will it give valuable insights for the design process, it will also
help the designer/researcher to better prepare for evaluations with children of
prototypes of games later on.

3.4 Reflecting on Involving Children Early in the Design
Process

We have shortly highlighted three methods for gathering insight. What method
best suits a design process depends on several factors: the amount of time available
in the process, the desired level of involvement of the children, and, from a
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practical point of view, the accessibility to children. A method like Mission from
Mars requires a substantial effort in time and resources to execute and we have
seen that the method’s suitability depends on the age of the children. Then again, if
the aim of the whole process is to involve children as design partners or informants
it is worth the effort to spend time with the children to build up a relationship for
subsequent encounters.

Similarly, we argue that an activity as collage making can also be deployed as a
requirements gathering tool, and arguably as a relationship catalyzer; though our
experiences suggest that the context in which the activity is conducted must be
carefully considered. Spending time with the scouts in a shared activity that better
matches the scouts’ context arguably would have been more informing for the
design process.

Based on our experiences with Mission from Mars and the collage making
activity, we argue that spending time with children in a fun, creative activity, or a
shared narrative can provide valuable insights for a designer. In general, it is
advised to create a fun experience for children when involving them in a design
process, e.g., (Markopoulos et al. 2008; Gielen 2008). We add to this observation
that it is necessary to carefully select the right activity that matches the children’s
context.

Finally, we acknowledge the fact that given the time frame of a design process
it is not always possible to actively involve children, or alternatively, it is not
possible to find a venue that allows for such active cooperation. For example, we
found that it is not always easy to find a school willing to cooperate given the
involvement we ask from them. Regardless the (desired) involvement of children,
we feel that, especially for inexperienced Head Up Game designers, an effort
should be made to at least (passively) observe children at play.

4 Lesson 3: Playtesting with Adults

A key element of user centered design is to involve representatives of the target
user group, in our case children, and have them test intermediate prototypes with
the aim to converge iteratively at a successful design. Such an involvement of
children takes time and effort to arrange, and to ensure that the children’s time is
well spent, it is important that as many as possible glitches in the games have been
already been identified earlier. Therefore, during the development of many of the
Head Up Games we designed, we asked adults to playtest intermediate prototypes.
It is commonly acknowledged that we should not treat children as miniaturized
adults, and as such evaluations with children will benefit from methods especially
designed for children (Markopoulos et al. 2008). In doing so, it is worth consid-
ering to what extent we can treat adults as oversized children for the purpose of
evaluating Head Up Game prototypes. Comparing our experiences of evaluating
both with children as well as with adults we observed the following.
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First, the behavior of adults before playing the game was different from
children. Before the game children often behaved excited, eagerly anticipating the
gameplay. In contrast, adults acted placidly and seemed less excited about playing
a game, or at least did not express this. Furthermore, we observed that adults
patiently listened to our explanation of the game rules and game details, while at
least half of the children did not bother to listen to the details once they had
grasped the main goal of the game.

However, the moment a game started, instantly the behavior of adults changed
and closely matched the behavior of children during gameplay: both groups
became physically active, there was social interaction (shouting, cheering etc.) and
adults responded similar to breakdowns in a game as children did. For example, in
evaluations of F.A.R.M. (Soute et al. 2013, see also Textbox 1) we did not set a
rule for the starting distance between the one player and the rest of the players.
Adults responded in a similar fashion to this as children did; both commented that
‘‘it was unfair’’ if the distance was too close and both groups resolved the issue
within seconds (see also next section).

F.A.R.M. (Finding Animals while Running and Mooing) is an individual
chasing and collecting game. At the start of the game, each player receives
an assignment to collect a set of animals, e.g., a cow and two horses. The
player who first completes his assignment wins the game. Players take turns
in being the ‘‘farmer’’. At the start of a turn the farmer gets assigned an
animal, which can be won by other players if they tag the farmer within 10 s.
Players are allowed to trade animals to better match their assignment.

Textbox 1: F.A.R.M

After playing the game, when we asked players for feedback, there was again a
noticeable difference between adults and children: adults were more fluent in
providing feedback than children were, which is not really surprising. Children
have not yet properly developed the ability to reflect on a meta-level and/or simply
lack the vocabulary to do so (Markopoulos et al. 2008). Furthermore, there was a
difference in the type of feedback given. Children mostly reflected on actual events
of the playtest; though children generally did not have problems to detect and fix
‘‘broken’’ game rules, they did have trouble to give feedback on the game at a
more abstract level. Adults did not have trouble doing this and also commented
more on the tactics of a game; they readily provided many more rules that they
thought would enhance the gameplay. Nevertheless, adding rules does not
necessarily improve the game: perhaps due to the fast pace of many of the games.
There simply is less time to consider all these rules while playing the games. Also,
children seemed to appreciate other challenges in games than adults: adults put
more emphasize on developing play tactics in the game, and also favored rules that
would support this. After playtesting F.A.R.M. the adults suggested to add more
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tactics to the game, for example to allow players to trick other players into losing
their animals. In contrast, children seemed to be less concerned by this; and were
less inclined to listen to the game rules at the start of the playtest. Interestingly, this
did not seem to have a big influence on the gameplay. Not understanding all
the rules while playing a game inevitably did result in confusion for some of the
children, but in general they would just continue, figuring out most rules while
playing. This observation was reflected in the informal interviews: when asked
what children favored most in the games, some children referred to the physical
activity, other children mentioned the fact that they were playing this game with
their best friend. So in contrast to the adults, children did not seem to have a need
for more (tactical) challenges in the games. Similarly, Sellen et al. (2009) con-
cluded that the reaction to the same concepts can differ due to differences in age of
the user groups. Thus, the play experience of adults may not be representative of
how children would experience a game. Arguably, this is be expected since
playing has a different importance to each.

Summarizing, we observed that it is indeed beneficial (and practical) to have
adults playtest the games; the behavior adults display during play is similar to
children’s behavior in terms of physical activity, social interaction, and reaction to
the game devices. Observing adults playtest the game can therefore identify
usability issues with the game devices (e.g., sounds being not clear enough) or
issues concerning the rules (e.g., when situations occur in which the rules are
inconclusive, or conflicting). However, we would certainly not advise testing
with adults only; though the behavior of children and adults is similar, children
experience and value games differently than adults, and this cannot be revealed by
testing with adults only.

5 Lesson 4: Tapping into the Children’s Tacit Knowledge
on Well-Played Games

Game Design literature, e.g., (Salen and Zimmerman 2003; Fullerton et al. 2004),
states that it is impossible to design all the rules and mechanics of a game and predict
the emerging game experience without playtesting. Therefore, Game Design liter-
ature stresses the importance of an iterative design process, in which designers
playtest the games; based on the observations designers can improve the gameplay.

DeKoven (2002) argues that players implicitly know when a game is played
‘‘well.’’ He states that a ‘‘well-played game’’ is impossible to define, as it is
dependent on too many variables. However, the experience of a well-played game
is familiar to every player. Hughes (1983) makes a similar observation: children
intrinsically aim to play ‘‘nice,’’ e.g., it is implicitly agreed that players will not
hurt each other. Furthermore, Hughes, and also Salen and Zimmerman (2003)
suggest that some rules are implicit, ingrained by the social context in which
children play the games. For example, a child playing a game like F.A.R.M. with
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his younger brother would allow the younger child more leeway than he would
were he playing with his best friend, who is roughly of the same age.

A designer can make use of this implicit tendency to ‘‘play well.’’ First, we
acknowledge the fact that a designer is not able to predict the game experience
beforehand, and therefore is not able to design a definitive set of rules for a game
in a single iteration of the design. Thus, we propose to purposefully design a
limited, basic set of rules only. It is possible that during playtesting situations will
arise that will ‘‘break’’ the game, because the basic set of rules is insufficient. If
such a situation arises, we propose to rely on the children’s tacit knowledge of a
well-played game and their ability to come up with a new or changed rule to fix the
gameplay. If possible that rule will take effect immediately, which allows us to
instantly reflect on the suitability of the rule.

During the design process of the Head Up Games we have encountered
examples that this way of working is indeed useful for informing the design
process. For example, while designing F.A.R.M. we did not explicitly state in the
rules what the starting distance between the players should be. At the start of
the game, it immediately became clear to the players that this distance had a big
influence on the chances of winning for the player who was the farmer. Players
commented on the unfairness of this situation and we discussed with the players
how to improve this. The players suggested giving the farmer some leeway; they
argued that this was common in other games as well, and this largely solved the
issue as we experienced immediately during the subsequent playtest.

Another example occurred during the evaluation of Save the Safe (Soute et al.
2009a, b). In Save the Safe two teams compete to capture a key that opens a safe to
win the game. At the start of the game the key is randomly assigned to one of the
players. We compared two types of gameplay: one with a digital (virtual) key and
one with a physical key (a ball). Unexpectedly, the game with the physical key, the
ball, ended very rapidly, because the first player grabbed the ball and sprinted to
the safe to end the game. Immediately, the opposing team started protesting that
this was ‘‘unfair,’’ since ‘‘you are not allowed to walk with the ball!’’ In fact, we
had not imposed any rule stating such a thing, but many ball games indeed have
such a rule: the player who has possession of the ball is forbidden to move. After a
very short discussion—the winning team, at first reluctantly, agreed, since they
saw too that there was no fun in playing a game that ended this abruptly—we
agreed to impose the rule (not walking with the ball) for this game.

5.1 Reflecting on Tapping into Tacit Knowledge

Concluding, we argue that we can make use of the observation that children are in
fact domain-experts to our advantage for informing the design process. However,
we should keep in mind that children are domain-experts regarding gameplay,
though not regarding technology. It is mostly impossible for children to compre-
hend in what ways technology can be used in the game; and this can result in either
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children not being able to imagine novel interaction styles in games, or alterna-
tively, children imagining game interactions that are technically infeasible. By
having children create rules and immediately play them, we are certain that these
rules are playable. Still, the ‘‘blue sky’’ suggestions of children, combined with
observations of children playing the game, can provide valuable hints to a designer
on what direction to take in the game design process.

6 Lesson 5: Using Prototypes

The generally accepted approach for designing products in HCI and Game Design
is to start with low-fidelity prototypes that, through subsequent iterations, gain in
fidelity and start to resemble the intended product more closely. In the design
process of early Head Up Games we adopted this approach. For example, during the
development of Camelot (Verhaegh et al. 2006) we playtested three game concepts
using simple paper cards and boxes that represented some of the game ideas.
Similarly, during the development of F.A.R.M. (Soute et al. 2013) we playtested the
game using paper prototypes. Although these evaluations were successful at first
sight in that they provided a considerable amount of insight in the gameplay, the
question arose whether or not the information gathered using paper prototypes was
valuable for informing the design process of Head Up Games.

One of the challenges for the evaluation is the high pace of the games; often, the
games are designed such that, at least in parts of the game, players are running or
chasing each other. Using low-fidelity prototypes (e.g., paper prototypes) in a
playtest can seriously disrupt the intended flow of the game, or at least alter the game
mechanics to such an extent that it is no longer valid to compare the experience of
playing with a noninteractive prototype to the experience of playing with an inter-
active prototype. As a consequence, the feedback generated with the nontechnical
prototypes is reflecting on irrelevant game mechanics, which results in the design
process optimizing towards a game that is playable as is, i.e., without interactive
technology. Subsequently integrating technology degrades new interactive features
to unconvincing post hoc add-ons that do not integrate well with the game.

Therefore, to evaluate the impact of interactive technology on the game
experience of outdoor games, we argue that high-fi prototypes should be employed
in an early phase of the process. Furthermore, the games we intend to design are to
be played by multiple players in an outdoor context. As a consequence, not only
the player technology interaction plays a role in the emerging game experience,
but also the player–player interaction and player context interaction have a sig-
nificant impact on the game experience (see Fig. 3). For that reason we argue that
the games should be evaluated in situ, i.e., in a context where children normally
play games, as opposed to a lab setting. This poses high demands on the robustness
of the prototyping medium.

In similar games where the design process is disclosed in related literature (e.g.,
Ambient Wood by Rogers et al. (2004), and StarCatcher by Brynskov and
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Ludvigsen (2006)), it is only reported in the last design iteration that a partially or
fully working, playable prototype is created that covers a reasonable part of the
game mechanics. Most commonly in this field, authors report only the final game
design, how that was evaluated by users and suggested potential improvements of
the ‘final’ game. None of the papers report or reflect on an iterative process for
improving the game design using interactive prototypes.

To enable a rapid, iterative design process using interactive prototypes we
developed the RaPIDO (Rapid prototyping of Physical Interaction Design for Out-
door games) platform. Early Head Up Games had been developed from scratch each
time—a time-consuming activity. Thus, based on the earlier experiences of building
prototypes we designed the RaPIDO platform to include useful technologies for
outdoor games. The platform consists of a set of player devices (see Fig. 4) that offer
several modes of interaction: e.g., visual, haptic, and auditory, see Table 1.

Besides offering the hardware, the platform includes software libraries to easily
address all hardware components and program new interactive games. Further-
more, the exterior of the devices is robustly designed, to survive multiple outdoor
evaluation sessions with children.

To evaluate the use of RaPIDO and its impact on an iterative game design
process, we engaged in a study in which we iteratively designed several Head Up
Games for children. Our approach shows similarities to the RITE method (Rapid
Iterative Testing and Evaluation) by Medlock et al. (2002); the RITE method

player-player 
interaction 

through devices

player-device 
interaction

player-player social 
interaction, prompted 

by game

player-player social 
interaction, prompted by 
pre-existing relationship 

player-context 
interaction

Fig. 3 Types of interaction in multiplayer, outdoor games
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advocates an iterative approach in which iterations are executed at an extremely
high pace. Problems identified in the interface (in Medlock’s case a tutorial of a
popular game) are immediately changed, and more importantly, immediately
evaluated, sometimes even within hours of implementation.

The games were repeatedly playtested with children (7–10 years) of a Dutch
scouting association in an outdoor context. Details of the study can be found in
Soute and Markopoulos (2013). Reflections on the iterative design process are
discussed next.

6.1 Reflections

The experience of creating and evaluating several games has generated insights
into different levels, namely (1) on the rapid, iterative, design process (2) on
evaluating with children in this particular setup, and (3) on what interaction
mechanisms and technology are appropriate for interactive, outdoor games for
children.

Fig. 4 RaPIDO player devices

Table 1 Main components
of RaPIDO

Technology Interaction style

4 RGB leds Provide visual cues, e.g. by blinking,
or changing color

Sound chip ? speaker Provide auditory cues, can read and
playback .wav files from SD card

RFID module Detect objects tagged with RFID-tags
XBEE module Provides: (1) inter-device

communication (2) distance
measurement between devices

Vibration motor Provides tactile feedback
Rotation encoder Measures degree of rotation of wheel
Accelerometer Measures movements
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6.1.1 Design Process

Most design changes that we implemented based on our direct observations of
the gameplay and comments of the children, concerned directly the play and
interaction functionality. Seemingly small details, like the duration of some
interactions, influenced heavily the emerging game experience, showing the
inadequacy of evaluating a mock-up of the game interactions for example when
playtesting functionality with Wizard of Oz interventions. For example, in Save
the Safe (Soute et al. 2009a) a ‘key’ is represented virtually, using tactile feedback.
It is easy to see that replacing the virtual element by a physical object would alter
the game: a physical object is clearly visible to the other players, especially when
passing it around between players, so the element of guessing which player
actually possesses the key (as is present when the key is virtually represented) is
taken out of the game completely. And particularly that feature of the game turned
out to be the most fun part. Thus, we argue that instead of playtesting with paper
prototypes, for developing Head Up Games it is best to immediately focus on the
actual, working, interactions.

With regard to the time it earlier cost to develop a working prototype, we
conclude that with the RaPIDO platform we were able to bring this time drastically
down. Over the course of 6 weeks we were able to develop, evaluate, and improve
on four games. Furthermore, because it was relatively fast and easy to create
working prototypes, the platform allowed us to play around with the technology,
and thus freely explore the design space.

In our design process, we decided to keep a high pace in developing new
iterations of the games—typically we took 1–2 weeks to develop new iterations.
As a consequence, little time remained to analyze the results of the evaluations
(e.g., run a structured observation, or content analysis of the interviews). Further,
the interviews did not yield as much information for improving the games as we
had expected; directly observing the gameplay was much more effective. None-
theless, the little information that was deduced from the interviews was useful for
corroborating our findings from the direct observations.

Another benefit of rapidly iterating over small changes is that it becomes easier
to observe the impact of a small feature change. We argue that this way the design
process becomes a ‘‘self-steering’’ process: if based on an observation a wrong
conclusion is drawn and subsequently a wrong decision regarding the game
mechanics is implemented, the next session will immediately show the (negative)
effect and the design decision can be undone quickly.

Testing early and often in the design process makes sure that as a designer you
do not ‘‘fall in love’’ with your own (features of the) games. After only 1 week of
implementing a game, it is much easier to toss a feature in favor of an improved
version or abandon a game altogether. In contrast, if one has taken months to
implement a game, it is much more difficult to part from it, if at an eventual user
test it turns out that certain features do not work out as expected.
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6.1.2 Iterative Testing with Children

We found that repeated evaluations with the same group of children have a few
distinct advantages: first, we got to know the children, which made it easier to
interpret observations. For example, a child that behaves in a certain way may or
may not do that as a consequence of playing the game and it is relatively hard to
tell the difference from a single observation only. However, when observing the
same children over time, as a (game) designer it becomes easier to tell which
behaviors can be attributed to a child and which might be the result of playing a
certain game.

The second advantage is that the children got to know us and because of that
gained confidence and were at ease in their interactions with us. An often-argued
side effect of the children getting acquainted to researchers is that the power
imbalance that might exist between a child and an adult (Hennessy and Heary
2005; Markopoulos et al. 2008) is lessened. In fact, we even experienced this to the
extreme; the power imbalance was reversed in a sense that we had to try hard to
assert ourselves on the participants, simply to get and hold their attention. We
attribute this to two causes: first, as we indicated, the children became familiar
with us; and second, because the children clearly outnumbered the researchers,
children did not feel at all intimidated by the two researchers (in contrast to
evaluations where only one or two children are present). In our case, we eventually
had to claim a leading role in order to quiet the group down, and make sure they
were all paying attention. This did not seem to have a negative impact, possibly
because the children equated us to their scout leaders and they too addressed the
children in this manner.

This brings us to another observation: when observing ‘‘in the wild’’ (i.e., in the
user’s natural context, e.g., observing children playing at their regular playground)
it is important to adjust to the context of an evaluation (see also Rogers (2011)),
and more specifically how an evaluator should interact within that context. In our
case this meant that we positioned ourselves in the roles of scout leaders. Related
to our observation above is the notion that an evaluation method cannot simply be
transplanted from one context to another. Certain patterns of behavior have been
established between the children and the scout leaders and as a researcher we
argue that you should be aware of this and plan your evaluation accordingly. An
example of this is the observation that using collages to elicit information from
children as a method did not work well in this particular context, simply because
the children were not used to sedentary activities within this context. In contrast:
we have applied the same method earlier in a school context where it worked well.

The age of the children ranged from 7- to 10-year old. This is something we had
not anticipated, but in the end had to adjust to: for some games it might occur that the
challenge for a 7-year old to compete with a 10-year old becomes too high, resulting
in a negative game experience for the 7-year old, and maybe even for the 10-year
old, as the competition is too low for him. We observed this during the playtest of
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one of the games, and later adjusted for this by not randomly mixing the children but
instead sorting them by age group. Then the chances for winning the game became
more equal for all players, resulting in a better game experience.

6.1.3 Interaction in Outdoor Games

In the games we designed we used a variety of interaction styles and technologies,
but the one technology most commonly used was radio communication. We used it
for two purposes: for communicating game events between the RaPIDO devices,
so they could appropriately respond to what was happening in the game with
respect to other players. Further, we used radio technology for getting a rough
estimation for distances between devices (and thus players). Both features
contributed significantly to the novelty of gameplay, as it allowed us to introduce
elements in the games that have no similarity to features in traditional outdoor
games. An example is the virtual key in Save the Safe, which was transferred
between players based on proximity.

Furthermore, for feedback to the players we often used auditory, visual, and
tactile cues. We found all modalities appropriate for supporting outdoor games,
though that does not automatically imply that every style of using it is appropriate
in the context of outdoor gaming. To give an example: in one game we needed to
convey to the players how many steps they could take in a turn. At first we
implemented it by letting LEDs blink, each blink accounted for one step. However,
this enforced the players to be paying attention to their device at a specific frame of
time within the game. Also, the information is volatile, once it is shown it is gone.
So, a moment of distraction, for example when team players are talking to one
another (i.e., engaging in social interaction, which we want our games also to
encourage!) would result in the loss of game information. Therefore, we rede-
signed that part of the game to have the LEDs continuously shine; the number of
LEDs switched on corresponded to the number of steps. This was a more persistent
way of showing the same information.

Another technology we made heavy use of was RFID technology. Each device
is equipped with an RFID reader, which allowed us to program the devices to
detect objects tagged with an RFID tag. Though we used it moderately in the
games themselves, we employed the RFID tags mostly for setting up the games.

Based on our experiences we conclude that the process we followed is very
suitable for games, where the emerging game experience is not only a result of
interactive technology, but also of the context the game is played in, and other
existing game rules; these games need to be really experienced and cannot be
tested with lower fidelity prototypes. Arguably, a similar process might be valu-
able for other interactive systems that are novel to users and are designed to
change behaviors in users. To valuably generate feedback from users on such
systems, they have to be tested and experienced ‘‘in the wild,’’ meaning in context,
with actual users using a product under realistic conditions rather than those which
are anticipated by designers or that are easy for designers to work with.
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7 Recommendations for Designing Head Up Games

In this chapter we have focused on the design process of Head Up Games. Based
on our experiences we can now present several recommendations that can inspire
and inform first-time Head Up Game designers.

The first recommendation is the most radical, as it deviates from the generally
accepted way of involving low-fi to high-fi prototypes in the design process.
Instead, we emphasize the necessity of using high-fi prototypes from an early stage
of the design process: these games really need to be played with working tech-
nology to assess the effect of the game design and technology on the game
experience. Instead of gradually increasing the fidelity of the prototypes, we went
ahead and immediately created high-fi (with respect to interactivity) prototypes.
We argue that, for games involving physical activity, outdoor play, groups of
players and embodied interaction, it is virtually impossible to test with paper
prototypes as the lack of interactivity distorts the game dynamics intended by the
designer and leads to very different play experiences. Moreover, we argue that, if
children are involved, it becomes more apparent, as children might be less able to
reflect on the impact of interactivity and the resulting game dynamics without
actually experiencing it.

Furthermore, we suggest starting the design process with designing and
implementing a limited set of game rules and rely on the players’ ability to detect
and fix a broken game.

We also discussed the process of engaging children in creative activities to gain
insight into children’s requirements for games. The amount of information gath-
ered is dependent on the effort put in the activities. The Mission from Mars method
is very time-consuming, but offers a considerable amount of feedback. However,
the method relies on a narrative that might not be suitable for all children. We
furthermore discussed making collages with children. This method was a success
in a school context, leading us to repeat it during evaluations with scouts.
Unexpectedly, in that context the method failed, suggesting that the context of the
evaluation plays a large role in its success rate. Finally, we suggest that at least
designers should make an effort to observe children at play, if time is too limited to
execute the methods described above for gathering children’s requirements.

Finally, we recommend to playtest with children as often as possible. Our
experience suggests that some issues can also be identified by adults. Indeed, we
would recommend letting adults playtest intermediate prototypes of the games to
root out early usability issues.

In short:

• Use high-fi prototypes from an early stage in the design process. Head Up
Games really need to be played with working prototypes, most notably with
regard to the game interaction, to assess the effect of the game design and
technology on the emergent game experience.

• Start with an incomplete set of game rules. Rely on the players’ innate ability to
detect and fix a broken game to fill the gaps.
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• Engage with children in a fun, creative activity as a way to facilitate discussion.
Though be aware that ‘fun’ is context dependent.

• Adopt an iterative process and playtest with children as often as possible. To
prepare for these sessions, and/or to test intermediate designs, playtest with
adults too.
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Smart Ball and a New Dynamic Form
of Entertainment

Sachiko Kodama, Toshiki Sato and Hideki Koike

Abstract This chapter introduces a smart ball entertainment system, which we
call ‘‘Bouncing Star.’’ A smart ball is a ball that contains electronic devices such as
sensors, LEDs, microprocessors, and wireless modules. It has the ordinary func-
tions of a ball, but advanced functions are achieved by the combination of various
electronic devices. In our system, the ball’s state of motion (static, thrown, bounce,
etc.) is recognized by the analysis of data received via a wireless module, the ball’s
position can be tracked using image processing techniques. Using this system, we
created several applications that integrate real-time dynamic computer graphics
with responsive sounds, which we have exhibited in museums where people can
participate in ball play. The goal of our project was to establish a new dynamic
form of entertainment based on the combination of a ball and digital technologies.

Keywords Ball interface � Wireless module � Sensing technology � Image pro-
cessing � Augmented sports � Computer-supported cooperative play � Interactive
art � Digital sports

1 Introduction

Since ancient times, many people throughout the world have used balls as enter-
tainment equipment. The design of balls has become more sophisticated to
facilitate their use as sports equipment in soccer, baseball, and many other sports
enjoyed by people.
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Recently, small electronic devices have been installed inside balls. Thus, we
can buy toy balls that contain light-emitting diodes (LEDs), which used to be sold
on night markets. These toys can be considered as the source of smart balls,
although they are too simple to be referred to as smart. These balls simply
contained a light but no other advanced functions. Since the introduction of LED
balls, technical breakthroughs have been transforming smart balls. It has become
possible to use various small electronic devices, which were originally designed
for smartphones, have been installed inside these balls.

We use the term smart ball to refer to a spherical (or hemispherical) ball that
people can use for sports or play, which contain small electronic devices that
provide new functions. These devices affect the appearance of the ball (such as
LEDs embedded in a ball) but they can also sense, process, and store data, and
communicate information externally. These functions make balls ‘‘smart.’’

Our team has operated the ‘‘Bouncing Star’’ smart ball project since 2007
(Kodama et al. 2007). Kodama initiated this project as an artist, director, and
inventor. Kodama and Izuta developed a new ball in 2007, after which we made
improvements to the ball and the interactive system. This smart ball has been
demonstrated at academic conferences and in museum exhibitions and it has been
used for research purposes. Thus, we discuss the successes and problems
encountered with our smart ball entertainment system based on experiments
conducted during our six-year project.

2 Smart Ball and a New Dynamic Form of Entertainment

2.1 Background

A smart ball has the normal functions of an ordinary ball. It falls, rolls, spins, and can
be grasped, thrown, kicked, hit, caught, bounced, turned around, etc. However, a
smart ball can have additional functions based on the small electronic devices it
contains. Smart balls have sensors that allow them to capture data from around/inside
the ball and to sense the conditions of the ball. They can also be used as display
devices to represent multimodal information. The design of the basic concept of the
smart ball was guided by the definition of an ‘‘Organic User Interface’’ (OUI)
(Vertegaal and Poupyrev 2008), and we consider that a smart ball is a type of OUI.

The addition of wireless communication technology to smart balls facilitates a
new dynamic form of entertainment. This new dynamic form of entertainment is
achieved by using a smart ball that communicates with a computer support system
so the ball play is connected directly to the playing field. The field graphics and/or
sound effects change according to the real-time state of the ball. The rules and
processes of the game are connected directly with the ball’s state. The people (in
the playing field or stadium) and internet viewers throughout the world can par-
ticipate in the game via the computer system. We consider that this new dynamic
form of entertainment will facilitate artistic applications that merge sports and
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interactive art, thereby developing a new field of ‘‘digital sports.’’ The goal of our
project is to establish this new dynamic form of entertainment, which can be
achieved by combining balls with digital technologies.

Pioneering research on ball play combined with digital technology produced
PingPongPlus, which was developed by the Tangible Media Group at MIT (Ishii
et al. 1999). This was a classical ping-pong game, which used an ordinary ping-
pong ball and paddles. However, digital technology was embedded in the table to
enhance the game. Their ‘‘reactive table’’ had eight microphones beneath the table
that sensed the location of the ping-pong ball, which created a novel athletics-
driven, tangible, computer-augmented interface that incorporated sensing, sound,
and projection technology. A projector displayed patterns of light and shadows on
the table top. The position of the bouncing ball was detected to leave images of
rippling water. The rhythm of play was used to drive the accompanying music and
visual effects. In PingPongPlus, the ball itself was an ordinary ping-pong ball,
which had no electronic parts.

After PingPongPlus, several athletic-tangible interfaces were developed that
used balls. Moeller and Agamanolis devised a system for playing ‘‘sports at a
distance’’ via a life-size video conference screen using an unmodified soccer ball
(Mueller et al. 2005). Rudorf and Brunnett developed a table tennis application,
which allowed real-time tracking of the rapid movements of a ball (Rudorf and
Brunnett 2005). Iyoda developed a VR application for pitching in baseball, which
included a wireless accelerometer inside a ‘‘screen-shaped’’ split curtain equipped
with IR sensors (Iyoda et al. 2006).

Adidas has been researching the construction of a new system for football
games. In 2013, Adidas uses sensors and computers to communicate data between
a ball and a smartphone.

As we mentioned above examples, there have been many attempts to develop
new balls for sports, they are aimed mostly at enhancing traditional sports such as
ping pong, baseball, soccer, etc. But also, we know several studies have tried to
develop smart ball entertainment systems, which can be more flexible approach to
create a new form of entertainment. The Japanese artist Kuwakubo produced the
media artwork ‘‘heaven seed,’’ which used an accelerator sensor and wireless
module to generate sounds when a ball was thrown (Kuwakubo 2003). Sugano
presented an augmented sports game called ‘‘Shootball,’’ which used a ball
equipped with a shock sensor and wireless module to conduct experiments with a
novel, goal-based, sports game. Their system used multiple cameras and multiple
projectors on the walls in the field (Sugano et al. 2007). At UPM, Torroja
developed a ball device, which was an interface for musical expression that sent
MIDI messages via a wireless connection to a computer. (In 2008, Kodama
experienced Prof. Yago Torroja’s ball at his laboratory at UPM while she was
making a large ferrofluid installation work for the Reina Sofia Museum in Madrid).
The American company Orbotix developed a robotic ball called ‘‘sphero,’’ which
people could control a motion of the ball on the floor by controlling a wheel
mechanism inside the ball using their smartphone. Their product was released in
2011. Their function and playing style are different from our Bouncing Star ball.
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2.2 Concept of the Smart Ball

Before describing the development of our system, we consider a ball’s character-
istics as a human tool, because balls are used in unique ways. We consider three
important characteristics of a ball: (1) spherical shape, (2) predictability (in relation
to its controllability), and (3) elasticity.

(1) The merit of the spherical shape is that it leads to instability in the position and
movement of a ball. In general, it causes problems if a tool changes its position
too easily. For a ball, however, this instability is beneficial for its use. Its 3-D
symmetrical spherical shape makes it possible for a ball to move around (360�)
because of gravity.

(2) A ball touches a surface via a very small surface area, so the friction is small
enough to generate an unstable condition. However, if a strong force is applied
to a ball, the ball’s movement becomes predictable and controllable. These
contradictory properties (random instability and controllability) merge and
facilitate the popular ball games that we enjoy.

(3) The ball’s elasticity is also an important aspect that causes feeling of joy when
we play with a ball. The elastic texture elicits a pleasing sensation when we
grasp a ball, which causes a feeling of unity between our body and the ball.
This high elasticity allows us to dribble the ball and engage in rhythmic play
by bouncing a ball on a wall or floor.

Figure 1 shows the generalized possible interactions with our hand and body
using a ball. A smart ball works as an interface by acquiring real-time data from
the ball, which can be used to generate data for control output devices and the ball
itself when people operate the ball.

2.3 System Overview

We started the Bouncing Star project in 2007. We specified three necessary func-
tions for our ball. They are the precise detection of the ball’s bounce, the precise
tracking of the ball’s position, and the ball’s durability to tolerate powerful shocks.

First, we developed a new ball, Bouncing Star (Hane-Boshi in Japanese), which
contained electronic devices. At the same time, we developed an augmented sports
system using Bouncing Star ball and computer programs to provide an interface
between the digital and physical worlds. This program could recognize the ball’s
state of motion (static, rolled, thrown, bounce, etc.) by analyzing data received via
a wireless module. The program also tracked the ball’s position using image
processing techniques. A high-speed camera was fixed to a point where it could
capture the whole playing field and it acquired images of infrared (IR) lights inside
the ball while it was on the playing field at a frame rate of 200 fps. The camera
was equipped with an IR filter that only detected IR light. The corresponding
computer graphics were generated by a PC and projected onto the floor (or ground).
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Sounds were generated by a separate application and played through two separate
stereo speakers. Figure 2 (left) shows an overview of the system hardware, while
the photograph on the right shows the application of the system.

Using this system, we can develop applications that integrate real-time dynamic
computer graphics and responsive sounds, which are synchronized with the ball’s
motion characteristics. We also conducted experiments to investigate the full
potential of this new entertainment system and tried to design new games, with
new rules, and new styles of play.

3 Implementation Technology

3.1 Basic Design of the Ball

Bouncing Star is a simple ball that contains electronic components, which is strong
enough to be thrown and bounced off walls and floors. It can recognize various
states, such as thrown, bounced, and rolled, using built-in sensors. Furthermore,

Ball Control

Tap Touch 
Turn Spin

Shake
Push 

Grasp Hold
Straight move (with and without spin)
Ball throwing (with and without spin)

Ball catching (received)
Bounce (on the wall or floor)

Hit  Kick

Ball and Playfield

Light
Sound
Music
Text

Image
Graphic

Haptic sensation
Shape change

Natural
Interaction

Fig. 1 Generalized concept of the smart ball interface

Fig. 2 Overview of the bouncing star system (left) and the playing field for an application
developed using the system (right)
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the ball is equipped with infrared LEDs, so the system can detect the position of
the ball using a high-speed camera. The ball, thanks to its Multicolor LED, can
change color based on speed and its status. We have produced several different
ball-based game applications by exploiting these characteristics of Bouncing Star.
In these applications, real-time CG and sounds are generated in the playing field,
as well as the changes in the color and flicker speed of the light, which are linked
directly to the movement of the ball. The player and audience can understand what
is happening during the game by watching the ball itself.

The Bouncing Star ball comprises a core component with a cover. The core
contains electric circuits, which are housed in a plastic (polycarbonate) sphere.
The cover protects the core.

3.2 Core and Shock-Absorbing Mechanism

We decided that the ball should express itself visually, so we added color LEDs
that responded to the conditions of the ball, and the color of the ball and flicker
speed changed depending on the context of the game, the field graphics, and
sounds based on the game rules (Fig. 3).

The core comprised a PIC micro-controller, a three-axis accelerometer, a
microphone, a XBee wireless communications module, a lithium ion battery, six
full color LEDs, and six infrared LEDs. A gyro sensor and photosensor were added
in the 2013 version. The ball weighed 170 g. The accelerometer could determine
accelerations between +6 and -6 G on three axes (x-axis, y-axis, and z-axis). The
sound sensor could interpret sounds that occurred within the ball. The data
obtained from the sensors were processed by a micro-controller (PIC16F88),
approximately 160 times per second. The wireless module used a XBee platform,
which allowed reliable connectivity to over 30 m. Wireless communications
between environments, PCs, or with other Bouncing Stars used the serial
communication protocol. The lithium-ion rechargeable battery was charged for 2 h
by connecting a stereo mini-jack and the ball could be used for 1 h after it was
fully charged.

The cover of the ball required a material, which was strong enough for use with
applications during real ball games, but it had to have sufficient elasticity and
transparency to transmit LED light through the outside of the ball. As reported in
our 2010 paper (Izuta et al. 2010), we developed three different balls. The first was
a transparent beach ball type. The second was Sepak Takraw ball type which is
made by synthetic fiber. Sepak takraw is a sport native to the south Asian Maley-
Thai peninsula; the ball is hand-woven using rattan or plastic stems (Fig. 4). The
third was a rubber ball type (Fig. 5). We selected these three types because the ball
had to express itself using full-color LEDs, while it also needed to be protected
against strong shocks. The rubber ball type was the most suitable for our smart-ball
system because of its transparency to express information, its round shape, and
high elasticity (Table 1).
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3.3 Bounce Detection Algorithm

We developed a new algorithm for recognizing the ball’s state (static, rolled,
thrown, caught, etc.) using information obtained from the acceleration and sound
sensors. The ball spins irregularly during play so we calculated the acceleration
values for the x-axis, y-axis, and z-axis, and used them to obtain the value of the

total acceleration, A A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X2 þ Y2 þ Z2
p

� �

. When the ball collided with an

object, the sound sensor detected the value of the sound within the ball, S. We
compared the acceleration value A and the sound value S with constant thresholds
for each, As and Ss. Combinations of these allowed us to recognize the state of the
ball (Table 2).

Moreover, the three different states of the ball (static, rolling, in the air) were
used to calculate the value of the acceleration due to gravity. When the ball was on
the ground, we could detect the value A as the constant value of the acceleration
due to gravity. The rolling state was detected by analyzing the acceleration due to
gravity on the x-, y-, and z-axes. The in the air state was recognized when A = 0,

Fig. 3 Internal composition of the ball

Fig. 4 Bouncing star sepak
takraw ball
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because the accelerometer could not detect the acceleration when the ball was in
the air. These processes are performed by the micro-controller equipped in the ball
and the state is transmitted to the application program via wireless communication.
The threshold values As and Ss could be changed from the PC interface to modify
the value, depending on the environment of the playing field or the specific
application’s demand for the ball. The changed threshold values were saved if
someone switched the ball off. The threshold value was always saved in the
memory after it was changed. If we could not use a projector and a high-speed
camera with the system, the LED light emissions from the ball continued to be
linked to the movements of ball, so we could play new sports with the ball alone.
Five different modes of full color LED emission patterns were programmed for the
ball in the micro-controller (Table 3).

Fig. 5 Bouncing star rubber ball (right July 2012 version)

Table 1 Specifications of the three different types of ball

Ball type Material Diameter (mm) Weight (g) Reflection
coefficient

Rubber ball Silicone
rubber

98 550 0.70

Beach ball Vinyl 220 290 0.34
Sepak takraw
ball

Polypropylene 135 135 250 0.43

Table 2 Algorithm used to
recognize the ball’s state

A [ As A \ As

S [ Ss Bounce (Nothing)
S \ Ss Thrown Static

Rolling
In the air
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3.4 Position Tracking Algorithm

We developed an image processing program to recognize the position of the ball
with a camera using the IR lights inside the ball. In a real demonstration envi-
ronment, we calibrated the field coordinates based on the camera coordinates using
projective transformation. Next, the image captured by the camera was labeled by
chain code algorithm after binarizing process with a constant threshold and it also
recognized the positions of the IR lights. If several light sources were detected in
the space closer than a specific distance threshold, the ball was considered to be
located at the center of the sources of the lights. Six IR LEDs were present inside
the ball so some light sources would always be detected from a ball.

4 Production of Applications

We produced interactive graphic and sound applications for the rubber-type ball.
The graphics were created based on the ball tracking information (location and

timing of bounces). The applications were written in Visual C++ with Open GL or
DirectX. We used an nVIDIA Geforce 6800GT graphics card. A projector was
suspended 10 m above the playing field surface where the graphics were projected.
We used a BenQ SP 870 projector for the experiments at the University of Electro-
Communications and for public demonstrations at three different places.

The environmental sound effects were generated according to the timing of
bounces. The sound effects were designed to match the contexts of the graphics
and the player’s motions such as shaking or bouncing the ball in a specific scene.

4.1 Simple Graphic Effects for Ball Play

Figure 6 shows the simple graphical effect we refer to as spotlight effect, which we
produced at a very early stage of this project. A bright spotlight was projected
continuously at the ball’s position (x, y) on the floor. The players and the ball were
illuminated.

Table 3 Light emission pattern modes inside the ball

Mode name Interaction description

Gradual mode The color changed gradually when the ball was rolled and the color changed
slowly when the ball bounced

Pulse mode The cycle of the light pulse depended on the acceleration value, A
Skip mode The color changed quickly when the ball bounced or rolled
Burning mode The ball’s color changed from blue to green, to yellow, and to red as the

acceleration value, A, increased
Vanishing mode The light was switched off for a few seconds when the ball was thrown
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Fig. 6 Simple graphical ‘‘spotlight effect’’ where a projector was placed in the balcony on the
third floor of a building and a real-time spotlight image was projected onto the ball, the player,
and the ground

Fig. 7 A simple geometrical graphic spreading from the ball
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Figure 7 also shows a simple graphical effect that spreads from a moving ball.
In this program, the positions where the ball bounced on the floor (or the wall)
were detected using data from the 3-D accelerometer and a sound sensor
(microphone), with image processing using a high-speed camera. A 2-D graphical
pattern spread rapidly from the point where the ball bounced.

4.2 Graphic Effects Using a Particle System

After generating a simple graphic effect, such as a spotlight or a spreading simple
geometric pattern that followed the ball’s position and movement, we used a
particle system to generate stars that followed the ball’s tracks. In conditions
where there was no acceleration against the ball, small stars spread out from it.
After the ball bounced, large stars appeared and spread our (Fig. 8).

We also produced fluid graphics effect using the Navier–Stokes equations to
generate fluid (‘‘smoke’’) graphics where the movements were generated by the
ball’s position and movement. People could produce swirls by turning the ball on
the table (Fig. 9).

4.3 Collision with the Real Ball and Virtual 3-D Objects

Figure 10 shows our first attempt at a collision between a real ball and virtual 3-D
objects projected onto the tabletop. The physical movements of the virtual objects
after a collision were calculated in real time.

4.4 Augmented Sports Applications

After producing the simple graphic modes that allowed people to enjoy playing
with the ball and interactive graphics on the floor, we created more complicated
sports game applications where people could move dynamically to compete or
collaborate in the context of a sports scenario.

4.4.1 Space Ball I

We developed an application called ‘‘Space Ball I’’ where our system had no
wireless communication module or a microphone in the ball. Therefore, the ball
information was obtained using two high-speed cameras. This was the only
information that the application in the PC could acquire from the system. The
information detected by the accelerometer was used only to change the light
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emission from the ball itself. A projected CGI (using Open GL) of 10 9 10
squares was spread across the field.

Figure 11 shows Space Ball I where the player could score points by hitting the
ball at these panels. Two players could compete to hit these panels to score points.
Our challenge was to recognize the bounce of the ball based on image processing
alone using a second high-speed camera and displaying CGI effects, such as
scattered stars, when the ball hit the boundary. Indeed, boundary identification
using the second camera led to much false positive and/or false negative detection.

4.4.2 Space Ball II

In Space Ball II, we used a ball with an added sound sensor (microphone) and the
wireless communication module inside. This application generated dynamic CGI
effects on the playing field, which changed in synchronization with the ball’s
characteristic motion because the ball’s state was detected by a image processing
program. We considered three different ball states, i.e., bouncing, rolling, and in

Fig. 8 Graphical effect using a particle system (small and large stars)

Fig. 9 Graphical effect using
a fluid equation

152 S. Kodama et al.



the air, which were detected by the program. The program used the position
information obtained from the ball (with the high-speed camera) as parameters to
determine the direction of the game. Table 4 shows how the direction of the game
was determined using the information acquired from the ball. This application was
designed as a multi-player cooperative game. There was a time limit of 60 s per
game. A player could score by hitting the ball at a target projected as a CG spot
(Fig. 12).

The targets with the same color were displayed on the playing field. Their color
and placement changed if the player bounced the ball outside the field (the color of

Fig. 10 Collision between
the real ball and virtual 3-D
objects (a cube and a sphere
in virtual space). The
‘‘spotlight effect’’ was
applied to the two balls

Fig. 11 Space ball I (Laval
Virtual 2008)
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the ball also changed at this moment). The players could choose their favorite
placement from the target spots, which made it easier to obtain high scores by
changing the ball’s color if the player dribbled it on the floor with their hands.
Hitting a target in one bounce or rolling the ball along a line of targets generated
higher scores. Figure 13 shows the rules that determined how points were scored
and how new targets were made, as well as how the time limit was extended.

Table 4 Direction of space ball II using ball information

Ball information Direction in space ball II

Ball bounced outside the
playing field

Change the color of the ball
Change the target’s placement

Ball bounced inside
the playing field

Display the shock wave effect
Hit surrounding targets
Randomly generate several different colored new targets

Rolled Extend the remaining time based on the number and interval of the
hit targets, if several targets are hit during one throw

In the air Cannot score points when the ball moves over the targets

Fig. 12 Space Ball II, an augmented digital sports game (Miraikan 2010)

Fig. 13 Description of the
rules for scoring points and
making new targets in Space
Ball II
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Sound effects had an important role in Space Ball II. We used up-beat music as a
basic BGM during the play. This up-beat music was aimed at making people
excited during the game. During continuous BGM, we added four different sound
effects based on the ball’s bounce. The sounds differed depending on the context of
the scene, which let players know what was happening in their game (e.g., they
changed the target’s coordinates, they scored points by hitting the target, or the
ball simply bounced inside the playing field but failed to hit the target). Each
sound was designed and recorded beforehand and played when a bounce occurred,
with no delay (Fig. 14).

4.5 Ball Play with a Word Puzzle

Further applications are shown in Figs. 15 and 16. We already produced a 2-D
game (Bouncing Star I), which resembled the game Othello where people could
compete by making a square panel change color (red or blue) when they hit the
surface with the ball. Later, we produced a panel on a 3-D cube so people could
turn the virtual cube (like dominos) by throwing the ball. There were sound effects
(which sounded like real wood blocks falling down) when the cubes turned.

In 2012, we added text/graphics on the face of the cube to produce an
application called ‘‘Soradama’’, a type of 3-D crossword puzzle in a virtual
space (Fig. 17) (Kodama et al. 2012).

5 Public Exhibits (2007–2013)

Table 5 shows the exhibition history of Bouncing Star. Our interactive applica-
tions were exhibited thirteen times (eleven times in Japan) and about 1,000 people
participated in the experiment in Miraikan Museum during 2010.

Fig. 14 Floor coordination (left) and shockwave effect after bouncing (right) in Space Ball II
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In 2008, we demonstrated our first system in Japan, France, and the USA (Izuta
et al. 2008a, b, c). Subsequently, the ball and interactive contents were exhibited:
four times at academic conferences, and ten at public media art exhibitions. The
number of visitors to the seventh, eighth, and ninth exhibitions were about 70,000,
4,000, and 50,000, respectively. Not all of the people who visited the exhibition
experienced the ball, but we consider that at least 10,000 people interacted with
our system.

At the Miraikan museum show in 2010, the Kodama Laboratory conducted a
questionnaire survey of 1,000 participants who played with the interactive appli-
cations of Bouncing Star system demonstrated at the museum. We conducted the
survey to analyze sex and generation differences in the influence of sound/
graphical effects in the ball play. The result was reported in our student thesis
(Satake 2012).

Fig. 15 Children playing
with a ball using 3-D virtual
cubes like dominos where the
surfaces had symbols from
the Japanese alphabet (at
Yumeminato Tower, Japan,
2012)

Fig. 16 In Soradama, a ball
was used to solve 3-D
crossword in a virtual space
(photograph taken in
Kodama’s laboratory at UEC,
2012)
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6 Discussion

During 2008 and 2009, we conducted many experiments in outdoor and indoor
fields at the University of Electro-Communications campus. We also conducted
many public demonstrations at three different places. Hundreds of people, including
small children, experienced our applications and they enjoyed the practical inter-
active demonstrations. In some cases, we only gave people the Bouncing Star Ball
without any projected images. In these cases, we found that the ‘‘vanishing
ball mode’’ had a more favorable reception from many people. In this mode, the ball
appeared to have disappeared. This mode is used in a dark place, so players feel a
sense of thrill at catching the disappearing ball. This experience elicited a positive
reaction in this mode. The ball was entertaining without any graphics applications
because it had six different light modes. Thus, people could play catch in dark areas.
We plan to consider the possibilities of using a smart ball without any graphical
applications of a projector, by adding other components inside the ball.

Table 5 Exhibition history of Bouncing Star

No. Location Exhibit Dates

1 ‘Device Art’ exhibit, Miraikan (Tokyo, Japan) Sep/26–30/2007
Exhibit of ball only

2 The National Art Center (Tokyo, Japan) Feb/6–17/2008
12 days demo

3 INTERACTION (Tokyo, Japan) 2008 March 3 and 4
2 days demo

4 Laval Virtual 2008 (Laval, France) Apr/9–13/2008
5 days demo

5 SIGGRAPH 2008 New Tech Demo (Los Angeles, USA) Aug/11–15/2008
5 days demo

6 ‘Invisible Garden’ exhibition, (Miraikan, Tokyo, Japan) Dec/1/2010–Mar/11/2011
7 ‘Art of Light’ exhibition, (Malios, Morioka, Japan) June/30–July/24/2011,
8 ‘Magical Art Museum’ exhibition, (Takehara Museum,

Hiroshima, Japan)
Aug/5–Sep/25/2011

9 ‘Magical Art Museum’ exhibition, (Yumeminato Tower,
Tottori, Japan)

Mar/17–May/6/2012

10 ‘Magical Art Museum’ exhibition, (Matsuzakaya
Museum, Nagoya, Japan)

July/28–Sep/2/2012

11 ‘Mugendai Bijutsukan’ exhibition, (Hamada Children’s
Museum of Art, Shimane, Japan)

July/23–Sep/23/2012

12 1st workshop on Smart Material Interfaces in conjunction
with ICMI2012 (Santa Monica, USA)

Oct/22–26/2012
1 day demo, workshop

13 ‘Magic Art Museum: Light Art Is Fun for Everyone’
exhibition, (Contemporary Art Museum, Kumamoto,
Japan)

July/6–Sep/8/2013

14 ‘Art in Wonderland’ exhibition, (The Ueno Royal
Museum, Tokyo, Japan)

Sep/6–Oct/6/2013
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Throughout all of our exhibitions, young people showed a strong interest in our
ball and the graphical applications. As we expected, small children preferred
playing with the simple graphical stars and fluid effects. At the matsuzakaya
(department store) museum, a child aged 1.5 years played with the ball with the
fluid graphics for 20 min with her mother. Children aged three to seven years
preferred games with simple rules. In these games, scoring points was not the
objective and there were no winners in these games. However, people could
continue playing with the ball and graphics, while handling the ball freely on the
table. People enjoyed cooperative play around the table. By contrast, a game such
as Space Ball II has complicated rules like video games, so small children found it
difficult to understand the rules immediately.

During the exhibitions, the projected image size was changed (2 9 2 m2 to
4 9 4 m2), depending on the space requirements. We found that a large image
made people exercise more. In the Space Ball II game, it was a challenge for
people to score high points by collaborative play, which made people feel very
excited and they played the game until they felt as tired as they would if they were
playing normal sports.

The interactions between the ball and graphics/sounds were made smooth and
natural using a high-speed camera (200 fps) and X-bee wireless communication.
The ball interface was natural because it had no cables and no restrictions on
movement, so people could move it freely.

Fig. 17 Children enjoying Soradama at the exhibition site. (Media art exhibition at the
Contemporary Art Museum, Kumamoto, Japan, 2013)
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Unfortunately, the weak point of our ball was its lack of toughness. We asked
people not to hit the table strongly because there was a possibility that the ball
might break. By asking them to be gentle, no repairs were needed during the four
months of the Miraikan month exhibition, where the floor and table were made of
wood. During exhibition nine, however, the floor was concrete and the ball
sometimes broke when it fell to the floor.

There were small gaps between the ball’s movement and the game CG scene in
Space Ball I, so the detection in this game was relatively slow using the ball
position information alone because at that time the application could not use the
acceleration and sound information from the ball.

Therefore, we added the wireless communication module and a combination of
the microphone and accelerometer to the ball for Space Ball II. This allowed us to
synchronize various ball movements, thereby obtaining the ball’s states and the
ball’s position information. This helped us to implement real-time bounce detec-
tion in the game. Based on the analysis of the acceleration information, we could
identify the ‘‘rolling’’ and ‘‘in the air’’ states. The further development of this
software allowed us to produce several unique methods for recognizing the state of
the ball, which were not available in the previous project because it only used
electronic devices.

However, we have yet to adapt the Bouncing Star system to all of the possible
ball movements. Thus, we are now developing a new ball, which includes a gyro
sensor and photo sensor, and we are conducting experiments to implement roll
direction and grasp identification.

7 Conclusion

In this article, we summarized the smart-ball concept used in our Bouncing Star
project and we reported the development of our interactive graphical applications
for the Bouncing Star ball system.

We also reported our exhibition history. Given people’s positive responses to
the interactive contents with sound and graphics effects during the practical
exhibitions, we conclude that the ball system is entering the product level phase
(we will need to consider the production cost). People were often enthusiastic
about the games. Players made full body movements during the games and they
sometimes played continuously for 15 min, perspiring during their workout. The
players and many audience members enjoyed the entire game scene around the
playing field.

In this project, we mainly developed a rubber-type ball, but this ball needs
further innovation in terms of its materials and methods. The durability needs to be
improved to protect the electronic devices inside the balls against strong shocks.

We believe the smart ball and this new dynamic form of entertainment has great
potential for the development of human communication and as an entertainment
activity. The fusion of the ball and digital technology has just begun in this past
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decade, but we believe that the use of a ball interface for augmented sports has
great potential as an entertainment activity.

Our next phase will include making tools to provide an interface for connection
on a large scale (like a stadium) in the real physical world with virtual information
resources in a very smooth and intuitive manner.
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Part III
Games for Change, Personalization,

and Teaching



Games for Change: Looking at Models
of Persuasion Through the Lens of Design

Alissa N. Antle, Joshua Tanenbaum, Anna Macaranas
and John Robinson

Abstract Games for Change are digital games that purport to change people’s
opinions, attitudes, or behaviors around specific issues. While thousands of games
have been created, there is little evidence that such games do persuade or con-
tribute to behavior change. To address this problem, address the research question:
How do elements of the different models of persuasion and behavior change
manifest within Games for Change? We identify and focus on three models:
Information Deficit, Procedural Rhetoric, and a new model called Emergent
Dialogue. To answer this question, we had to determine what ‘‘clues’’ there were
in games that we could use to identify each model of persuasion. Using a
collaborative version of a Close Reading methodology we analyzed ten Games for
Change about sustainability. Based on our results we propose six categories of
design markers. Each marker can be used to identify or implement specific design
elements associated with a particular model of persuasion. In this chapter, we
describe our methodology, present six categories of design markers, and describe
the specific strategies for each marker associated with each of the three models of
persuasion. We illustrate each model and its design markers through canonical
examples including a new game called Youtopia that we have created to encode
the Emergent Dialogue model into a digital game. We conclude with proposed
guidelines for game design of Games for Change.
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Keywords Games for change � Serious games � Sustainability � Behavior
change � Procedural rhetoric � Emergent dialogue � Persuasion � Design frame-
work � Design guidelines � Close reading

1 Introduction

Persuasive computing focuses on how interactive technologies and services can be
designed to change people’s attitudes and behaviors (Fogg 2003). The motiva-
tional power of playing video games has been leveraged by groups interested in
social change for some time now (Games for Change Society 2014). Games for
Change and Serious Games are increasingly being used as play-based tools for
behavior change. Games have been created to address social issues such as sus-
tainability practices, bullying, political lobbying, and personal health care. But do
these games actually enable behavior change?

In this chapter, we explore how digital Games for Change can be designed to
influence behaviors, thoughts, and feelings. Many Games for Change are devel-
oped based on implicit knowledge or assumptions about how external persuasion
can motivate attitude and/or behavior change. One of the contributions of this
chapter is to make these models of persuasion (and expected behavior change)
explicit. We describe three models of persuasion: Information Deficit, Procedural
Rhetoric, and Emergent Dialogue.

There are other models of persuasion—more than we can discuss in one chapter.
We delimit our work by focusing on three models. The first, called the Information
Deficit model, is one of the most common models (He et al. 2010). The Information
Deficit model focuses on persuasion through information. Our analysis found
evidence of this model in most Games for Change. The origin of this model in
Games for Change is likely that ‘‘best practices’’ were mapped uncritically from
educational games to Games for Change. However, if the purpose of Games for
Change is not learning related but future behavior change, is this appropriate? The
second, called Procedural Rhetoric, is a model that has recently emerged from the
games studies community as an alternative, and possibly more effective approach to
serious game design (Bogost 2007). The Procedural Rhetoric model focuses on
persuasion through interaction. Lastly, we introduce a new model of persuasion that
has recently emerged from the environmental studies community in response to the
failure of existing models to elicit the change they purport to enable. We call this
model, Emergent Dialogue (Robinson 2004). The Emergent Dialogue model
focuses on persuasion through participation in discussion around personal values.
We suggest that this model is similar to a model of behavior change recently
appearing in the counseling psychology literature called Acceptance and
Commitment Therapy (ACT) (Hayes et al. 1999).
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There is no empirical evidence that any one model is more effective than the
others, and each may have an important role to play in persuasion depending on
the goals of those seeking change and the specifics of the social issue at stake.
However, we think that the practice of developing Games for Change can be made
more effective if designers are explicitly aware of the persuasion model they are
using, its benefits and weaknesses, and the kinds of design decisions entailed by
each model.

In order to relate design decisions to models of behavior change, we introduce a
methodology for deriving design markers from game play experience. A design
marker is an identifiable element or strategy that is either encoded in a game
during development or emerges through game play and which indicates the
implementation of a specific behavior change model. When designers create a
serious Game for Change, they encode their own assumptions about persuasion
and behavior change into the game system, sometimes without any awareness that
this is happening. When we play and analyze a game we are able to identify
evidence of one or more models of behavior change encoded into the system in the
form of design markers. Markers may involve or be apparent based on different
game elements such as game controls, content, visuals, interface features, rules,
game mechanics, or rewards. In this chapter, we present six important design
markers that reveal underlying behavior change models. We define, describe, and
illustrate each marker type for all three persuasion models in order to make explicit
the relationship between models of persuasion and game elements. We delimit our
study by focusing on Games for Change related to social issues where the intent of
the game is to produce some form of short- or long-term attitude or behavior
change in the players. Specifically, in our games analysis phase, we looked at
Games for Change around issues of sustainability and the environment. We sug-
gest that our results will be applicable to other Games for Change where the core
objective is behavior change. We conclude this chapter with best practices for
designers of Games for Change.

2 Three Models of Persuasion

We focus on three different models of persuasion that can be observed within the
design of Games for Change: the Information Deficit model, the Procedural
Rhetoric model, and the Emergent Dialogue model. These models are described in
detail in Tanenbaum et al. (2011, 2013). We provide a summary of each model
here. The three models are not mutually exclusive. A single game may have evi-
dence that more than one model is at work. They are not formal models in any sort
of ‘‘framework creation’’ sense. Rather, each of these models of persuasion rep-
resents an intellectual commitment to specific ideas about how persuasion happens
(or should happen) in games that are designed to promote attitude or behavior
change. These models are therefore attitudes about persuasion in games.
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2.1 The Information Deficit Model

The Information Deficit model assumes that providing correct knowledge about
the phenomenon in question will lead to behavior change. Many current approa-
ches to sustainability are based on this model of behavior change. The Information
Deficit model posits that providing information changes values; value change
drives changes in attitudes; attitude change drives changes in behaviors (He et al.
2010). For example, it is common for local governments and organizations to run
community workshops and lectures intended to educate participants in the benefits
of recycling, conservation, reuse, and other environmental friendly practices.
These types of workshops are based on the model that unsustainable behaviors
arise from a lack of education.

The Information Deficit model assumes a top-down model of sustainable
behavior change where some entity or organization (such as a national govern-
ment, NGO, educational institution or other authority) already has determined
what the optimal behavior is for the individual to adopt. There are five common
motivational models that conform to this approach: (1) Attitude, (2) Rational-
Economic, (3) Information, (4) Positive Reinforcement, and (5) Elaboration
Likelihood Model (He et al. 2010). The Attitude model assumes that changing an
individual’s attitudes will result in changes in behavior. The Rational-Economic
model assumes that financial factors alone will motivate positive changes in
resource use behavior. The Information model, similar to the Attitude model,
assumes that providing information to people will encourage improved behavior,
reasoning that, ‘‘once you know what to do, you will do it’’ (He et al. 2010).
Positive Reinforcement encourages desired behaviors through positive feedback
stimuli. Finally, the Elaboration Likelihood technique uses a more sophisticated
approach, combining logical arguments and emotional persuasion to motivate
behavior change. All of these models have been implemented using networked
technology for a variety of applications. All of these models assume a top-down
approach where an authority provides ‘‘correct information’’ about what to do, and
possibly why to do it.

As such the key assumption behind all of these persuasive models depends on
the intellectual commitment that what the public is largely lacking is information.
These information-centric models assume that by using best new media practices
to design and communicate the right information, behavior change will follow.

Quiz games are the quintessential form of Information Deficit-oriented design.
These types of games have been around for decades and are still in use today.
Consider the interactive section of NASA’s website on Climate Change (Fig. 1a, b).1

It includes a selection of quizzes on topics such as the impact of global warming, sea
level rise, and the state of the Earth’s glaciers and ice caps. These quiz games all
operate on the premise that learning the facts about climate change will change how
the player thinks and acts when confronted with questions of sustainable living. They

1 http://climate.nasa.gov/interactives/quizzes
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Fig. 1 a NASA quiz game based on information deficit model of persuasion in which
information/facts are presented through the quiz questions and answers. b Players win by
choosing the correct answer/fact and are judged based on their performance (e.g., expert or
student)
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are primarily interested in testing the knowledge of the player, and correcting any
misconceptions that he or she may have about climate change.

As game systems there is very little to them. A player is presented with a
question and a set of multiple choice answers. When the player selects an answer
the system reveals whether or not it was correct, often with accompanying didactic
material that expands upon the fact that the designer wished to communicate. At
the end of the experience, the player is evaluated, scored, and either praised, or
not, by the system accordingly.

2.2 The Procedural Rhetoric Model

The study of games to educate and persuade has led to the formulation of new
models of behavior change grounded in the dynamics of simulations. The Proce-
dural Rhetoric model of behavior change has emerged from game studies as a
response to the criticism that many Games for Change, most based on the Infor-
mation Deficit model, were either ineffective, unappealing, or both. Bogost coined
the term Procedural Rhetoric to describe the practice of authoring arguments
through interactive processes (Bogost 2007). In this model the argument of per-
suasion is not represented through information but through interaction. The game
designer(s) create the rules of interaction in the game mechanics that are in line with
their argument for attitude or behavior change. Arguments are represented through
the dynamics of interaction rather than specific textual or visual forms. Instead of
simply providing the player with the desired information, the player is given an
opportunity to interact, observe, and reflect within a dynamic game system.

Games often involve a possibility space that represents a microworld or a
simulation, in which players can explore and play in a simulated situation related
to some particular social issue. The world enables players to understand how that
world works. For example, most Games for Change about sustainability involve
game play with a small world in which the goal is to create a sustainable situation
for that world.

The set of rules or mechanics that constitute a game define the possibility space
for that game. The game rules define what a player can and cannot do, and what
happens when they do or do not make certain choices. As a media form, video
games can represent cultural values, norms, and expectations. They can do so in
the content they represent, such as text-based instructions, auditory dialogue,
visual depiction of settings or characters, and background sounds. However, as
Bogost points out in (Bogost 2008), the game rules or processes that define the
possibility space may also represent cultural values. For example, in a microworld
simulation style environmental Game for Change, using a lot of energy usually
results in effects such as high energy prices, environmental degradation or energy
shortages. The implicit message is often that these effects are bad or negative.
Cultural values around sustainability and responsible energy use are communi-
cated to the player through the game rules, triggered by their choices through
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interaction. This is what Bogost calls Procedural Rhetoric (Bogost 2008). Rhetoric
refers to a claim or argument being made, here about a particular cultural value
around sustainable energy use. Procedural refers to the rules programmed into a
game through its rules, algorithms, and other forms of code. Through Procedural
Rhetoric a particular claim or argument is programmed into the game rules.

An underlying assumption of Procedural Rhetoric used in Games for Change is
that by creating a set of game rules (procedures) that enable players to experi-
ence—through their choices and interactions—particular events, they will modify
their behavior in line with the claims of the argument being made. Both the
Information Deficit model and the Procedural Rhetoric model employ a top-down
approach to content and information. These two models are based on the
assumption that the desired outcome is a known quantity that must be advanced
through the delivery of either facts or processes. Unfortunately, there is little
evidence that either model of behavior change works.

Environmental role playing games often employ the Procedural Rhetoric model
of persuasion. The BBC’s Climate Challenge role playing game (Fig. 2a, b) has
elements of Information Deficit present in it.2 However, the primary mode of
communication is in the dynamics of the game’s simulation, making it an excellent
example of Procedural Rhetoric at work. In Climate Challenge the player is
responsible for dictating the national, trade, industrial, local, and household
policies of the European continent. The player is the ‘‘leader’’ of Europe, and
alternates between setting policies, and engaging in negotiations with the leaders
of other continents (Fig. 2a).

The game uses internal iterations of cause and effect, and interaction and
reflection, to augment and communicate its core message. After each turn, the
number of variables and options available increases slightly, so that decisions
increase in complexity over time. At the same time, the core mechanics of
selecting policy and experiencing consequences remain firmly in place throughout
the game. The values of the game are apparent through play: carbon is bad, but
without popular support, economic stability, and access to food, power, and water
a government cannot operate (Fig. 2b). The core rhetoric of the game is about
balancing this equation. In most of the game, the player is led to interpretations
about the consequences of her actions via a variety of contextualizing factors, such
as natural and civic disasters, and newspaper reports.

2.3 The Emergent Dialogue Model

The third model of behavior change that we consider is a relatively new one that
has emerged from environmental studies, specifically from research into creating
and running policy workshops with the general public around sustainability issues.

2 http://www.bbc.co.uk/sn/hottopics/climatechange/climate_challenge
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It has been primarily advanced in the work of our collaborator, John Robinson,
who developed it in response to extensive critiques of the Information Deficit
model. Robinson’s group argues that the previous conception of a unidirectional
flow from information to behaviors is incorrect: that people often bring their

Fig. 2 a BBC climate challenge based on procedural rhetoric model of persuasion uses advisors
to communicate facts to player. b Players experience the consequences of their actions
represented by voter response
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attitudes in line with their behaviors, rather than the other way around. The
Emergent Dialogue model of behavior change has emerged from environmental
studies as a response to the failures of the last few decades of sustainability edu-
cation, which have not resulted in widespread behavioral change. John Robinson
points to some reasons for this:

Multiple conflicting views of sustainability exist [that] cannot be reconciled in terms of
each other. In other words, no single approach will, or indeed should be, seen as the
correct one. This is not a matter of finding out what the truth of sustainability is by more
sophisticated applications of expert understanding… Instead we are inescapably involved
in a world in which there exist multiple conflicting values, moral positions and belief
systems that speak to the issue of sustainability (Robinson 2004).

Robinson contends that for behavior change to occur the critical element is not
information but personally meaningful participation in discussions about informa-
tion, decisions and personal values. Unlike the previous two models, this approach is
bottom-up. The Emergent Dialogue model holds that behavior change occurs when
participants become engaged stakeholders in the process of co-constructing their
own narrative about a desired future. Unlike Information Deficit and Procedural
Rhetoric, Emergent Dialogue is agnostic about desired outcomes, instead focusing
on supporting a collective meaning making process of social change. Informational
processes in an Emergent Dialogue model take the form of static representations of
information or dynamic simulations that model potential consequences of actions—
but both are ideally neutral, rather than top-down value-laden stances about desired
outcomes.

An underlying assumption of Emergent Dialogue is that information in a
participatory process is not determined ahead of time—instead it emerges from
dialogue alongside personal values in an iterative ongoing process. This process is
less about educating people about what behaviors are correct or incorrect. Instead
it is about enabling people to generate their own understandings of how their
behaviors are in line with their values, or not, and how their behaviors will shape
the world they live in.

To date this model has only appeared in workshops and facilitated sessions
(Robinson 2004). The challenge of the Emergent Dialogue approach is in finding
ways to support it through design decisions about content, procedures, rules, and
rewards in games. It does not readily lend itself to being encoded in software.

As we explored this model, we noted similarities to an emerging model in
behavioral psychotherapy called ACT (Hayes et al. 1999). ACT has been recently
proposed as an effective method of supporting experiential behavior change
around issues including depression, anxiety, and pain management and to increase
psychological flexibility. A key element of this approach is the explicit discussion
of personal values and plans to take actions in accordance with those values.

We have just developed a sustainable land use activity for children (aged 9–12)
on a Samsung Pixel Sense interactive tabletop (i.e., Microsoft Surface) that
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incorporates the Emergent Dialogue model of behavior change. In the activity,
called Youtopia, we support players to explore information as they need it, to
discuss their own values and to see how their decisions impact the world they
create (Antle et al. 2013). To support emergent dialogue we created an open-ended
activity. There is no explicit goal or ‘‘winning state’’ in the game. Instead players
are asked to make a world they would like to live in. The interaction in Youtopia
involves using physical stamps to designate land use types on an interactive map
(Fig. 3a). Players can chose to work with either a small or large population. There
are different types of shelter, food, and energy sources as well as nature reserves,
each with different benefits and limitations. Players take on the roles of builder or
natural resource manager. Creating the world involves decisions about using
natural resources (land, trees, coal, water) and building developments for human
needs (energy, food, shelter) as well as designating reserves (mountain, forest,
river).

Building any development requires two stamps used sequentially. A natural
resource stamp must be used to designate a resource for use, and then a builder
stamp must be used to place a related development in a suitable location. When
natural resource stamps are assigned to one player (or group of players), and
builder stamps to another, a situation of positive interdependence between the two
players (or groups) may result. For example, one player must use their lumber
stamp to designate an area of forest as logged before the other player can use the
shelter stamp to build housing using that lumber. We expect that players will need
to engage in dialogue about the decisions they need to make. For example, they
need to decide which natural resources to use, which to preserve, and which and
where to put developments. This dialogue will in all likelihood include reflection
about personal values.

At any given time players can see the amount of shelter, food, energy, and
pollution that they have created. There is no reward for meeting the population’s
needs without over polluting the world. And conversely, not meeting the popu-
lation’s needs or creating pollution is not associated with right or wrong judge-
ments or values. Information about the relationships between resources,
development and pollution is available when the player wants. It is secondary, and
the information the game contains is factual but not value laden. For example, an
information card on coal plants simply explains the resources used, energy pro-
duced, and pollution created without indicating if any of these things are good or
bad, right or wrong. Players can use the eraser tool to change any decisions and
experiment with options. The activity ends when the players decide they are
satisfied with their world.

The open-ended goal to create a world ‘‘you’’ (i.e., the players) want to live in–
combined with system design for interdependent action, game mechanics that
involve no winning state and value-free content–may better support players to
discuss, reflect, and make decisions based on their personal values about what is
important in balancing human and natural needs compared to games in which
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players focus on getting the right answer or winning (Information Deficit) or
avoiding the wrong action(s) (Procedural Rhetoric). We are currently conducting a
study with 40 children (aged 10 and 11) to evaluate this proposition.

Fig. 3 a The Youtopia land
use simulation based on
Emergent Dialogue model of
persuasion enables two
players to create their own
world. b Information is
presented on demand when
players place a stamp in the
information ring and is value-
free. c Impact stamp shows
state of the world in terms of
how many people have their
needs met and pollution
levels, and asks if this is a
world the players want to live
in. If not, the players can
erase and make new decisions
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3 Methodology

In order to derive design markers of persuasion models, we used a variant of the
close reading and textual analysis methods outlined by Bizzocchi and Tanenbaum
(2011) and Carr (2009, Carr et al. (2003). The goal of using close reading was to
gain insight into the design strategies of Games for Change in the realm of sus-
tainability. We departed slightly from the pure humanities methods outlined in these
chapters, extending the method to support the interpretive processes of three
researchers looking at several digital Games for Change in parallel. Previous ver-
sions of this method primarily deal with a single researcher interacting with a single
game. In our variation, we systematize the process so that multiple analysts may
perform comparative close readings of multiple games. In this way we enhance
validity with multiple analysts, and by analyzing multiple artifacts to look for
commonalities in the ways that persuasion models are encoded into game interfaces,
content, and mechanics. The purpose of our close readings was to identify common
markers within a number of games in order to better understand how these models
of persuasion have been encoded within Games for Change as persuasive artifacts.

To select games for this study we started with some broad criteria:

• Topics. Sustainability, environment, climate change, and urban development.
NOT social justice, gender, speech, civil liberties, and other sustainable devel-
opment issues.

• Platform. Downloadable, playable, Browser Based, PC, or iPhone/IPad games.
NOT board games, or ARGs, console games or anything that is unplayable.

• Audience. All ages. If necessary to reduce numbers we will exclude games that
are directed specifically at older teens and adults.

• Quality. The goal is to have the best representative sample, rather than the
largest sample.

We first searched for games using the criteria of ‘‘topic,’’ identifying 35 games
that were worth considering, based on an initial survey of serious games on the
Web. Eight of these games were excluded when it became apparent that they did
not meet the playability or the platform criteria. All of the remaining 27 games
were reviewed by two of the researchers independently and annotated for the
following information:

• Game Title. The name of the game and a link to a playable version (or an install
file).

• Funders/developers. Who had commissioned and developed the game.
• Funding Type. Whether the game was the result of a corporate interest, an

academic research project, a governmental initiative, or some other source (such
as the broadcast media, or an independent environmental organization).

• Cost. How much money it cost to play/access the game.
• Genre/style. What type of game was it?
• Topic. Which aspects of sustainability did the game address?
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• Audience. What age/demographic was the apparent target audience of the game?
• Platform. What technology was needed to access/play the game.
• First impressions of quality/importance/usefulness. A more subjective assess-

ment of the game after an initial play through, annotating whether the reviewer
enjoyed the game, what the learning curve was like, and whether or not it
appeared (on the surface) to utilize any of the models of persuasion under
discussion.

This review revealed a number of interesting patterns among the 27 games under
consideration, including several common subgenres and game types that recurred
multiple times throughout. These included simulation games that emphasized sus-
tainability policy making, or corporate/industrial management, turn-based strategy
games, environmental simulations, non-game simulators, and arcade/reflex-oriented
games. It also became apparent that games fell along a spectrum of difficulty, which
rendered them more or less appropriate for audiences of different ages. Within
specific subgenres, some games stood out as clearly higher quality than others,
containing more sophisticated visual and audio assets, more comprehensive training
systems, and game play that both reviewers found more engaging.

Based on this initial review we selected 10 games to perform more deep
analysis on. This included a selection of the standout games from the most
common genres, as well as several games that stood out for their inability to fit
comfortably within any genre category. We also made certain to include games
from a range of sources and platforms, including large-scale commercial games,
and free-to-play independent games developed by NGOs, media organizations,
independent game developers, and small family run foundations. The final list of
ten popular Web and DVD Games for Change around the topic of sustainability
included: Spore (EA), Futura (Tangibles Lab, SFU), Flower (That Game Com-
pany), Climate Challenge (BBC), CEO2-The Climate Business Game (WWWF/
Alianz), Energyville (The Economist Group/Chevron); Energy City (Filament
Games/JASON Science), Precipice (Centre for Digital Media/Global EESE), and
Rizk (Player Three/W. Garfield Weston Foundation).

An important part of close reading is the use of one or more analytical lenses.
Analytical lenses enable us to focus on elements of interest during close readings
(Bizzocchi and Tanenbaum 2011). In this project, we used two analytical lenses.
The first was rooted in theoretical concepts from three models of persuasion. The
second was our knowledge from game studies of key elements in game design.
Based on these two lenses, we began our process of analyzing the ten Games for
Change about sustainability. Through individual and subsequent close readings of
these Games for Change, we iteratively refined our design marker category defi-
nitions and filled in details about how each model of behavior change presented in
each marker category. Our process revealed aspects of the lenses that were inac-
curate or insufficient to the task. During close reading of each game we documented
and tracked insights into the operations of the three models of persuasion as well as
defined our design marker categories. The main outcome of our close reading
process was to identify strategies used by designers to persuade players.
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In a close reading methodology, in addition to applying analytical lenses to the
games, we need to account for the active presence of the researcher within the play
experience (Bizzocchi and Tanenbaum 2011). A rigorous critical reading of games
requires an ongoing act of oscillation between a distanced and critical state of
mind, and an active and engaged process of play. Rather than assume a specific
role (such as expert gamer), we chose to conduct a collective reading, in addition
to the solo readings. This enables us to productively triangulate between our three
different play experiences.

4 Design Markers

Based on our iterative close reading analysis, we propose that the dominant
behavior change model instantiated in a game may be revealed by identifying the
nature of a series of six design markers. The six markers are: content; interpre-
tation; mode of communication; game goals; game motivation and rewards; and
game path and outcomes (see Tables 1 and 2). It is possible to identify the specific
characteristics of these six design markers because there are observable patterns in
the game that reveal specific design decisions about game elements. In order to
base a game on a model of behavior change, either implicitly or explicitly, design
decisions are made. Markers are game elements that reveal these decisions. Note
that it is not necessary for the game developers to be aware of the model of
behavior change that they are using. It may often be the case that they have
internalized a particularly model, most commonly the Information Deficient
model, and simply proceed in game development using this model subconsciously.

Design markers then describe specific elements of the game that provide evi-
dence of the designer’s commitment to the different aspects of one or more models
of persuasion. Markers in this case might be seen as ‘‘things in the game or play
experience that indicate to us when a specific model of persuasion was in operation
during the game’s design.’’ They are, to use a term from hermeneutics, ‘‘textual
markers,’’ or ‘‘things in the text (game) that indicate the author’s (designer’s)
intent.’’ We have distilled how elements of each model manifest within the design
of the game.

The first three design markers are interrelated (Table 1). As such it is difficult to
write about any one of them without discussing the other two. In part this is
because our unit of analysis is the entire game, not a small component, so design
strategies work together. One way to think about the distinctions between the first
three design markers is through the following questions that can be used to identify
the markers:

What is the game’s message? (content)
Why do you think this is the game’s message? (interpretation)
How do you know the message of the game? (mode of communication).
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4.1 Content

The Content marker is about the information, meaning or ‘‘text’’ of the game or the
message that the game is trying to communicate. It is one of the most important
markers as it deals with the ‘‘what’’ of the game. What is the core message of the
game? We distinguish between the three kinds of content based on the dominant
meaning that a game system encodes and expresses. While each of the three
models is theoretically able to communicate any form of content, in practice we
are making a distinction between them based on the dominant meaning that a
system attempts to encode or express.

The Information Deficit model deals primarily with content representing facts
and information. Through information the content of the game has one or more
clearly articulated positions about values and behaviors that are right and wrong.
The information is known, defined, and encoded into the game at design time.
When a player encounters this content it is already shaped. The player is simply
accountable for consuming this content. For example, NASA’s Climate Change
quizzes present facts about topics related to climate change, which is clearly
articulated as undesirable (Fig. 1a).

The Procedural Rhetoric model deals primarily with content that supports
preset judgements and values about what is right and wrong. This content is
encoded within the dynamics of the game as enacted by the player. It is not present
in the game artifact. It is there to be inferred and experienced rather than to be
consumed. The player experiences the effect of making his or her decisions about
actions in the game based on his or her own judgements, or values about the
content domain. The player’s values and judgements are explored through and
shaped by their actions within the game. For example, BBC’s Climate Challenge
presents information through advisors (Fig. 2a).

The Emergent Dialogue model deals with the player’s personal narratives about
the content domain, rather than an authored or encoded message or judgement. This
content is not present in the game, rather the game provides opportunities to reflect
and discuss personal meanings and values outside of the mechanics of the game. In
this model the game artifact serves as a means of eliciting a player’s perspective on
the content domain by providing the player with a kit of reconfigurable expressive
elements. Content in this model is the most socially situated of the three, involving
a dialogue around the content domain between both system and player, and with a
community of players. For example, in Youtopia, the system requires one player to
stamp resources as usable before the other player can use them to build. This
co-dependence mechanism supports negotiation and discussion about decisions.

Table 1 Comparison of first three design markers for each model

Content Interpretation Model of communication

Information deficit Info, facts Enforced Didactic presentation
Procedural rhetoric Values, judgements Led to Through interaction
Emergent dialogue Our stories or world Open to Dialogue, exploration, co-creation
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4.2 Interpretation

The Interpretation marker is about how the designers of the game intend the core
content to be interpreted by players. Do players reach their own interpretation of
the core message as they experience the results of their actions in the game play?
Or are they left to form their own interpretation of what the core message of the
game was? Interpretation can fall anywhere on a continuum between ‘‘closed’’ or
forced and ‘‘open’’ or unenforced.

Interpretation in the context of this analysis may be seen as synonymous with
‘‘authority.’’ The question of ‘‘how much of/how the content is open to player
interpretation?’’ might be also framed in terms of ‘‘whose authority shapes the
interpretation of the content?’’

The Information Deficit model assumes that the designer’s perspective or
authority is dominant. The player must bend to this perspective in order to suc-
ceed. Interpretations are fixed, and pre-encoded within the artifact. For example, in
the NASA quiz, a player must get the right answer to win.

In the Procedural Rhetoric model, more authority/responsibility is given to the
player. Rather than the system telling the player what the designers want him to
know, the dynamics of the game constrain the player in ways that provide designed
experiences that ideally lead the player to conclude the desired message. Conse-
quently, this model is less rigid, especially as the complexity of a system increases.
For example, BBC’s Climate Challenge enables a player to take the role of a
politician, make decisions, and see the consequences of their decisions through
voter response. However, the information presented by the advisors is not open to
interpretation. They explicitly advise how voters will response to various actions.

In the Emergent Dialogue model, there is a more even division of authority and
interpretation between the experience designer and the player, who is invited to
contribute her own interpretations and perspectives to the meaning making pro-
cess. In Youtopia, players are invited to create a world they want to live in
(Fig. 3c—near bottom pig). It is open to the players to decide the size of the
population, how much of the population’s needs they will support and how much
clean water and air pollution they are willing to live with.

4.3 Mode of Communication

This marker deals with how content is communicated through the game to the
player. Are players told or shown the core message through text, graphics or
sound? The mode of communication is a comparatively simple marker, and is
largely a function of the interaction of the previous two markers.
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In the Information Deficit model content is communicated didactically through
text, visuals or sounds. A canonical example of how content is encoded is an
information screen (Fig. 1a), card or non-player dialogue.

In the Procedural Rhetoric model content is communicated through interaction
with the game and subsequent game responses. Content is communicated
dynamically by experiencing events in the game that result from player actions and
choices. Content is encoded within the dynamics of the game play and the logic of
the simulation. In Climate Challenge, players can choose to access their advisors
to get information or not.

In the Emergent Dialogue model opportunities to reflect on content are created
through the game interface or mechanics indirectly or content directly (e.g.,
through a question—What do you think about…?) Content emerges as a bidi-
rectional phenomenon that happens via a process of player dialogue, exploration,
and co-creation supported by game elements. For example, in Youtopia, players
can choose to access information to inform their decisions by placing any land use
stamp in the info ring which halts the game and displays value-free information.
Figure 3b shows the apartment stamp in the info ring which prompts the display
of content indicating that one apartment needs three lumbers and provides shelter
for a medium group of people. Based on the players’ own values about balancing
human and natural needs, they can then decide how to proceed.

The last three markers can be described individually, but they may be integrated
or entwined with other markers in a game (Table 2). For example, game goals and
game rewards may involve content about facts and getting the ‘‘right’’ answer and
may be communicated with value-laden content.

4.4 Game Goals

Most contemporary definitions of games include some notion of winning and
losing: games are structured experiences with some sort of goal state that the
player is struggling to attain (Jesper 2005). In Games for Change, variations in
these goal states are often markers of different models of persuasion at work.

The Information Deficit model is primarily concerned with whether or not the
player has acquired the desired knowledge, so goals in this model are essentially

Table 2 Comparison of last three design markers for each model

Game goals Motivation/reward Path/outcomes

Information
deficit

To win Extrinsic/external—
getting facts right

Single unidirectional/Single
predetermined

Procedural
rhetoric

To complete, play or
experience game

Either/internal—doing it
right

Multiple unidirectional/
multiple predetermined

Emergent
dialogue

To create/express and/or
to communicate

Intrinsic/internal—
authentic
participation

Multiple bidirectional/
multiple undetermined
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‘‘Grades’’ on a test: quantitative assessments of performance in the form of score
cards and categorical rankings. In the NASA quiz game the goal is to get a near
perfect score.

The Procedural Rhetoric model is more concerned with the process of the play,
so the emphasis is less on winning or losing and more on providing value oriented
feedback that moves the player toward a desired interpretation of the experience.
Some games that use Procedural Rhetoric resist providing any explicit goals at all
to the player, as in the case of Gonzalo Frasca’s September the 12th.3

In the Emergent Dialogue model, the goal is to arrive at some shared narrative
or expression of a desired future world. In design this manifests in the form of
open-ended tools for creating and sharing content within a community of players,
and through establishing this process of dialogue as the central objective of the
experience. In Youtopia, the players’ ‘‘goal’’ is to explore, through game play, how
to create a world that reflects their personal values.

4.5 Motivation and Reward

Closely related to the Game Goals marker is the notion of Motivation and Reward.
How does the game motivate the player to take action, what types of rewards are
provided to the player to remain engaged, and what types of behaviors are rein-
forced with rewards in the game?

In the Information Deficit model, motivation is almost always extrinsic to the
experience of play itself. Rewards take the form of high scores, badges, trophies,
and other evaluations of performance. However, these rewards are external to the
core game experience; they seldom feed back into the game play experience, or the
game system. In the Information Deficit model the player is rewarded for getting
the facts right and demonstrating knowledge. In the NASA quiz game, the player is
rewarded by being designated as an expert or student based on their performance
(extrinsic motivation and external reward).

In the Procedural Rhetoric model, some motivation might be extrinsic but most
of the rewards are connected to the actual experience of play. That is, they
are internal to the core play experience. An internal reward creates new oppor-
tunities for play, or augments existing capabilities: becoming more skilled at the
game is thus rewarded by making the game more interesting, complicated and
challenging. Procedural Rhetoric oriented games reward the player for taking
actions that are in line with the values encoded in the system and punish players in
ways that are equally expressive of those values. In Climate Challenge, players are
voted out of office for not making decisions to support sustainability.

In an Emergent Dialogue-oriented design, it is harder to imagine how systemic
rewards and punishments would be meted out, due to the absence of predefined

3 http://www.newsgaming.com/games/index12.htm
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objectives. Feedback in a system built to facilitate Emergent Dialogue must focus
on the process, providing rewards and incentives for authentic participation and
honest engagement in the experience. In Youtopia, the players are motivated by
their personal values (intrinsic motivation) and their reward is being able to work
through how to a world that reflects their values.

4.6 Game Path and Outcomes

Our final maker is concerned with the path that players take through the game, and
the nature of the game’s outcome.

In an Information Deficit oriented design there is often only a single unidi-
rectional route through the game system. Choices are limited to demonstrating
knowledge and the outcomes in these systems are predetermined by the designer.
Causality is almost always explicit in these systems: the player selects an answer
and is told whether or not it was correct, as shown in Fig. 1a.

Procedural Rhetoric provides players with a more complicated simulation, often
with multiple paths toward completion and outcomes that arise from the state of
the computational model. Paths are still often unidirectional. Players cannot go
back and reverse decisions. Cause and effect is often left implicit in a Procedural
Rhetoric, however they are still predetermined by the game design. For example,
in Climate Challenge there is more than one path (and sets of advice that can be
followed) to stay voted in office.

In the Emergent Dialogue model the path to be navigated is less clear and there
are no predetermined outcomes for the player to encounter. Causality is secondary
to configurability and it is up to the player to determine his or her own stopping
point. In Youtopia, players can stop whenever they are satisfied with their world.
They can then use a 3D pig object to take a snapshot of their world and final
impact (state of human needs and nature). At any time they can start over, change
the map, change the population, erase land uses and continue playing. There are
multiple bidirectional pathways and the final outcome is determined by the players
rather than determined by the game design.

Based on these six design markers, we next discuss general design guidelines
that may result in more effective games for behavior change and learning about
social and environmental issues.

5 Design Guidelines for Persuasion Through Games
for Change

Persuasive technologies mainly fail due to poor design (Fogg 2009). For example,
many persuasive projects are too ambitious in that the targeted behavior may be
extremely difficult to change (e.g., stop smoking) and/or the design team may be
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too inexperienced. Persuasive games may also fail because they fail to engage
users, either because the core game mechanic is not well developed or the game
itself is simply not fun or interesting to play. While concerns about quality and
engagement seem reasonable explanations for the failure of many Games for
Change to promote desired outcomes, it is possible that failure may, in whole or
part, be because the underlying model of behavior change is flawed.

By making explicit what design decisions underlie each persuasion model in
each design marker category we aim to support designers to be more intentional in
the model they implement. While it is unclear which model is the best in all cases,
research suggests that the Information Deficit model is ineffective at supporting
behavior change (Robinson 2004). We suggest that using a more value-free
approach with the Procedural Rhetoric model may work well for single player
games. However, for multiplayer or games with agents, the Emergent Dialogue
model may be the more effective. The particulars of each game design context will
dictate how, and if, these guidelines can be implemented. In general we suggest the
following guidelines based on the six design marker categories:

1. Content: Use value-free content that is about causes and consequences but not
right and wrong;

2. Interpretation: Enable players to experience and interpret the consequences of
their actions;

3. Mode of Communication: Allow the player to access information and facts on
demand and provide mechanisms to support discussion about content;

4. Game Goals: Enable players to set goals and take action in line with their
personal values;

5. Motivation and Reward: Reward actions, choices, and outcomes in line with
personal values;

6. Game Path and Outcomes: Provide ‘‘no cost’’ opportunities to explore the
consequences of a range of choices and finish when satisfied with attainment of
personal goals.

Further research is needed to assess the effectiveness of these guidelines. We
have one such study underway in which we are investigating the effectiveness of
these guidelines in supporting emergent dialogue with 20 pairs of children using
Youtopia, the open-ended tabletop sustainability game (He et al. 2010). Initial
results from video coding the kind of in-depth discussions associated with emer-
gent dialogue are promising. More work is needed.

6 Conclusion

Our work exploring different models of persuasion for behavior change in Games
for Change related to sustainability is early stage and still fairly subjective.
However, it contributes by explicitly articulating three models of persuasion that
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underlie today’s Games for Change in terms of observable design strategies
associated with each model of persuasion. A second contribution is that we have
identified six observable design markers in existing Games for Change that enable
us to identify how and when each of these models is being employed. And thirdly,
our work contributes by describing our first pass at transforming the Emergent
Dialogue model to one that can be used to design digital games. We illustrate our
Emergent Dialogue design markers with our first fully functional Game for
Change, called Youtopia. We summarize our work with six design guidelines that
can be used by designers of Games for Change to support behavior change through
Emergent Dialogue in multiplayer or agent-based Games for Change.
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Individual and Collaborative
Personalization in a Science Museum

Betsy van Dijk, Andreas Lingnau, Geert Vissers
and Hub Kockelkorn

Abstract Museums increasingly use interactive technologies to make a museum
visit more rewarding. In this chapter, we present opportunities that tabletop
environments offer for learning, enjoyment, motivation, collaboration and playful
interaction in museums. We discuss experiments with a tabletop interface in a
popular science museum. This museum is an open space where visitors walk
around and interact with exhibits in various ways. We integrated a tabletop
application in the existing museum context that allowed visitors, mostly children,
to plan and personalize their visit in a playful way. Personalization was either done
individually, in a pilot experiment, or in a small group, in the main experiment.
The question to be answered was whether children who follow a personalized
route through the museum enjoy the experience more, are more motivated, learn
more, and are more collaborative than children who follow a route that was not
personalized, individually or collaboratively. We did not find many differences
between experimental conditions (personalized versus nonpersonalized groups) on
enjoyment and collaboration, possibly due to the fact that our research setting
resembled ‘‘in the wild’’ studies more than classical experiments. However, in one
experiment we found a learning effect of personalization. Overall, scores on the
enjoyment measures were high and the experiments gave rise to engaged behavior
and playful interaction. We discuss implications of our work for the study of
collaborative learning in tabletop environments.
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1 Introduction

Museums are modernizing. They used to conserve, collect, and display objects,
and in addition perform tasks in the areas of research and education, but they are
increasingly interactive in the attempt to appeal to a wider public. One reason is
intensifying competition from cultural events and other activities that combine
education and entertainment, another that new insights have emerged about ways
to introduce visitors into the world that is represented by a museum’s cultural or
scientific objects (Hall and Bannon 2005; Roussou 2010; Bieldt 2012; Dahl and
Stuedahl 2012). Especially science museums are eager to exploit new technologies
(Quistgaard and Kahr-Højland 2010). One of these is personalization, the main
subject of the experiments presented in this chapter. Personalization is of con-
siderable interest to science museums. They are visited mainly by groups, either
school classes or families with children, which makes it difficult for them to offer
personalized tours. Individual personalization is possible, technically, but this may
not be satisfactory to all the members of a group.

The experiments that we describe were designed to explore the prospects of
‘‘collaborative personalization,’’ a term to indicate that personalization—adapting
a technology to the user’s behavior and preferences—may refer to collective users
even though the word personalization seems to suggest that the systems adapts to
individual users. Groups received a recommended route through the museum (by
means of a ‘‘quest’’ that consisted of questions to be answered), and this route was
based on preferences that, in the main experiment, were the result of a group
process. The group process was not enforced, but encouraged by the technology
that was used (which includes both the tabletop device that was used and the
design of the interface).

A tabletop is a computerized table with a touch screen that can be simulta-
neously used by several people. In the experiments this table was connected to the
museum’s own database, and thus to all exhibits in the exhibition room. A main
experiment aimed at collaboration processes. Before this, a pilot study was con-
ducted with a first version of the tabletop’s personalization application. Part of
both experiments was a route through the museum. In the pilot study, this route
was personalized, based on children’s individual choices. In the main experiment,
the tabletop was used for collaborative personalization. Group members worked
together, using the tabletop application, to arrive at a route through the museum’s
exhibition room that reflected the result of their collaborative choice process. The
museum context will be described in the third section, the experiment (the pilot
study and the main experiment) in the fourth section.
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First we will, in the next section, look at other studies that used tabletops for a
variety of tasks, such as learning and collecting information, and in a variety of
settings. We will focus especially on the issue of user experience, which denotes
the perceived qualities of technology use beyond instrumental criteria (Van Dijk
et al. 2014). For a museum it is desirable that visitors find their stay in the museum
enjoyable, of course, but it is the exhibition that should be the main source of
enjoyment. Tabletop designers may have a different perspective. Many studies
present tabletop applications that were designed to be very attractive, and user
experiences are reported—in terms of enjoyment, fun, engagement, playfulness,
and the like—that pertain to the tabletop as an isolated device. This is under-
standable practice for a number of applications (games, for instance) but the result
is that we have limited knowledge of how users experience a plain and sober
tabletop application, that is, an application with collaboration-supporting func-
tionality that was not primarily designed to be attractive.

To summarize, this chapter makes two contributions to the study of tabletops. It
investigates the possibility of collaborative personalization in the context of a
science museum, and it examines user experience as pertaining to the use of a
plain and sober tabletop that is supposed to make children’s visit experience more
enjoyable, through its capacity to personalize the route of the visit and to
encourage collaboration among group members. In the final section, we will
discuss the results of the pilot and the main experiment.

2 Related Work

As a general overview of this section, we note that most studies that consider the
use of a tabletop environment for learning do not fail to mention playfulness as a
supportive condition. An indication is the number of studies that refer to the article
about tangibles and playful learning by Price et al. (2003). The widely held view is
that tabletops, because of their tangible interface and their capacity to accom-
modate multiple users (Hornecker et al. 2007), will foster enjoyment, engagement,
interest, motivation, and playfulness, all of which are supposed to be beneficial for
interaction, collaboration and learning. This view seems derived from studies
showing that ‘‘tangibles’’ support playful learning. While appealing, this line of
reasoning needs clarification. For it is not obvious that enjoyment and playful
behavior as observed in learning contexts using tangible objects will also be found
in learning contexts using tabletops, which differ in many ways from ‘‘ordinary’’
tangible objects. Nor is it clear whether playfulness-enhancing qualities of tabletop
environments should be ascribed to the tabletop device or to the application that is
used. Also unclear is the relation between enjoyment, engagement, motivation,
playfulness, and various other concepts related to user experience. As a final point,
it is unlikely that enjoyment, engagement, and playful interaction are terms that
can be used across settings. In particular, they may refer to very different
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phenomena when groups are small and the tabletop is used for a prolonged period
of time as compared to uses in public places. In five subsections, we will briefly
review the relevant literature on these issues.

2.1 Tangible Interfaces for Learning

Important parts of educational research support the view that ‘‘tangibles’’ are
beneficial for learning (Antle 2007; Van Dijk et al. 2014). An exception is Mar-
shall (2007), who criticizes the application of this view to tangible interfaces. He
argues that studies showing the utility of tangible interfaces for learning are scarce,
to the effect that designers of learning environments have little guidance and must
rely upon their own presumptions about interaction. Perhaps, Marshall’s critique
must be taken to mean that more robust research is needed to establish the con-
tribution of tabletop environments to learning processes. But the argument ignores
evidence in favor of ‘‘hands-on activity or manipulation of physical manipula-
tives’’ (e.g., Rogers et al. 2002; Price et al. 2003; Zuckerman et al. 2005; Kangas
2010; Manches 2010). It must be noted here that the phrase ‘‘tangible interfaces’’
is not unambiguous. O’Malley and Stanton Fraser (2004), who endorse the use of
concrete physical objects for children that fail to solve problems with abstract
means, stress the aspect of ‘‘disappearing computers’’ rather than interaction by
touch that is typical as well of tangible interfaces.

Very different is the ‘‘digital natives-digital immigrants’’ theory proposed by
Prensky (2001). It states that children who have been used to interact with digital
technology from a very early age differ profoundly, both in cognitive skills and in
preferences, from those who started interacting with digital technology at a later
age. The theory is controversial, mainly because of its very general claims (Hel-
sper and Eynon 2010), but it does draw attention to changes in people’s direct
environment that have taken place in recent years, changes that may affect the
applicability of older research on the use of tangibles.

2.2 Tabletops as Appliance and Application

A tabletop has a large shared display that accepts natural and direct interaction
from multiple users through touch detection (Dohse et al. 2008), and thus can be
considered a form of tangible interface. This study uses a tabletop to create an
environment that supports personalization and stimulates playful interaction and
collaboration. If such an environment has been created, however, it is difficult to
distinguish between the engaging qualities of the tabletop as a tangible, interactive
device and the engaging qualities of the application created for it. The difference is
significant in view of the fact that many available studies present applications that
are meant to be very attractive to prospective users.
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For example, Price et al. (2003) describe an adventure game called ‘‘The
hunting of the snark’’ that was designed to enable children (aged 6–10) to discover
and reflect upon new kinds of experiences. While this study did not use a tabletop
environment, it is widely cited as an exemplary case showing the learning benefits
of a playful environment. The example has been followed by various studies that
do make use of a tabletop environment. Iglesias et al. (2009) present a playful
environment for learning intelligent systems, based on programming soccer teams
in the Robocup competition. Anstead et al. (2012) developed tabletop ‘‘sideshow
games’’ that allow small groups (families) to sort and triage photos taken in
already playful circumstances—a day trip to a UK theme park. Marchetti and
Petersson Brooks (2012a) present Micro-Culture, a game about urban development
that was designed as a mixed reality tangible installation containing playful ele-
ments that aimed at keeping children’s attention focused on the learning content
and the game. Xie et al. (2008) designed an experimental comparison of school-
aged children’s enjoyment and engagement on three interfaces (traditional,
graphical, and tangible) for solving jigsaw puzzles.

In all these studies, an attractive application was offered that would probably
have produced enjoyment and playful interaction even if no tabletop device had
been used—which leaves us with the question whether a tabletop environment
with a plain and sober application is able to provoke playful interaction. Asai et al.
(2012) attempt to answer this question. They created an interactive tabletop
environment with augmented reality (AR) to explore the properties of a lunar
surface browsing system. Design criteria included that the interface was easy to
use and intuitive, allowed group interaction, and was attractive to visitors in terms
of interaction and visualization. Thus an interactive browsing system was built that
enabled users to browse information about the exploration activities of NASA
Apollo missions and view the lunar surface. Apart from a few quizzes during
browsing tasks no attempt was made to make the system attractive beyond the
design criteria. Scores on preference tests (after a preliminary experiment or after
the final exhibit) suggest that visitors found the tabletop environment enjoyable,
but not much more than a WIMP (windows, icon, mouse, pointer) environment.
Thus the study provides some evidence that the attractiveness of a tabletop
environment depends on the application, more than on the appliance.

2.3 Enjoyment, Fun, Engagement, Motivation

Enjoyment, fun, engagement, involvement, immersion, interest, motivation, flow,
presence, awareness, and playfulness are all concepts used to describe aspects of
user experience, mostly in the context of digital games. Most of these concepts
lack a widely accepted definition. Such definitions are difficult to obtain as the
concepts are elusive and multidimensional (IJsselsteijn et al. 2007; Takatalo et al.
2007) and overlaps are frequently observed. We will limit our discussion to the
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concepts of enjoyment, fun, engagement, motivation, that are often reported in
studies of tabletop-based learning.

Many studies emphasize enjoyment and fun as major elements of user expe-
rience, often treating these concepts as synonyms. Price et al. (2003) state that fun
and enjoyment are effective in children’s development, both supporting learning
and facilitating engagement and motivation. According to Karimi and Lim (2010)
enjoyment and fun enhance children’s intrinsic motivation, increase participation
in activities, and contribute to engagement and participation. Bell et al. (2010) note
that fun creates a desire for the learning experience to reoccur and that it may
motivate learners to new experiences.

However, Price and Falcão (2011) stress the need to move beyond ‘‘engage-
ment as fun’’, arguing that measures of fun and enjoyment do not reveal the
activities or thoughts of students interacting in new learning environments. Related
is Dillenbourg and Evans’ (2011) warning against high expectations of tabletop
learning. They note that interactive tabletops are a new and an exciting technology,
enabling multiple modes of communication and hands-on activities by multiple,
co-located users, but ‘deep analysis’ is needed to disclose the educational merits of
this technology. No ‘‘intrinsic educational effectiveness’’ can be assumed. Similar
is Yelland’s (2011) practice-based observation that playful learning requires more
than teachers providing young children with materials—including materials that
involve new technology. She insists that children need guidance in choosing how
to use such materials.

Price and Falcão (2011) acknowledge that fun and enjoyment are beneficial for
learning, and closely related to motivation, but stress that the mechanisms need to
be disclosed that are mediating the relation between enjoyment and learning. Price
and Falcão propose to study foci of interaction, that is, ways in which children are
engaged with a learning environment. Concentrating on interactive as opposed to
individual learning, they distinguish three main foci in tabletop-enhanced inter-
active learning: learning domain concepts, tangential activity (‘‘a general use of
the environment, where children are focused on interacting and producing different
digital effects with the system, but not engaging with any learning domain-related
reflection’’), and technology.

By adding a tangential and a technology focus, Price and Falcão extend
Kearsley and Shneiderman’s (1999) Engagement Theory, a prescriptive model for
technology- and project-based collaborative learning that focuses on meaningful
learning tasks. Kearsley and Shneiderman claim that students are intrinsically
motivated to learn if the learning environment is meaningful, and they insist that
students’ activities must involve ‘‘active cognitive processes’’ such as creating,
problem-solving, reasoning, decision-making, and evaluation. Their model fits in a
tradition in educational research that emphasizes interest and motivation
(Schiefele 1991). Interest is positively related to the allocation of attention, the use
of learning strategies, and the quality of experience (Krapp 1999). Interest and
enjoyment have been found to both contribute to intrinsic motivation, but in
different ways (Reeve 1989). Interest encourages individuals to explore and
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investigate, while enjoyment makes them willing to continue and persist in an
activity.

Motivation is more narrowly defined than most other concepts pertaining to
user experience, especially ‘‘intrinsic motivation’’ as derives from self-determi-
nation theory (Ryan and Deci 2000). This theory presupposes a human tendency
toward learning and creativity. It states that this tendency may be harmed by
external rewards, and will be maintained or strengthened by the feeling of being
competent and self-determined (McAuley and Tammen 1989; Eccles and Wigfield
2002). According to Ryan and Deci (2000), intrinsic (or authentic) motivation will
contribute to interest, excitement, and confidence, which will result in enhanced
performance, persistence, creativity, but also in greater vitality.

Eccles and Wigfield (2002) propose a somewhat different relation between
concepts that relate to user experience, stating that intrinsically motivated indi-
viduals ‘‘engage in an activity because they are interested in and enjoy the
activity’’ (p. 112), and they treat intrinsic motivation as ‘‘a reason for engage-
ment’’. In the interest and motivation tradition, broadly speaking, fun and enjoy-
ment are viewed to be useful for learning but subordinate to engagement (taken as
focus of attention) and intrinsic motivation. In contrast, research that emphasizes
‘‘flow’’ suggests a more equal relation. Shernoff et al. (2003), who treat engage-
ment and flow as synonyms, note that ‘‘concentration, interest and enjoyment in an
activity must be experienced simultaneously in order for flow to occur.’’ O’Brien
and Toms (2008) criticize such an equation of engagement and flow. They note
that ‘‘flow involves intrinsic motivation, yet engaging experiences may come
about as well during the nonvoluntary use of a system’’, and they stress that ‘‘flow
requires sustained, long-term focus and loss of awareness of the outside world;
engagement should still occur in the midst of today’s multitasking and dynamic
computer environments.’’

This study does not seek to elucidate the relation between enjoyment, fun,
engagement, and motivation. Our discussion may show that the relevance of these
concepts to user experience is beyond dispute but theoretical clarification is nee-
ded, as well as exploration of the relation between enjoyment/fun/engagement/
motivation and performance. This study aims to show that tabletops, used in a way
that encourages collaboration, may enhance children’s experience of visiting a
science museum. As will be explained in the section discussing the experiments
that were conducted, we apply some widely used instruments to measure enjoy-
ment/fun and intrinsic motivation.

2.4 Playfulness

The concept of playfulness seems to have a distinct place in tabletop-related
studies. Unlike enjoyment, fun, engagement, and motivation, it is used in relation
to interactive behavior. (The word ‘‘playful’’ is also used sometimes as an attribute
of a tabletop application (see Kidd et al. 2011). We will not discuss this use of the
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word since our focus is on users’ experiences and behaviors. For a discussion of
the relation between a system’s playfulness and playful interaction, see Barranis
2011).

It is possible to think of playfulness as an individual trait (Martocchio and
Webster 1992; Yager et al. 1997), as illustrated by work on gamers’ experiences
(Takatalo et al. 2010), but examples of playfulness in tabletop-related studies do
not sketch such an individual picture. Tuddenham and Robinson (2007) mention
participants who ‘‘were observed taking words from each other’s personal terri-
tories. However, this was not unintentional; rather they were enjoying themselves
and began deliberately and playfully ‘‘stealing’’ words from each other and
moving them into their own personal territories, resulting in exclamations like
‘Give that back!’’’ Hornecker (2010), discussing an exhibit called Tele-Jurascope,
observed that ‘‘children would playfully pretend to challenge the dinosaurs, telling
them ‘bite me’.’’ Hinrichs and Carpendale (2011) refer to playfulness as ‘‘tossing
media items back and forth between each other, gathering as many media items as
possible, or trying to delete all media items by frantically flicking them toward the
surface boundaries.’’ Walker and Fróes (2011) give examples of ‘‘overtly playful’’
activities: students laughing out loud in order to gauge other visitors’ reactions,
imagined conversations between the subjects of a painting, secretly photographed
other visitors’ ankles in front of a Tudor-era bed, wrote messages to other visitors,
or set a device in front of a display of plates while it played a video of someone
breaking plates, in order to watch other visitors’ reactions.

The examples may illustrate the interactive connotations of playfulness in
studies of tabletop-related collaboration and learning. They stem from qualitative
observations, and we did not find attempts to measure interactive playfulness.
Measures for playfulness as an individual trait are available (see Rogers et al.
1998), as well as a teacher rating scale of preschool children’s interactive peer play
competencies (Fantuzzo et al. 1998), but none of these have been used in tabletop-
related research.

As a theoretical underpinning, the work of Roger Caillois is sometimes referred
to (Dixon 2009; Koeffel et al. 2010). Caillois distinguished four types of play,
representing competition, chance, simulation, or balance/vertigo. Examples from
each type can be placed on a continuum between two extremes, one called paidia
(diversion, turbulence, free improvisation, and carefree gaiety), the other called
ludus (arbitrary, imperative, and purposively tedious conventions to bind this
capriciousness with) (Henricks 2010). The paidia-ludus distinction is very relevant
in relation to the issue of playful learning in a tabletop environment. It raises the
question whether a ‘‘script’’ is needed, or should be avoided, in order to facilitate
playful interaction and learning (Streng 2009).

Concerning the relation between playfulness and the concepts discussed above,
Xie et al. (2008) argue that ‘‘enjoyment and engagement are integral and
prerequisite aspects of children’s playful learning experiences.’’ Marchetti and
Petersson Brooks (2012a) follow Bundy’s Model of Playfulness, which relates
playfulness to intrinsic motivation, internal control, freedom to suspend reality,
and social play cues (Bundy 1993, 2001). In a further paper, Marchetti and
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Petersson Brooks (2012b) discuss a tool to enrich children’s interaction that targets
playful and fun experiences. Children’s engagement was elicited by different
choices of action, the choices were related to having fun, and a learning tool was
obtained that ‘‘provided a basis for evolution of playful experiences where the
children could find their own ways for interacting’’ (p. 43). These cases are in line
with the remark that ‘‘nowadays, play is seen as an integral part of motivating
learning and work.’’

We were able to identify only few tabletop-related studies that seek to specify
the relation between playfulness and other concepts pertaining to user experience,
which is in agreement with the remark made by Anstead et al. (2012) that studies
of tabletop gaming rarely consider how aspects of gameplay and playfulness may
be used as interaction mechanisms within other tasks.

2.5 Different Tabletop Settings

Finally, we mention the variety of settings that apply to the study of user expe-
riences and interaction in tabletop environments. Most of the research was con-
ducted in a museum (science, art, or cultural heritage museum), but studies have
also been conducted in schools, in other public places, in firms, or even outdoors.
These settings are markedly different, in several ways. Concepts to indicate user
experience, such as enjoyment, fun, engagement, and motivation may not refer to
identical phenomena in different settings. The same holds for interaction. We
illustrate our point with two comparisons.

Many tabletop environments are used for collaborative learning. While par-
ticularly children very often have difficulties to successfully collaborate in open
learning situations, tabletop interfaces do have a high potential to help children
engaging in collaborative activities (Fleck et al. 2009). When situated in a school
(which is not common presently) tabletops may be used for a range of tasks, many
of which being part of the regular curriculum. Children use the tabletop envi-
ronment as part of their normal routine, in a school setting that is the real, even
official site for learning. A tabletop environment in a museum is a different phe-
nomenon. When children use it they are away from school. The museum is
probably associated with leisure and discovery, more than the school. The tabletop
task to be performed may relate only remotely to the daily lessons. Therefore,
working at the museum tabletop will be more playful, more enjoyable, and pos-
sibly less silent than working at a tabletop in the school. It is possible that ‘‘fun’’ is
hardly relevant as an aspect of user experience at school, but it is relevant in the
museum context. The museum visit has to be more fun than school, or it is a
failure.

Even much more pronounced is the difference between a tabletop in a school or
work setting and a tabletop ‘‘in the wild,’’ in a town centre, a high street, or another
public space. In the case of an ‘‘in the wild’’ study no arrangements have been made
concerning access to and use of the table. Individuals and groups are free to use it.
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Marshall et al. (2011) offer a detailed description of users’ behaviors at such a
‘‘walk-up-and-use’’ table. These behaviors are very different from behaviors under
controlled conditions. In particular, groups approached the table in a dispersed way,
and they tended to use it in parallel instead of interactively. The table was designed
for retrieving tourist information, and sessions were short (mean length of 2 min
10 s), which is much less than most school or work sessions. As a consequence,
several concepts to capture user experience are nearly useless. Enjoyment and fun,
if measured in an ‘in the wild’ study, will refer to short-lived affect.

3 Setting

We conducted experiments in Museon, an educational museum in the Hague, the
Netherlands. Thus we join a large branch of research on interactive learning in
tabletop environments in science museums, many of which present themselves as
sites of exploration and learning. It is not by coincidence that science museums
meet HCI research. For HCI researchers, a science museum is an attractive partner.
Science museums are permanent institutions in the service of society, open to the
public, available for purposes of study, education, enjoyment, and often used to
support notions of collective learning as a ‘‘mobile’’ experience (Damala and
Kockelkorn 2006). Increasingly, a picture is sketched of museums as an ‘‘informal
setting,’’ that is, a setting where learning may take place although it is not, unlike a
school, a setting designated for learning (Anderson et al. 2003; Martin 2004;
Meisner et al. 2007; Aubusson et al. 2012). These are qualities that are consistent
with the view of learning as interactive, playful exploration that informs much of
the work on tabletops and virtual environments.

The attraction is mutual. Vom Lehn et al. (2007) suggest that museums had
already started—independent from developments in HCI—to deploy new tech-
nologies that were meant to engage visitors in novel ways with their exhibitions,
but encountered difficulties to design interactive technologies that are accessible to
a diverse audience, individuals or groups, with very different interests and com-
mitments. This willingness to use new technologies may relate to the fact that
museums are shifting from institutions devoted to conserving, collecting, research,
exhibiting and educational tasks to institutions that are appealing to a broad public
(Kotler and Kotler 2000). They have to compete with other activities and cultural
centers that focus both on education and entertainment (Hall and Bannon 2005),
but also they are moving from nineteenth century’s ‘object-based epistemology’
toward an ‘‘object-based discourse’’ that seeks to introduce cultural or scientific
objects into the ‘‘history of the visitor’’ (Pedretti 2002; Dahl and Stuedahl 2012).
The new substance thus given to the museums’ unchanged mission of informing
the public concurs with the present viewpoint in the field of science education that
the narrow focus on practical work and scientific achievements must give way to
an emphasis on critical reflection in relation to scientific topics (Dani and Koenig
2008; Quistgaard and Kahr-Højland 2010).
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Thus museums—art museums as well as cultural heritage and science muse-
ums—have made attempts to make visits more active, dynamic, engaging, and
enjoyable, often with the aid of interactive technology. Widespread is the use of
electronic guides, handheld devices that provide information and sometimes allow
objects to be specified for information retrieval after the museum visit. However,
these guides were designed for individual use, and they were general rather than
personalized. Hsi (2003) found that they isolated visitors from their surroundings,
due to the use of headsets, and that they tended to focus museum visitors on the
device, instead of on the rest of the museum. Wakkary and Hatala (2007) note that
PDAs (personal digital assistants) is a tool for business and ‘‘not a device that
lends itself easily to playful interaction’’. Accordingly, next generation electronic
aids and environments have been created—such as virtual reality (VR), AR, haptic
displays (including tabletops), and Web3D technologies (Karoulis et al. 2006;
Michael et al. 2010)—for the purpose of making museum visits more engaging
and active, and more interactive and playful.

As described by Bell (2002) museums differ in their ‘‘display culture,’’ the type
of visitors they attract, the visitor behaviors they endorse, and the technologies
they use. In particular, science museums tend to apply interactive displays and
installations (and have been quick to adopt in-museum technology), are a frequent
destination of school excursions, and support a wide range of ‘‘visitor rituals.’’
Bell’s description, based on a few U.S. science museums, also applies to Museon.

Museon has a permanent exhibition ‘‘Your World, My World’’ about humans
and their relation with nature, culture, society, science, and technology. One main
source of daily visitors are school classes (primary and lower secondary schools)
usually visiting the exhibition in the morning, while in the afternoon, at weekends
and school holidays the museum is visited by children with their parents or
grantparents. Museon has an electronic quest that children can choose to do during
their visit. About 120 terminals with touch input and a bar code scanner are
available all over the exhibition area. The admission tickets of the museum have a
bar code on the back that can be scanned at a terminal. The first time a ticket is
used with one of the terminals a quest is generated with random questions from a
central database. The visitor is asked to register his or her name to personalize the
quest and will then get 12 questions about different topics in the exhibition area.
When the admission ticket is scanned at one of the terminals, the next question
appears. If the visitor has to move to another area in the exhibition to find the
answer, he or she can use an available terminal in that area and the question will
re-appear (see Fig. 1). Once the question is answered, the visitor gets immediate
feedback whether or not the answer is correct and why this is the case. The
question re-appears until the correct answer is given. After a fixed number of
attempts the correct answer is given and a new question is displayed.

As part of PuppyIR,1 a European project with as one of the objectives to
develop new paradigms that allow children to interact with information in an

1 http://www.puppyir.eu/
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intuitive way, an application for a multiuser, multitouch table was created that
aims to enrich children’s experiences during a museum visit. In addition to the
existing infrastructure with terminals near the exhibits, a tabletop device was
placed in Museon’s entrance area. It has a multitouch surface and can identify
fiducial markers, unique identifiers, similar to the concept of 2D bar-codes. Each
visitor who wants to use the table gets a ticket with both a fiducial marker and a bar
code. The ticket can be used as an identifier on the table and with the terminals in
the exhibition space. For this interactive museum environment we developed an
application for the multitouch table that can be used by up to four visitors
simultaneously. With this application visitors can browse through the different
exhibition topics of the permanent exhibition and they choose topics they are
interested in. These topics are used to determine the contents of a personal
interactive quest. In the main experiment, the groups who used the tabletop were
told that their choices would have an impact on the route to be followed. In the
pilot study, users did not get this information, which was a requirement of the
experimental design.

4 Two Experiments

The tabletop environment as described in the previous section was used in two
experiments, of which the first had a pilot status. This first experiment tested the
integration of the tabletop in the existing museum context and explored the pros-
pects of personalization by asking children, working individually, to use the
tabletop and select the exhibition subjects they preferred. Participants were children
from the museum’s general public willing to participate in the experiment. The
second experiment, which was the main experiment, focused on children’s col-
laborative interaction around the multitouch interface. Small groups of children
used the table to choose collaboratively a selection of subjects from the exhibition,
thus creating a guided tour that was ‘‘personalized’’ at the group level. Children
participating in this experiment were from two classes of a neighboring school.

Fig. 1 Children in exhibition room approaching and using a terminal

196 B. van Dijk et al.



4.1 Pilot Experiment

This experiment was designed to answer the question if personalization enhances
the experience of a child visiting a museum, and if the tabletop-generated quest
was suitable to guide children (Perloy 2011). Participants in the experiment were
selected from the museum’s normal visitors, often families. Participants were
recruited by asking visitors if they wanted to help in a test for a new exhibit. Only
groups with at least two children and at least three people in total were asked to
participate. If they agreed they received a new entrance ticket in return. In total 58
people participated, 36 of whom were children. As the research focus was on
children, no data of the adults’ behaviors were collected.

Participants were randomly assigned to one of two conditions. Each condition
had a total of eight groups. Groups consisted of three or four visitors that started
their museum visit using the multitouch table to select interesting images from the
permanent exhibition (‘‘initial game’’). Each group member had to indicate its
preferences by selecting six images out of twelve categories. Categories were
subjects such as ‘‘stones,’’ ‘‘in the air,’’ or ‘‘water’’ (for a complete list, see Perloy
2011, p. 82). With the selected images as input, personalized routes through the
museum’s permanent exhibition were generated. In the first condition, the selected
items were used to generate a route through the exhibition. In the second condi-
tion, a route was not based on the selected categories but on the remaining six (that
is, the categories the participant was least interested in). The six selected cate-
gories represented twelve exhibits. As part of the route, twelve questions had to be
answered that related to these exhibits. After each good answer, the children could
choose a virtual object of their liking.

After completing their route through the exhibition room, the children returned
to the multitouch table to play an ‘‘end game,’’ which in both experimental con-
ditions was based on the route that was actually followed. The end game was
played collectively. From the virtual objects collected during the quest the group
members chose twelve different objects. In the end game, these objects were in the
middle of the table, while 12 boxes with words were at the edges of the table. The
task was to draw lines between these words and the corresponding virtual objects.
Time was limited; after 2 min the connections were checked and an animation was
shown. One by one the virtual objects were highlighted. The lines became green
when a connection was correct, red when it was incorrect, and finally the group’s
end score was displayed.

The experiment was designed to answer the question whether children who
followed a personalized route through the museum (first condition) enjoyed the
experience more and learned more than children who followed a route that did not
contain the exhibits they had chosen (second condition). Noticeably, the children
in the second condition did not seem to notice that the route they followed did not
match their preferences (although their parents did). Children’s experiences in the
two conditions were quite comparable. No difference was found in enjoyment,
measured using Read and MacFarlane’s (2002) dimensions of ‘‘expectations’’
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(the Smileyometer) and ‘‘endurability,’’ which comprises ‘remembrance’ (ques-
tions to see how well the children remembered things they had enjoyed) and
‘‘returnance’’ (the Again–Again table to see if the children would like to go
through the experience again, as an indicator of fun), and by the subscale interest/
enjoyment of the Intrinsic Motivation Inventory (IMI) (McAuley et al. 1989;
University of Rochester, (n.d.)). On the whole, scores on these enjoyment mea-
sures were very high, which suggests a ceiling effect that prevents differences in
enjoyment between the two conditions. These high scores were taken to indicate
that children liked the touch table interface and the quest, which was also a
question that the experiment sought to answer.

A significant difference in learning (‘understanding’) was found between the
conditions in the end game, measured by the categories ‘‘remembering’’ and
‘‘understanding’’ of a revised version of Bloom’s Taxonomy (Krathwohl 2002;
Forehand 2005). No significant difference was found for ‘‘remembering,’’ which
concerned information not directly related to the questions that had been answered
during the quest. Understanding, in contrast, measured as a group’s score in the
end game, differed considerably between the conditions. The number of good
connections made by groups in the first (preferred categories) condition was sig-
nificantly higher than the number of good connections made by groups in the
second (nonpreferred categories) condition. A likely explanation is that partici-
pants in the first condition, whose preferences were used, had greater interest in the
topics encountered during the tour (and in the end game), and had acquired more
knowledge than participants in the other condition. An alternative explanation, that
participants in the first condition already knew more about the topics they indi-
cated as most interesting, is to be rejected. If this were the case, participants in the
first condition would also have had higher scores on the questions that were asked
during the tour, which tested factual knowledge, and they would have answered
these questions faster. Both were not the case.

4.2 Main Experiment

This experiment examined the effects of ‘‘collaborative personalization’’ on chil-
dren’s museum experience. It was designed to find out if a collaborative ‘initial
game’ at the multitouch table and an ensuing personalized quest would encourage
interaction and collaboration between participants, and if it would have effects in
terms of enjoyment of and engagement in the tabletop-supported museum visit.
Collaboration was not enforced in any way, except that the design of the tabletop
application encouraged group members to discuss and align their choices—through
a shared area in the middle of the tabletop, used to store subjects of joint interest.
This shared area was then used for personalization of the group’s route through the
museum. Discussions at the table were expected, as well as joint answering of
questions during the quest, but groups were not asked to collaborate because such a
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request would have made it impossible to find out if it was the tabletop application
or the collaboration request that encouraged collaboration.

Participants were 48 children from two classes of a Dutch primary school
located close to Museon. 27 children, aged 10–11, were from the pre-final year of
primary school, 21 children, aged 11–12, from the final year. The children were
accompanied by their teachers. The teachers formed groups of four children (three
if necessary) before the museum visit. The pre-final year class was divided in
seven, the final year class in six groups.

The experimental setup involved two conditions. In the ‘‘table condition’’ the
children started the museum visit at the multitouch table, where they selected topics
of joint interest by choosing images that represented these topics (see Fig. 2). All
topics were part of Museon’s permanent exhibition. The selected topics were used to
automatically generate a personalized route through the museum’s exhibition room.
Seven teams (four from the pre-final year, three from the final year, in total 26
children) were assigned to the condition that started at the multitouch table. Six
teams (three from both pre-final; and final year, in total 22 children) were assigned to
the no-table condition that started with an electronic quest generated with random
questions from a central database. In this condition the children did not start at the
tabletop and their quest was not personalized. In both conditions, the quest included
12 questions to be answered at 12 different exhibits.

The teams received instructions about the procedure of the experiment. After all
members of a team had finished the quest, they went to the multitouch table to get
further information about the visited exhibits and to choose again topics/exhibits
they were most interested in (see Fig. 3). All team members performed this task
individually at the table, also the teams from the no-table condition. The results
could be used later, in school, as a personal catalogue (Van Dijk et al. 2012). After
completing this task, the children handed in their tickets and filled in a questionnaire.

A questionnaire was used to measure enjoyment/fun and collaboration, and
contained four open questions relating to learning outcomes.2 It also contained

Fig. 2 Groups at the tabletop, choosing objects sometimes sequentially and sometimes
simultaneously

2 The complete questionnaire can be found in the user evaluation toolkit on the PuppyIR site (see
http://www.puppyir.eu/results/user-evaluation-toolkit).
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three questions to measure collaboration: (1) I tried very hard to support others on
doing the quest, (2) I collaborated much with my classmates, (3) I liked supporting
others during the quest. Moreover, datalogs were used to derive a quest score, and
the attempt was made to observe children during the quest. Observation as a data
collection method is needed when children’s collaborative behaviors are to be
studied, as in the main experiment, or changes in students’ focus of interaction
during tabletop-centered learning (Price and Falcão 2011). Subjective measures
(questionnaire, interview) are less suitable for this, which includes concurrent task
rating as proposed by Teague et al. (2001) because its requirement to give con-
current ratings will interrupt the interaction process that is being studied. However,
in the experiment no systematic observation results could be obtained as it turned
out that several teams did the quest almost simultaneously.

To measure the aspects of enjoyment/fun, Read and MacFarlane’s (2002)
Smileyometer and Again–Again table were used, and an adapted version of the
subscale interest/enjoyment of the IMI. Results of the Again–Again table are often
highly correlated with results of the Smileyometer, but both measures were used
because of their difference in emphasis. Conceptually, judging parts of the
museum tour is different from giving an opinion on what you like to do again.

The IMI interest/enjoyment subscale is considered the self-report measure of
intrinsic motivation and is developed for use by adults. It also measures fun and
enjoyment, like the Smileyometer and the Again–Again table, but it measures
interest as well. The IMI interest/enjoyment scale was adapted to make it suitable
for children (the negatively formulated statements were reversed and smileys were
used instead of numbers on a 5-point scale). Thus, an instrument was obtained that
couples the enjoyment and interest constructs to a reliable scale for measuring
children’s intrinsic motivation, a very important factor for learning (Van Dijk et al.
2012).

The questionnaire’s open questions, focusing at learning outcomes, concerned a
dinosaur in the museum. The children in the table condition were asked to include
the dinosaur in their collection. The children in the no-table condition all had the
dinosaur included in their route.

Fig. 3 Children collaborating at the tabletop
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The table condition was expected to stimulate interaction and collaboration
between the children in a team, to enhance learning outcomes, and to increase
enjoyment and intrinsic motivation. No significant differences were found between
the two experimental groups on enjoyment as measured by the Smileyometer and
the Children IMI interest/enjoyment scale. Moreover we did not find any signifi-
cant differences between the experimental groups on collaboration and on how
much they learned. A significant difference between the conditions was found on
the Again–Again table measure for the end game: children who already used the
multitouch table at the start of the visit were more positive to use the table again
than children who did not start at the table. We presume, based on observations,
that the children found the purpose of the final game less clear than the purpose of
the initial game, and that the children that played the initial game still remembered
the positive experience of playing the initial game. However, the results of the
other enjoyment measures on the final game were similar for the two experimental
conditions hence no conclusive explanation can be given.

While we found no significant differences between the experimental conditions
on enjoyment of quest and end game as measured with the Smileyometer, we did
find a significant difference between age groups: children from the pre-final year
scored higher than children from the final year on enjoyment of the quest and
initial game. Moreover, the overall mean score on the Children IMI interest/
enjoyment scale was significantly higher for children from the pre-final than for
children from the final year.

Getting back to our main research question: we did not find clear evidence that
the collaborative initial game at the multitouch table supported and invoked
interaction and collaboration between the participants of the experiment and
enriched the children’s experience during the museum visit. The results on the
enjoyment scales were quite high and where we found small differences these were
in favour of the condition with the multitouch table at the start. However, there is
not enough evidence to substantiate the claim that team-based personalization
using a multitouch table enhances childrens’ visiting experience. This conclusion
does not, of course, discredit the use of multitouch tables as an extra attraction or
an element of science museums’ exhibitions.

5 Discussion

The experiments described in the previous section were not true experiments.
Many factors could not be controlled for, especially not in the main experiment
that was conducted in a very condensed time period. As a result the museum visit
was poorly integrated in the school curriculum, and many children were simul-
taneously present at the site, which precluded systematic observation. Nonetheless,
the experiments were fairly successful. Children enjoyed using the multitouch
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application and the subsequent quest and end game, they did work in groups (and
sometimes even complained that individual questions during the quest thwarted
collaboration), and some of the differences between experimental conditions were
statistically significant. Here we note that most differences between the experi-
mental conditions were in the expected direction. That many of these differences
were not significant may be due to the fact that the number of participants was
rather small. A further point is that our research setting resembled ‘‘in the wild’’
studies more than classical experiments, which is supposed to increase ecological
validity (Hornecker and Nicol 2011) but goes at the expense of clear, uncon-
taminated effects.

We emphasize two contributions to the study of collaborative learning in
tabletop environments. The first is our use of a tabletop application to shape
collaborative personalization and learning, even though few significant effects can
be reported. This lack of results is consistent with the remark that recent studies on
collaborative learning around tabletops suggest effects to be small (Fleck et al.
2009) and the observation that collaboration outcomes of tabletops in the context
of interactive learning are hard to show (Dillenbourg and Evans 2011). Still, we
want to think of reasons that could explain the small number of significant effects
in our study.

(i) The discriminating power of collaboration questions may be insufficient as the
questions were asked after the museum visit had been completed. Systematic
observation might have produced more evidence, but the circumstances of the
experiment did not allow. Therefore it is likely that examples of collaboration
went unnoticed.

(ii) In both conditions all participants were members of a group. In the pilot
experiment, these were mostly natural groups (often families), in the main
experiment children were assigned to a group. None of these groups received
instructions on how to behave as a group, but it is possible that ‘‘being in a
group’’ was not the weak cue it was intended to be, but something that
overshadowed the activities at the multitouch table in the table condition. An
indication of the importance of ‘‘groupness’’ (Meneses et al. 2008) appears
from a comparison of the natural groups in the pilot experiment and the
created groups in the main experiment. Some measures were used in both
experiments, one of these being the Smileyometer. It was used to measure
enjoyment/fun of the three parts of the visit (tabletop, quest, end game). Of
these three, only the quest can be used for comparison (the tabletop was not
used in the main experiment’s no-table condition, and the end game differed
between pilot and main experiment). The quest was more or less similar in all
cases, though there was a difference in the specific exhibits to be visited. On
the Smileyometer’s 5-point scale, mean scores were 4.22 in the first condition
and 4.62 in the second condition of the pilot experiment. In the main exper-
iment, mean scores were 3.50 in the table condition and 3.00 in the no-table
condition. The difference between the experiments is striking, but equally
striking is that in the pilot experiment the route of nonchosen exhibits (second
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condition) was enjoyed even more by children than the route of chosen
exhibits. It is possible that familiar exhibits had been chosen at the table and
that unfamiliar exhibits turned out to generate more excitement and enjoy-
ment. However, no such effect was found in the main experiment. More likely
is that the parents in the pilot study’s second group did their very best to make
the unfamiliar exhibits appealing to the children.

(iii) That no instructions were given on how to behave as a group stemmed from
the desire to keep groups in the different conditions comparable and ‘‘let the
context speak for itself’’. We were aware of the fact that the experiment
involved a certain degree of scripting (assigned groups, use of the tabletop, a
tour with questions that directed attention to selected exhibits, an end game)
and we did not want to add further questions or guidelines that might prevent
playful interaction between the children. In the end we may have underes-
timated the strength of the museum context (or overestimated the strength of
the tabletop context).

The second contribution is that the experiment aimed at enjoyable, engaging,
playful, interactive behavior, but not as a result of adding a device that was
designed to induce such behavior. The tabletop application used was attractive but
not exhilarating.3 As reported we found a few enjoyment effects. Playfulness,
engagement, and interactive behavior are phenomena that require systematic
observation (Read and McFarlane 2002; Price and Falcão 2011). What can be
reported here, based on free (as opposed to systematic) observations, is that the
experiments did encourage engaged behavior and gave rise to playful interaction
despite considerable scripting. In this respect the experiments are comparable with
many other studies that consider tabletop-related interaction. Questions that
remain to be answered are how much scripting is possible before enjoyable,
engaged, playful interaction is hampered, and whether tabletop scripts have similar
effects as behavioral scripts.

In addition to these intended contributions we mention the importance of age.
In the main experiment we found clear differences between the pre-final and final
year of primary school. These differences were not anticipated—they could only
appear because the participating school sent children from these two classes—but
they suggest a large difference between children (pre-final year) and early ado-
lescents (final year). At least the difference shows the risks of drawing conclusions
about tabletop-related enjoyment, engagement, and playful interaction if differ-
ences between (groups of) participants are not taken into account.

Finally we comment on our use of a tabletop in a science museum. The
experiments we described were a first attempt to use a tabletop as a device to
support personalization, directing visitors of the science museum to exhibits of
their own choice. Perhaps it was alerting in general, rather than personalized
alerting, that gave rise to a high level of enjoyment, and perhaps this was only

3 http://hmi.ewi.utwente.nl/puppyir/results/demos/expedition-museon/
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possible in an exciting environment such as a science museum. Not a very stim-
ulating conclusion would be that the tabletop did not distract from what the
museum has to offer. More tempting, we think, is the conclusion that the very
presence of a tabletop works as an incentive to think of new ways to intensify
visitors’ experiences.
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to Children with High Functioning
Autism Spectrum Disorder
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Abstract This chapter presents NoProblem!, a multi-user interface designed to
teach social conversation and social interaction skills to children with High
Functioning Autism Spectrum Disorder (HFASD). HFASD is defined as a per-
vasive developmental disorder which involves deficits in socio-communication
skills as well as with repetitive behaviors and restricted interests but with a relative
high IQ (usually higher than 75). NoProblem! implements the principles of
Cognitive-Behavioral Therapy (CBT) by interleaving learning and experience
techniques. The process entails the display of short vignettes to present social tasks
for the children to learn about and problem solve. In the learning part, a facilitator
(teacher or therapist) uses the system to teach pairs of children about the phases of
social conversation in different settings (e.g., at school, in the playground). The
children consider and discuss prepared solutions, some of which are more
appropriate than others; they may also propose and audio-record their own solu-
tions. In the experience part, role-play of various conversational solutions is used.
NoProblem! aims to provide opportunities to act out various conversational
responses in a social setting that was selected as the most appropriate one and to
practice it in a safe environment with partners who will cooperate. The results of
formative and evaluation studies that demonstrate system usage and effectiveness
in the teaching of conversational skills for HFASD children are presented. The
children involved were interested, felt very competent doing this task, perceived
that they could make choices, and felt minimal pressure and tension.
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1 Introduction

Autism spectrum disorder (ASD) is defined as a pervasive developmental disorder
which involves deficits in social relationships, communication impairments,
repetitive behaviors, and restricted interests (Bailey et al. 1996). The severity and
range of disordered thought processes, communication interactions and behaviors
vary from one child to another, ranging from very low to very high functioning.
High Functioning Autism Spectrum Disorder (HFASD) is defined as a pervasive
developmental disorder which involves deficits in socio-communication skills as
well as with repetitive behaviors and restricted interests but with a relative high IQ
(usually higher than 75).

Children with HFASD make or accept fewer social initiations and spend more
time playing alone compared to their peers (Koegel et al. 2001). These children
typically exhibit difficulties in tasks requiring social (Pierce and Schreibman 1995),
affective (Hobson et al. 1988) and motivational (Schreibman 1988) competencies.

Recently, the principles and techniques of cognitive behavioral therapy (CBT;
Dobson and Dobson 2009) have been adapted to help children with HFASD
engage in more effective interactions with peers (Solomon et al. 2004; Bauminger
2007). CBT describes social competence as a multidimensional concept and
assumes reciprocity between the ways an individual thinks, feels, and behaves in
social situations (e.g., Dobson and Dobson 2009). The approach presumes that a
more efficient cognitive understanding of the social world will lead to successful
social adjustment in future situations.

CBT uses both cognitive and behavioral techniques to enhance social compe-
tence. In a typical CBT session, a facilitator (either a therapist or a teacher with
specific training) involves children in one or more learning techniques such as
concept clarifications, self-instruction, and reflection, followed by or intermingled
with behavioral techniques such as practicing via role play, rehearsal, and rein-
forcement. These allow children to experience some social constructs which will
then be reflected upon. The two parts should therefore be interleaved.

Among the cognitive techniques that appear to be effective for children with
HFASD is ‘‘problem solving’’ which consists of suggesting a social schema to
perceive and learn about various social situations (Bauminger 2002). Among the
behavioral techniques that have been demonstrated to be effective in enhancing
interactive/collaborative skills in HFASD is ‘‘rehearsal through role-play’’ where
children practice these skills in a safe, controllable environment (Mackay et al.
2007).

Another technique often used in CBT is called modeling. The concept of
modeling or observational learning is based on the idea that children may acquire
new skills by observing others rather than only by personal experience. Modeling as
an intervention technique was first introduced by Bandura and Menlove (1968). A
video modeling intervention typically involves an individual watching a video
demonstration and then imitating the behavior just viewed. The specific approach
used in NoProblem! is called ‘‘video self-modeling’’ (VSM) and it presents the
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‘‘self’’ in the video, allowing individuals to imitate targeted behaviors by observing
themselves successfully performing an appropriate behavior (Dowrick 1999).
Video modelling and video self-modelling have been used across multiple disci-
plines and populations to teach a wide variety of skills including motor behaviors,
social skills, communication, self-monitoring, functional skills, vocational skills,
athletic performance, and emotional regulation (Bellini and Akullian 2007).

From the technological point of view, the approach used in the current study is
that of multi-user interfaces (Yuill and Rogers 2012) using either multiple mice on
a desktop computer or a multi-touch tabletop device that is specifically designed to
allow simultaneous interactions by multiple users (Dietz and Leigh 2001). These
approaches exploit the concept of ‘‘working together’’ in the design of computer
programs aimed at supporting collaboration (Morris et al. 2006). NoProblem! is a
multi-user application designed to support a facilitator to conduct a CBT-based
session where the learning part makes use of the ‘‘problem solving’’ technique and
the experience part makes use of video-modeling and role playing, presently
focusing on practicing social conversations. An authoring tool is provided for the
facilitator to adapt the multimedia material such that different pictures may be
displayed and other social situations may be defined.

2 Related Work

Researchers and clinicians have noted the value of technology, in general, and
computer-based activities, specifically, as therapeutic and educational tools for
people with ASD (Grynszpan et al. 2005). Children with ASD are usually highly
motivated by computer-based tasks (Hart 2005). Focusing on a computer screen,
where only necessary and relevant information are provided, may help people
with ASD reduce distractions from extraneous sensory stimuli. Furthermore,
computer programs are generally free from social demands and can provide
consistent and predictable responses (Moore 1998). A clearly defined task appears
to help people with ASD concentrate on a computer-based activity (Murray 1997).
Nevertheless, the responses from some professionals and parents to technology
have been mixed due to the fear of increased social withdrawal (Panyan 1984;
Bernard-Opitz et al. 1990).

At present, there are few examples of technologies designed to support CBT for
children with HFASD, and they have been explored primarily via the use of
computer games to teach emotion recognition and regulation skills (e.g., Beau-
mont and Sofronoff 2008; Golan and Baron-Cohen 2006; Golan et al. 2008). In our
own work, we have experimented with a tabletop computer game called Join-In,
inspired by CBT, to teach social competencies to children with ASD (Giusti et al.
2011; Zancanaro et al. 2011; Bauminger-Zvieli et al. 2013). Piper et al. (2006)
investigated how a four-player cooperative computer game that runs on tabletop
technology was used to teach effective group work skills in a middle school social
group therapy class of children with Asperger’s Syndrome. Gal et al. (2009)
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evaluated the effectiveness of a three-week intervention in which a co-located
tabletop interface was used to facilitate collaboration and positive social interac-
tion for children with ASD. Significant improvements in key positive social skills
were achieved. Similarly, Battocchi et al. (2010) studied the ability of a digital
puzzle game to foster collaboration among children with ASD; in order to be
moved, puzzle pieces had to be touched and dragged simultaneously by the two
players. Hourcade et al. (2012) explored the potential of multi-touch tablets to
engage children with ASD in face-to-face social activities. Results showed how
these applications led to pro-social behavior and fostered the development of
appropriate social skills.

3 Design Objectives

Social conversation, the ability to initiate and maintain an effective conversation
with another participant, is a core skill impaired in children with HFASD.

Focus of multi-usage: Since these children face great challenges in coping
with social interactions, they often prefer to engage in solitary, computer-based
activities. The first design objective of NoProblem! was to develop a technology
paradigm able to foster collaboration with another child. A key design objective
was thus to employ a multi-user interface where the task is inherently social: the
interface requires two children to use it.

Make explicit the role of facilitator: Although there is increasing evidence about
the beneficial effect of the presence of a facilitator in educational interventions for
children with ASD (Kroeger et al. 2007) for most educational games, the facilitator
acts as a secondary user by moderating use of the game but without actually using
the interface. In our previous work on Join-In, we explicitly addressed this issue
(Zancanaro et al. 2011); NoProblem! was also designed as an interface for the
facilitator to smoothly run the session and manage children’s interactions, yet
enable their active control.

Allows for personalization and open use: Children with ASD have widely
varying abilities and limitations and require personal adaptation of tools. They also
require opportunities to learn about and practice a variety of tasks. Thus,
NoProblem was designed with a focus on social conversation as a prototypical
example of social interaction but also enabled a facilitator to create content for
other situations. The software’s open structure and authoring tool capabilities (via
the creation of new multimedia content) meets this design objective.

4 The Prototype

NoProblem!, shown schematically in Fig. 1, is a multi-user application designed to
be run on a multi-user touch table (i.e., DiamondTouch Dietz 2001) or on a
standard desktop computer using a special component enabled to recognize three
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individual mice. It is divided into two tightly integrated parts: a learning part
which realizes a structured version of the CBT social problem solving technique
and an experience part based on the role play technique.

The social problem solving technique presents a series of social vignettes that
display the four phases of a social conversion (initiating, maintaining, switching
and ending) in three meaningful settings (at school, after school, and at home). The
children, guided by the facilitator, explore alternative solutions or suggest new
ways of managing each conversation phase. The experience part consists of a
recording tool for the facilitator to involve the children in a role-playing session,
video-recording their performance, and reviewing it together with them; thus
children obtain direct feedback from the facilitators or their peers on their actual
performance of social conversation in an activity that is engaging.

The control panel (Fig. 2) is used by the facilitator to switch between the two
parts (social problem solving and role-play) and to move along the different steps
of the learning part.

NoProblem! takes advantage of the ability to recognize multiple touches by
different users of DiamondTouch (replicated by the multi-mice component when
the interface works on a standard desktop computer) in order to constrain inter-
actions in a variety of ways. For example, in some cases, to operate the system the
children and the facilitator need to tap on the surface together (if the facilitator
does not touch the surface, the system is not activated) or in other cases, only the
facilitator can activate certain functions (such as the control panel) and a child will
not be able to operate them until they are activated.

When run on the tabletop device, the interface is oriented in such a way that
both children sit on one side and the facilitator sits on the other side facing them
(Fig. 1, left panel) while when it is used on a desktop computer, the three users sit
on the same side.

At present, three social settings are included with each setting exploring all four
phases of a social conversation (initiating, maintaining, switching, and ending).

• ‘‘At school’’ provides a social situation in which a child talks with friends during
the school recess.

Fig. 1 NoProblem! setup showing location of children and facilitator (left) and appearance of
surface during the discussion of the alternatives solutions for a social conversation (right)
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• ‘‘After school’’ provides a social situation in which a child talks with friends at a
soccer practice session.

• ‘‘At home’’ proposes a social situation in which a child talks with a friend whom
he is visiting.

4.1 Learning Part

The learning part consists of five steps.

1. Setting step is where the setting for the social conversation is chosen among the
several available (currently three, see above);

2. Phase step is where the specific phase of the conversation is chosen (see Fig. 3);
3. Present step is where the relevant aspects of the chosen phase are presented

within the specific setting; these aspects may then be discussed by the children
and the facilitator;

4. Record step is where the children can record their own solution to the social
problem; this step is optional and the facilitator can skip or postpone it until
after the Select step;

5. Select step is where the children are asked to consider three different alterna-
tives provided by the system related to the specific phase in the conversation
and to choose the most appropriate one.

In the Setting step, the children and the facilitator decide which setting to
choose for the social conversation. Each setting has an introductory story
describing it. In order to choose a social setting to continue the session, the three
have to tap the corresponding card together (triple tap).

In the Phase step, four cards that represent the four phases are displayed
(Fig. 3). As before, audio and textual description supports the facilitator and the
children to choose.

After the phase is chosen by the children and the facilitator (by tapping together
on a card), the system progresses to the Present phase. The facilitator can return to
the Phase step at any time in order to show and discuss its rules.

In the Present step, a presentation of the social conversation for the chosen
phase in the chosen setting is provided. Again, the children can listen to and read a
detailed description of the social task by clicking on the corresponding card.

The facilitator may stay at this step for as long as needed in order to elaborate
on the social task. The facilitator then operates the control panel to move to either
the Record step or the Phase step (to choose another phase for the same setting) or
the Setting step (to choose another setting).

Fig. 2 Facilitator’s control
panel
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In the Record phase, a small control panel for audio-recording appears below
the Record button in the control panel step selector. Only the facilitator can use
this button to enable the children to record their own narrated solution. The system
displays a card that will then be shown together with the system generated
alternatives in the Select step. This card can be re-recorded as many times as
needed. A new recording will supersede any previous ones (though all the
recordings are stored by the system for the purposes of logging and analysis).

In the Select step (Fig. 4), the system presents the children with three alternate
solutions to the social problem and, if available, the card recorded by the children.
The children can listen to each alternative by tapping the card’s play button or by
reading the textual description which appears when they tap on the panes located
behind the cards; the system also allows to play videos in the cards but this feature
was not used in this implementation.

They can then together select the card that they think contains the most
appropriate solution. When they tap together on a card, it flips over to show an
orange background (if it is a not appropriate solution) or a yellow background (if it
is an appropriate one) together with a short textual feedback message (Fig. 4). The
card recorded by the children can either have an empty textual content or contain a
neutral message.

Fig. 3 The choice of the four phases in the Phase step
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The facilitator may stay at this step for as long as needed to explore the
alternatives and discuss them. The facilitator can then move back to either
the Phase or the Setting steps to change the phase or setting, respectively, or go to
the Record step to have the children record (or re-record) their own alternate
solutions.

4.2 Experience Part

Once the setting and the phase of the social conversation have been chosen, the
facilitator can access the experience part (role-play) at any time and then return
freely to the learning part.

When entering the experience part, the control panel changes: the step selector
is hidden and a few new buttons appear on a video console to record and play the
role-played social conversations. Note that only the facilitator can operate the
video camera and the record button; there is no need for the children to stay near
the table during the role play.

By tapping the Cue button at the rightmost position, the facilitator can display a
window on the display surface (table or computer screen) that shows hints for
appropriate social conversation in the given phase and setting.

Fig. 4 Screenshot showing the Select step with three solutions presented by the system and with
the addition of a solution recorded by the children. One of the solutions (second from left), after it
has been selected, is turned over to reveal that it is the correct one (indicated by its yellow color).
The text in the upper part of the pictures illustrates the task of initiating a conversation
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5 Evaluation

5.1 Formative Evaluation

The goals of the formative evaluation were to provide end user feedback on the
prototype. We were also interested in observing how the children with HFASD
understood and felt about the problem and solution parts of the task, and the
children’s interest in and enjoyment of the task, perceived competence, choice, and
feelings of tension.

Nine boys and one girl with HFASD, aged 9–13 years, enrolled in special
education classes (Grades 2–5) within a mainstream elementary school, partici-
pated in a single session. The gender unbalance in the sample reflects the proportion
of HFASD in the population. Three questionnaires were used in the evaluation
study. The Scenario Experience Feedback Questionnaire (SEFQ; see Weiss et al.
2011 and appendix) consists of 14 items, rated on a 5-point scale, to query the
children’s enjoyment, understanding, ease of use, and other usability issues while
playing the games; the Scenario Learning Feedback Questionnaire (SLFQ; see
Weiss et al. 2011 and appendix) consists of 5 items to query how well the children
understood and felt about the problem and solution part that precedes each game
and the Intrinsic Motivation Inventory (IMI) task evaluation questionnaire (Plant
and Ryan 1985) consists of 22 items, rated on a 7-point scale, designed to assess a
user’s interest in and enjoyment of the task, perceived competence, perceived
choice, and feelings of pressure or tension while doing the task.

The usability of the prototype was examined in two different platforms: a
tabletop touch-based device and a multi-mice desktop version. The questionnaires
were administered to the children after each session. At the end of the experience,
the children were interviewed about what they learned from the session and about
their preferences related to using the tabletop touch-based device versus the multi-
mice desktop computer.

The results demonstrated (see Fig. 5) that the children were motivated by the
task, both when presented on the tabletop and the multi-mice platform. They felt
competent doing it, perceived that they could make choices during the task, and
felt minimal tension. They understood the main aims of the conversation tasks,
and the various phases. Most of the children preferred using the tabletop rather
than the computer, but enjoyed both of them. The perceived competence was
somewhat lower with the multi-mice configuration presumably because of the
reduced immediacy of the mouse compared with the touch modality (Weiss et al.
2011).

In conclusion, the results of the formative evaluation study helped to ensure that
NoProblem! is a usable and enjoyable application and suitable to achieve its
therapeutic goals. While it seems to be more appealing when used on the tabeltop
device, it appears to be also feasible when implemented via a less costly and
technically complex platform.
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5.2 Intervention Study

The goal of the study was to examine the effectiveness of collaborative technology
intervention combined with CBT to teach the concepts of social collaboration and
social conversation to children with HFASD. The NoProblem! prototype was used
together with another prototype (Join-In, Giusti et al. 2011), developed during the
same project) for a 12-week intervention. The study is briefly summarized here, for
further information see Bauminger-Zvieli et al. (2013).

Twenty-two children with HFASD (11 pairs), 18 male and 4 female (mean age
9.83 years), participated in the study; all had an IQ of 70 or above and no serious
behavioral problems. The gender unbalance in the sample reflects the proportion of
HFASD in the population. The intervention spanned twelve 45-min lessons, with
six lessons for the social task-collaboration (Join-In) and six lessons for social
conversation (NoProblem!). The participants were divided to 2 groups, each
received a different intervention order. Two special education teachers and one
occupational therapist, all experts in working with children with HFASD, were
trained to implement the intervention.

In order to assess changes in social cognition, problem solving and concept
clarification, several measures were used including concept clarification
for cooperation and social conversation (Bauminger et al. 2003, 2004) and a
drawing task to assess the children’s ability to engage socially with their friends
(Bauminger 2007b). In addition, to examine generalization into another domain of
social cognition (that was not directly taught in the intervention), a measure of
Theory of Mind (TOM), reflecting children’s ability to understand mental states
such as their belief in others, was utilized via the ‘‘Strange Story’’ (Happé 1994).

With regard to the social cognitive results, mean values of social cognitive
measures improved significantly. The children demonstrated a better understanding
of the concepts of collaboration and social conversation and could make a more
relevant definition of this concept and provide examples of times they experienced
collaboration with peers. Thus, children were able to recognize the social situation
of a social conversation in a picture; they were able to provide a definition and
examples of social conversations and to suggest relevant conversation topics based

Fig. 5 Mean plus 1 standard
deviation of the four
components of the intrinsic
motivation questionnaire
when using the multi-touch
table (dark histogram) or
multi-mice computer (light
histogram)
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on the topics that they learned during the intervention. However, they were less able
to suggest conversation topics different from those learned during the intervention.
Interestingly, they also showed improvements in higher order TOM following the
intervention, indicating an indirect effect of this intervention as well as a direct one.
With regard to the social engagement, improvement was achieved in the summary
social engagement behavior variables, specifically for cooperative behaviors.

In conclusion, the results of this study provided important preliminary insight
into the implementation of CBT intervention supported by collaborative technol-
ogy and computer games. The findings that children improved significantly from
baseline to post intervention in socio-cognitive awareness and understanding has
important implications for future research and educational applications.

6 Discussion

The NoProblem! studies provided valuable insight regarding the possibility of
using collaborative technologies as a basis for teaching social competence skills.
An important aspect that emerged from the formative study is the functional
equivalence of the multi-mice version with respect to the previously thought to be
more engaging tabletop version. Indeed, several studies had suggested that for
collaborative tasks a direct touch interface is more effective than the use of multi-
mice, in particular for what concerns higher levels of awareness, fluidity of
interactions and spatial memory (Hornecker et al. 2008; Antle and Droumeva
2009). In our case, the interaction was considered just slightly less engaging when
performed with the multi-mice version, an occurrence that may have been related
to the children’s considerable involvement with the task itself (role-playing) rather
than with the use of the computer.

It is worth noting that the strengths of NoProblem! derive not only from the
motivational and engagement value of computer-based tasks (see, for example,
Pennington 2010) but also from the provision of new tools that intrinsically sup-
port a facilitator while conducting a session. The need to support the facilitators in
shaping the children’s experience by giving them a fundamental and dynamic role
has already been discussed in our previous work on Join-In (Zancanaro et al.
2011). With NoProblem!, we provided an even larger role for the facilitators, that
of ‘‘director’’ of a movie: the facilitator was encouraged to instruct the children (by
involving them in a discussion about the effectiveness of different behaviors) and
coordinating their role play. Our studies provide some evidence that this approach
was both helpful to the children in supporting them to learn new skills and made
the task of the facilitator easer by providing additional tools for rehearsal and
feedback.

One of the key aspects for NoProblem! was the possibility for the facilitators to
customize and add different stories to teach different types of social competence
skills beyond the current one (social conversation). To meet this requirement, we
implemented a desktop application (for MS Windows) that allows the construction
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of social stories by uploading pictures, videos, texts and audio content into mul-
timedia vignettes. In order to simplify the authoring tool, the content can be fully
customized but the structure is fixed. That is, three ‘‘stories’’ are offered in the
setting phase (as a multimedia vignette), for each story four possible variations may
be defined (as a multimedia vignette), and three outcomes or stories endings for
each variation are created (as a multimedia vignette). Therefore, the construction of
any new content application entails the preparation of 36 multimedia vignettes.
Each multimedia vignette can be as simple as a picture with a text. Audio content
and video clips may also be added for some specific vignette if needed. In order to
improve usability and learnability, the authoring tool closely resembles the
No-Problem! interface (see Fig. 6). The vignettes for the social stories, the varia-
tions and the outcomes are in the same position as in the No-Problem! interface
(even if the authoring tool is a standard single-mouse desktop application) and they
can be authored independently from each other by clicking on the corresponding
buttons and browse the file system to locate the appropriate multimedia file.

Although the studies presented here did not focus on this aspect, this tool was
used to support the acquisition of conflict resolution skills by adolescents with
HFASD (Hochhauser et al. 2013). In this context, the potential of No-Problem!
was better exploited by using videos in the multimedia cards too.

Fig. 6 A screenshot of the NoProblem! Authoring Tool. The text on the white cards is the
descriptions of the problems presented in the multimedia cards below
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7 Conclusions

In this chapter, we presented NoProblem!, a collaborative tool inspired by the
principles of Cognitive-Behavioral Therapy to provide opportunities to act out
various conversational responses in a social setting. The results of a formative
evaluation and of an intervention study have been briefly summarized. The studies
demonstrated that the children are interested and feel very competent doing this
task and that the system usage is effective in the teaching of conversational skills
for HFASD children.

In our future work, we aim to improve the system, in particular to provide better
support for revealing cues to the children and to enhance discussion. We also aim
to investigate more fully how the facilitators use the system in order to achieve
their educational objectives.
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Appendix

Scenario experience feedback questionnaire (SEFQ)

Please circle the number that best reflects your response:

Not at all Very much

Did you enjoy the game? 1 2 3 4 5
Did you succeed in the game? 1 2 3 4 5
Was the game was easy for you? 1 2 3 4 5
Would you like to play the game again? 1 2 3 4 5
Did you feel you could control the game? 1 2 3 4 5
Did the game respond to you as you expected? 1 2 3 4 5
Did you have to wait too much time for the game to respond? 1 2 3 4 5
Did the game seem realistic to you? 1 2 3 4 5
How clear was the computer’s response during the game? 1 2 3 4 5
Did you feel that you were an active player in the game? 1 2 3 4 5
How quickly did you get used to playing the game? 1 2 3 4 5
Did you feel comfortable during the game? 1 2 3 4 5
Did you like being with your partner during the game? 1 2 3 4 5
How much did the moving objects and sounds distract you
during the game?

1 2 3 4 5
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Scenario learning feedback questionnaire (SLFQ)

Please circle the number that best reflects your response:

Not at all Very much

Did you succeed in solving the problem? 1 2 3 4 5
Was solving the problem easy for you? 1 2 3 4 5
Did the problem and answers seem realistic to you? 1 2 3 4 5
How quickly did you get used to hearing about
and suggesting answers to the problem?

1 2 3 4 5

Did you like solving the problem with your partner? 1 2 3 4 5
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Part IV
Health and Sports



Designing for Social and Physical
Interaction in Exertion Games

Florian ‘Floyd’ Mueller, Martin R. Gibbs and Frank Vetere

Abstract Exertion games lend themselves to facilitating social and physical
interactions, in particular when compared to button-press games. However, there is
little understanding of how specific aspects of an exertion game’s design can
facilitate these social and physical interactions. In response, we present a set of
design themes based on our analysis of players’ experiences with a distributed
table tennis game. The themes are: Shared Object, Anticipation, Secondary Per-
formance, Movement Variety, and Uncertainty. We hope that these themes can
guide other designers who aim to support social and physical interaction in order to
support players profiting from the many associated benefits.

Keywords Exertion games � Social interaction � Physical interaction � Design �
Shared objects

1 Introduction

Over the last decades, user interface research on social and physical interaction has
gained an increased focus in the field of human–computer interaction (Dourish
2001). In particular, designers and researchers are interested in developing playful
experiences that support social and physical interactions and promise to be ‘‘fun’’
(Bekker et al. 2010). In this chapter, we focus on playful interactions that involve
more than one person interacting and that support physical engagement with the

F. F. Mueller (&)
Exertion Games Lab, RMIT University, Melbourne, VIC, Australia
e-mail: floyd@exertiongameslab.org

M. R. Gibbs � F. Vetere
Interaction Design Lab, The University of Melbourne, Melbourne, VIC, Australia
e-mail: martin.gibbs@unimelb.edu.au

F. Vetere
e-mail: f.vetere@unimelb.edu.au

A. Nijholt (ed.), Playful User Interfaces, Gaming Media and Social Effects,
DOI: 10.1007/978-981-4560-96-2_11, � Springer Science+Business Media Singapore 2014

227



environment. The physical interaction borrows from tangible computing
(Hornecker and Buur 2006) as well as physical exertion. Exertion interactions are
interactions that require intense physical effort from players (Mueller et al. 2003).

In the past, several attempts have been made to understand the relationship
between the interface and social and physical experiences (Lindley et al. 2008;
Mueller et al. 2011; Bekker et al. 2010), however, there still exists only a limited
knowledge on how to design for social and physical exertion play.

In order to contribute this knowledge, we have created and studied a novel
exertion game based on table tennis, which resulted in several contributions
around our analysis of the design (Mueller et al. 2008b, 2009, 2010). We now put
forward a set of themes that we have derived from the analysis of player inter-
actions with this game, which we believe can be useful for designers of user
interfaces that aim to support social and physical interaction.

The presented case study is of a physical game for three distributed players
called ‘‘Table Tennis for Three.’’ The game is loosely based on table tennis.
However, it offers a gameplay experience through virtual augmentation, which is
quite different to traditional table tennis. The virtual augmentation utilizes a vid-
eoconferencing component to allow for distributed play while the affordances of
the bat and ball support movements that aim to maintain the benefits of physical
play. This mixed approach can offer novel user experiences such as supporting
geographically distributed participants. The game also supports three players at the
same time equally, inspired by the opportunity of networked games to support
large user numbers. We note that, first, supporting three players is not easily
achieved in traditional table tennis (where it is often two against one). Second,
although we acknowledge that three players is not comparable to the large number
of players supported by many networked games, we see this as a first step in
exploring the scaling of numbers in exertion games.

2 Related Work

A heightened consideration of social and physical aspects in digital play has a
history in human–computer interaction with a focus on social and bodily inter-
actions (Dourish 2001). Going back even further, we can see how Merleau-Ponty
proposes a perspective highlighting how the human body is mutually engaged with
the mind and that an intertwined connection exists helping us interact with our
environment and other embodied beings. He argues that we need to consider our
bodies and how we interact with other bodies if we want to understand what it
means to be human (Merleau-Ponty 1945).

Researchers in human–computer interaction similarly stress the importance of
the human body when it comes to the digital world, such as Winograd et al. who
argue for a more nuanced view on the embodied user when interacting with
computers (Winograd and Flores 1986). Dourish identified an embodied focus in
the tangible and social computing systems developed around him (Dourish 2001),
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arguing that embodied features of interactive systems are related to the features of
social settings. These high-level investigations are often based on earlier philo-
sophical arguments made by Merleau-Ponty (Merleau-Ponty 1945), which are
then applied to interactions with computers. Many of these arguments highlight the
role of play in social and physical interactions. This role of play we will inves-
tigate in more detail next.

Lindley et al. suggest that a game’s nature can change when players are
involved in full bodily actions, rather than button presses, from a traditional virtual
game experience of ‘‘hard fun’’ to more social play (2008). Similarly, de Kort et al.
promote the consideration of full body actions because they believe players have
an intrinsic need to experience their physical environment kinesthetically. The
authors argue for a relationship between physical environment and virtual game-
play and propose ‘‘sociality characteristics’’ for games, which include a consid-
eration of exertion actions, as they can ‘‘radically’’ impact social play (de Kort and
IJsselsteijn 2008). Moen (2006) highlights the role of free-form movements and
presents a framework for kinesthetic movement interaction, arguing that techno-
logical augmentation can support novel experiences. However, the author con-
centrates on single-user interactions, only recently looking at social play (Segura
et al. 2013).

There have been several design-oriented explorations on the topic of social and
physical interaction in exertion games from which we learn. We articulate these
next.

Fish’N’Steps is a social approach to combining physical bodily actions with
virtual content to enhance healthy activity. It is a mobile application that is aimed
at encouraging participation in walking activities via social comparison (Lin et al.
2006). The proposed system works in combination with a pedometer to motivate
an increase in a participant’s daily energy expenditure. It separates the physical
activity from the social activity; only after the participants walked all day can they
share their progress through a fish tank metaphor displayed on a screen in an office.
Their bodies rest while they assess their relative progress.

Consolvo et al. present another distributed pedometer-based system imple-
mented on a mobile phone (Consolvo et al. 2006, 2008). The authors identified
design requirements that include aspects regarding the body, the users’ environ-
ment, and virtual augmentation. Systems that combine real-world physical exer-
tion with virtual aspects of a videoconference have suggested that there might be
the possibility for social facilitation. For example, exercise bikes have been net-
worked to allow for distributed races in a competitive environment. The bodily
component suggests the use of physiological data to enhance the distributed
experience, as participants reported that visualized heart rate from a remote rider
could motivate them to cycle faster (Bikeboard). The presence of a remote par-
ticipant appears to affect the exertion performance; however, in exercise bike
cycling the participants cannot interfere with one another physically. In many team
sports, players can actively prevent their opponents from achieving the game’s
goals (Vossen 2004). This aspect of the shared experience is missing in networked
bike riding; however, it has been explored in an early game of ours, Breakout for
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Two (Mueller et al. 2003). Breakout for Two is a synchronous exertion game for
two players with an integrated video communication channel. An evaluation
showed that players were able to form a social bond with each other despite the
geographical distance between them. However, what design aspects contributed to
the social play and what role the physical actions as well as the physical envi-
ronment, such as the two-location setup, had on the resulting experience remain
unexplored. Besides Breakout for Two, there is a shortage of projects that look into
exertion experiences where participants can interfere with each other. We are
interested in table tennis, which is such a game where participants interfere with
each other, hence we are looking into table tennis projects next.

The game of table tennis has inspired other research projects (Ishii et al. 1999;
Knoerlein et al. 2007; Lawn and Takeda 1998; Woodward et al. 2004). Most of
these implementations focus on the demonstration of the technologies’ capabili-
ties, showcasing how mechanical and computational advances can simulate certain
aspects of table tennis, for example force-feedback (Knoerlein et al. 2007). The
outcomes of these projects suggest that simulating and recreating a traditional
bodily game such as table tennis over a computer network is probably still not
technically feasible and costly.

In summary, previous research suggests that the consideration of the human
body and its physically effortful interactions in interactive systems can facilitate
beneficial experiences. Most utilized approaches are based on an embodied per-
spective that highlights the importance of the users’ body being situated in a
physical environment, interacting with other beings. However, there is a limited
understanding of what role design plays when bodily actions are augmented with
technology. The approach taken in this work is to suggest an interrelationship
between social and physical exertion play and this article examines how the
game’s design can facilitate this interrelationship to provide a benefit to the
experience. This approach is explored through a case study of a prototypal system
called ‘‘Table Tennis for Three.’’ This case study highlights the potential for novel
experiences such as unique social support in terms of number and geographical
location of participants, difficult to achieve without technological augmentation.
Investigating this can contribute toward an understanding of the role of design in
supporting social and physical exertion play, which in turn can support the
leveraging of the many benefits physical activity affords, guiding future advances
in this field.

3 Table Tennis for Three

We present the analysis of a study of Table Tennis for Three. It shows how social
and physical exertion play can be supported and facilitated by certain aspects of
the design and articulates what these aspects are, as expressed through a set of
design themes. The intention is that these themes are to be used by designers who
aim to support social and physical exertion play in future interfaces.
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3.1 Playing Table Tennis for Three

We now describe Table Tennis for Three, an exertion game that uses a physical
ball, bat, and table for play and supports players from three geographically distant
locations. In particular, this prototypal system highlights two opportunities of
technology to support playful experiences that are otherwise difficult to achieve
without technology. First is the opportunity to support geographically separate
players, playing together simultaneously (in contrast to taking turns). Second is the
opportunity to scale the play experience, such as allowing three participants to play
together equally.

3.1.1 The Setup

Each player uses a physical ball, a bat, and a table tennis table. The table is set up
in such a way that the ball can be hit against the vertically positioned opposite half
of the table (Fig. 1). This setup is familiar to table tennis players who practice
alone by playing the ball against the board. This backboard has projected images
of eight large ‘‘bricks’’ on it. These bricks are identical for all players, and they are
synchronized across all three stations (Fig. 2). A projector mounted to the ceiling
projects the bricks in a semi-transparent fashion on top of two video streams of the
other players in the game. One player’s videoconference is positioned on the left of
the backboard, and the other is on the right. Each table has a set of loudspeakers

Fig. 1 Table tennis for three

Designing for Social and Physical Interaction 231



and each player wears a microphone so the three participants can converse with
each other in a three-way audio conference during the gameplay.

The backboard is equipped with sensors mounted on the back that detect when
and which brick the players hit. These piezoelectric sensors detect the impact of
the ball hitting the wooden table tennis table, with the impact permeating through
the wood. The sensors are located in a manner similar to the one suggested by Ishii
et al. (1999) in order to determine the exact impact location based on the time it
takes the impact to travel to each sensor: the sensor that receives the impact first is
triggering the impact location to the software system using a digital acquisition
board that samples the impact data at a high-speed.

The bricks ‘‘break’’ when hit by the ball as a result of the sensors registering the
location of the impact. All three players see the same brick layout and the same brick
status layered on top of the videoconferencing streams. If a brick is hit once, it cracks
a little. If it is hit again (regardless of by which player), it cracks more. The crack
appears on all three stations. If hit three times, the brick ‘‘breaks’’ and is removed
from play, revealing more of the underlying videoconference: the player ‘‘broke’’
through to the remote player. However, only the player that hits the brick the third and
final time receives the point. This offers players a number of strategies for winning the
game. The players can either try to crack as many bricks as possible by placing the
ball quickly or they can wait for the opportunity to snatch away points from other
players through hitting bricks that have been already hit twice by the others.

Each brick that is completely broken scores one point, and the running score is
displayed along the top end of the projection. Play continues until all bricks have
been cracked three times and been removed from play. At this point the player who
has scored the most points is announced as the winner and after a delay of 15 s, the
game resets all the bricks and play can recommence.

3.2 Studying Playing Table Tennis for Three

The data used for the analysis of playing Table Tennis for Three comes from video
recordings of participants playing Table Tennis for Three and videotaped inter-
views of all three participants together in one room. Notes were also taken during

Fig. 2 The bricks are shared across the three stations, a hit is visible to all players
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the interviews. The interviews contained open-ended questions about the players’
experiences and their interactions with one another. Furthermore, we asked par-
ticipants to answer a short questionnaire to examine specific questions we had on
experience and gameplay (more on this later).

We recorded the participants during play with a video camera. Only one player
was recorded at a time. If notable actions occurred on the remote end, this was
observed through the videoconference. The interviews were also videotaped.

Each group played between 30–60 min. The players were brought together into
one room after the game, where the interviews were conducted with all three of
them together. The interviews lasted from 20 to 60 min.

3.2.1 Participants

We recruited 42 participants through personal contacts, email lists, and word-of-
mouth. The volunteers were asked in the advertising material to organize them-
selves preferably in teams of three. If they were unable to do so, we matched them
up randomly with other participants in order to have always three people partic-
ipating at the same time.

We report on 14 teams of three. One participant played twice due to a last-
minute cancellation (which was considered in the analysis). In total there were
therefore 41 participants. The participants were between 21 and 55 years old
(mean 31.6 years), and consisted of 27 males and 14 females. It is acknowledged
that prior social relationships between participants can affect the social play
interactions within a game (Salen and Zimmerman 2003), this aspect was taken
into account by asking additional questions about how their existing relationships
affected the way they played. The participants’ prior exposure to table tennis was
varied. One had never played before, 14 participants played less than five times, 18
players between five and 100 times and eight volunteers played more than 100
times before.

3.2.2 Data Analysis

The video data was analyzed by the authors using an iterative coding process,
drawing on sensitizing ideas that relate to the research question and the relevant
literature. The coding process was used to identify important concepts. The data
was coded to locate concepts in an attempt to condense the data into categories.
We created annotations on segments of the data we found particularly interesting,
and wrote down memos during the coding process as reflective commentaries for
deeper analysis.

The list of concepts we created from the first pass helped identifying emerging
themes, and informed the next coding step when we viewed the data again. In this
second iteration, the focus was more on the concepts and the initial codes were
reviewed and examined before checked if some of them could be combined.
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In a subsequent viewing of the data, the focus was on instances that illustrated
concepts. We tried to make comparisons and identify contrasts to support the
conceptual coding categories we have developed so far. Then, the emerged themes
were grouped into logical groups and hierarchical categories were created. We
then sorted the annotations, memos, and codes into groups to identify the key
themes, looking out for whether they would be specific for Table Tennis for Three
or exertion games in general.

4 Results

We begin by providing evidence that both social and physical exertion play
occurred when engaging with Table Tennis for Three. What follows is a
description of themes identified from the data.

4.1 Social Play

The players encouraged themselves and each other during the game.

Lets’ go for it! [P3, play]
P18, come on! [P20, play]

They were not shy of engaging in competition, often expressed in statements
such as:

I really wanted to beat her. [P13, interview]

If a player snatched away the last brick, there were statements such as

You b***! [P21, play]

Although players interacted verbally with their partners during the game, some
players also commented that they felt more like they were playing against bricks:

[…] not at each other. When playing, you are more focusing on the blocks than on the
other player. [P15, interview]

P21 described vividly how she recognized that she could have focused on the
bricks, but realized that playing against ‘‘a person’’ suited her better. In the
interviews she made the following comment to the third player P4 in her group:

[…] you are playing against yourself, sometimes, because you are very competitive
against the screen, whereas I was watching P13, and it was like, when I was telling her off
for cheating, then I actually aimed the ball at P13’s head, at the screen! (All laughing).
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4.2 Exertion Play

Participants were investing physical effort, and as a result, were exhausted. They
commented on how quickly the game made them tired, in particular because they
never had to wait for their partner, as in conventional table tennis. Participants also
showed visible signs of exertion, such as sweat on their foreheads.

Next, an examination follows that investigates what aspects of the design
facilitated both social and physical exertion play.

4.3 Movements Responding to Partners’ Movements

The participants aimed at hitting bricks that have been hit before (see Fig. 3):

And you just wait for the third one [crack] and try to get in there quick (makes a smash
arm movement) [P11, interview]
[You] wait for someone to break the blocks and go for it [P10, interview].

Fig. 3 During the interview: ‘‘…and you just wait for the third one [crack] and try to get in there
quick!’’
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However, their ability to anticipate which brick will be hit next was limited:

[There is a limited] sense where the other player is […] [or] where he is playing [P12,
interview]
[…] so I didn’t know this was where you were throwing the ball [P13, interview]

Anticipating the other players’ movements mostly only played a role in initi-
ating the game. P14 said during the interview:

‘‘You are waiting, and as soon as you are ready’’ [both P14 and P1 initiate a gesture for a
serve but stop just before executing it], P1 interrupts: ‘‘You are ready to go’’ [both
finishing their movement, both smiling].

4.4 Being Expressive

Users demonstrated affective expressions during play, but predominantly outside
immediate play: in between points, while having a break, and after the games (see
Fig. 4). Most verbal interactions were of emotional nature and not in relation to
play directly, such as swearing, yelling, or dismissing the other player, but
sometimes also words of encouragement were exchanged:

Fig. 4 Player’s reaction from playing against another player
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You are not trying hard enough! [P5, play],
I’m going to beat you next time [P7, play], and
You guys are hysterical! [P8, play].

Most of these verbal exchanges were of a joking nature, with elements of
mocking, teasing or ‘‘fooling around,’’ characteristic of social sports games
(Weinberg and Gould 2006).

Some users chose to supplement their verbal comments with a gesture, such as
throwing their hands in the air to indicate they won. A player jokingly made a fist
to the other players; another participant put her tongue out. Players often
applauded others on their performance, and some performed little winning dances.
This was often accompanied by laughter, facilitating a humorous atmosphere.

The exertion activity served as a starting point for social interaction, but it also
hindered social interaction when attempted verbally: Players sometimes wanted to
say something, but were not able to because they were too exhausted or too
involved in their exertion activity. A player made this explicit by saying

hang on… [P5, play]

when the beginning of a new game interrupted his dialog. He continued his verbal
exchange in the next break of the game after he recovered from his exhaustion.

4.5 Alternative Ways of Playing

Players adapted rules from traditional table tennis to suit the interactions afforded
by Table Tennis for Three. They also referred to table tennis and its rules in the
interviews. Even though none of the teams discussed rules amongst each other
before the game, they successfully engaged in gameplay by assuming the ball
needs to be hit with the bat, cannot be returned volley, etc.

Nevertheless, players changed the way they played when an opportunity arose,
such as when a player could not return the ball with his/her bat, but was able to
catch it with her/his hand to increase the chance of winning. They also grabbed
spare balls and played them successively, and hid under the table before serving
(see Fig. 5).

The players knew that this was ‘‘breaking’’ the rules, because they pointed it out
if they caught someone: a player yelled out loud

You cheat, you are a cheater! (accompanied by laughter) [P9, play]

because a remote player was using her hands, but then this player used the hands
herself.
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4.6 Unpredictability of Physical Ball

Despite the players’ best efforts, the ball often acted in unexpected ways; it hit the
edge of the bat, and was diverted in the opposite direction. The ball also often
bounced back quicker than expected, but a quick reaction on impulse of the player
was able to deflect the ball in a manner that resulted in an unanticipated trajectory
of the ball. The ball also often hit the edge of the table, being reflected off it in a
surprising angle. Players looked amazed at how some of their hits returned the ball.
These surprising situations are characterized by a considerably unexpected
behavior of the ball that the player with his/her actions did not intend nor
anticipated.

The challenging aspect of controlling the ball with the bat and the associated
surprising actions that occurred contributed to the players’ enjoyment, which was
reflected in their verbal expressions: players often shouted short exclamations such as

yikes!

when the ball flew off in the wrong direction, often followed by a smile (see
Fig. 6). This laughter was then answered with laughs by the remote players, and

Fig. 5 Player hiding to try alternative serve
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functioned as conversation starters. Players then switched their attention to the
remote end if they heard such a surprise expression.

5 Discussion

We now discuss the observations in regards to social and physical exertion play
and associated themes that facilitated this social and physical exertion play.

5.1 Shared Virtual Objects

On the one hand, participants appreciated being able to play with remote partners.
They showed signs of playing together despite the fact that interactions were
mediated. On the other hand, players reported that they sometimes felt more like
playing against the virtual bricks rather than another person. We also observed
incidences where players seemed to experience both, playing against another
person and playing against bricks, such as described by the group around P21: they
seemed to be able to navigate between these apparently contradicting experiences.

Fig. 6 Ball flew off the side
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We asked the participants to rate their sense of having played together on a
scale from 0 to 100, with 0 being no sense of playing together, and 100 being the
same extent as when playing on the same table.

The median was 70, and the arithmetic mean 65.46 (see Fig. 7). The answers
were affirmative, especially in combination with the fact that most players (35 out
of 40) had the feeling they were doing something together. Interestingly, this was
statistically significant if correlated with ‘‘I liked the game’’ (r = 0.64, p \ 0.01).
The players who disagreed with the ‘‘together’’ statement were among the three
that disliked the game, suggesting that there could be a link between the
engagement with the game and the feeling of ‘‘doing something together.’’

In order to understand this further, we look at the idea of parallel and non-
parallel play (Mueller et al. 2008a): by parallel play, we mean play experiences in
which participants are aware of each other’s exertion activity, but are not physi-
cally interfering with one another. A typical example from traditional sports is a
100-m race, in which the white lines on the track explicitly forbid any physical
interference between runners. Vossen (2004) says that in parallel play, each player
performs his or her exertion actions independently from one another. The players
have no direct influence upon the difficulty of the task faced by other players, as
they cannot directly interfere with one another.

By non-parallel play we mean play experiences in which participants can use
their bodies to physically interfere with one another. An example from the tra-
ditional sports domain is wrestling, where the wrestlers contend for control of each
other’s bodies. Vossen (2004) reminds us that this category is distinctly different to
how people can experience exertion compared to parallel play.

Table Tennis for Three facilitated parallel play in the physical world of the
exertion actions, but also non-parallel play in the virtual world of the shared

Fig. 7 Sense of playing ‘‘together’’ rated
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bricks. This explains why players expressed both, that they felt like playing against
bricks but also against other players. The virtual bricks enabled a non-parallel
game activity, which the players used to challenge each other in order to enrich
their social experience. The players used this opportunity to engage with their
remote opponents, trying to ‘‘outsmart’’ them to snatch points using tactical
decisions to gain an advantage. As such, the virtual bricks functioned as ‘‘shared
objects’’ that facilitated the non-parallel play. Shared objects are common in many
traditional social sports; often it is a ball, such as in conventional table tennis. In
Table Tennis for Three, the virtual bricks took on the role of shared object, as the
physical ball was unique to each location and hence not shared.

The main exertion action of the game, however, is the hitting action of the ball,
which occurs in the physical space and is of a parallel characteristic. This parallel
characteristic facilitated a sensation of playing against bricks, not other players,
affecting social play. The players described the parallel aspect through expressing
they felt like ‘‘racing’’ the computer bricks. When players had such an experience
of ‘‘playing against bricks’’ and ‘‘not at each other,’’ the mediating design fell short
in facilitating a non-parallel experience at that moment.

The affordances of both parallel and non-parallel play were used by some
players to enhance their experience. Especially, the players who seemed to
seamlessly navigate between playing against another person and against virtual
bricks demonstrated that the boundaries of the spaces can become fluid in the
context of use, and the users made them fit to meet their interactional needs.

It is also interesting to note that due to limitations in the sensor and network
technologies, delays in brick updates (changing from a full brick, to a broken
brick, to a disappearing brick) can occur. Network lags in online games can
significantly affect the user experience (Linehan et al. 2006), and are a challenge
for any online experience. Interestingly, as the physical ball required skillful
control by the participants, it appeared this focused their attention on the exertion
actions rather than the updates of the virtual bricks, which in turn might limit any
negative effects delays in brick updates might produce. As such, any effects
resulting from delays in Table Tennis for Three appeared to be tempered by the
focus on the exertion actions, especially when compared to button-press computer
games.

In sum, players experienced both social and physical exertion play, even though
the interaction between the participants was mediated by technology. Interestingly,
the social play comprised of both parallel and non-parallel play, where parallel
play was occurring in the physical space, and non-parallel play in the virtual
thanks to shared virtual objects. Players were able to navigate both spaces and both
forms of social play, which was facilitated by the physical exertion play activity.

We now present a summary of the result and discussion, phrased in an
actionable way to guide designers of future systems:

Shared virtual objects can be used to support social play. However, they might
facilitate non-parallel play in the virtual world, whereas the exertion activity can
be parallel in the physical world.
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5.2 Anticipation

A key characteristic of exertion games is the involvement of bodily movements,
and supporting bodily movements is believed to facilitate social interactions
(Lindley et al. 2008). For individual activity, this support of bodily movements is
often associated with self-awareness of exertion actions (Moen 2006; Consolvo
et al. 2006), however, in a social setting, awareness of other bodies and their
associated movements becomes also important (Fogtmann et al. 2008): an
understanding of the activities of others can provide a context for one’s own
activities (Rettie 2003), and so-called awareness of other bodies can be an
important part of how we make sense of the world through our bodies (Dourish
2001).

Knowing that awareness is an important element in supporting social play, it
can now be discussed how anticipation was facilitated by the videoconferencing
component. Players were contending for control of the virtual bricks. In order to
gain an advantage, participants tried to anticipate their partners’ next moves. Such
anticipation was possible because movement was involved, and this movement
was continuous. Participants could perceive this continuousness of movement
through the videoconference.

The notion of continuousness draws attention to the fact that bodily gross-motor
movements, as featured extensively in Table Tennis for Three, are accompanied
by preparatory and follow-through movements, quite different to button presses.
An exertion action involves movements that include a whole set of motions (Moen
2006): for the Table Tennis for Three players, it was a backswing, a forward
swing, the contact with the table tennis ball, and the follow-through. Although
only the contact with the ball counted toward the game, all motions formed part of
play, and players tried to make use of it. Players were aiming to be aware of their
opponents’ bodily movements by attempting to ‘‘read’’ these pre- and post-
movements to anticipate future play actions. In Table Tennis for Three, the par-
ticipants made use of the continuousness nature of bodily movements in order to
enhance their social play experience through anticipation.

When compared to traditional gamepad-controlled games, it can be seen that
continuousness has a particular role in exertion games. Being aware of a player
controlling a binary button interaction does not reveal much of that player’s
intention behind the button pressing action. Anticipating a future move is very
difficult with buttons, as they do not require visible sequential movements (a
simple flick with the thumb is sufficient) that participants could use as cues to
initiate an action. Usually, this support for continuousness is assumed in co-located
experiences, however, the mediation in Table Tennis for Three brought this point
to the fore, as the videoconference’s technical shortcomings hindered the oppor-
tunities for anticipation.

Continuousness is a direct result of ‘‘movements [being] situated in time and
space’’ (Griffin 2005). That is why animations representing player actions in
computer games such as fighting games display pre- and post-movements in

242 F. F. Mueller et al.



response to a single button-press. For example, a simple button-command in
Tekken (Namco 2010) results in the character preparing for the kick by leaning
backwards and moving the arm back, before propelling forward, hitting the
opponent and then getting the arm back into the original position. As a conse-
quence, if game designers want to include anticipation in conventional computer
games, they need to support this anticipation by implementing it in the virtual
world. In exertion games, players can utilize anticipation due to the continuousness
characteristic of movement; this means that designers have an additional way to
support anticipation.

Interesting to note is that players in Table Tennis for Three utilized both, the
continuousness afforded by bodily movement as well as computer game play
elements to anticipate future states of play. The players used the state of the bricks
to anticipate which of them will be hit next and adjusted their actions accordingly.
The players anticipated future actions not only based on movement actions over
the videoconference, but also based on the movements in the virtual space.

Any mediating technology can affect how anticipation is supported in exertion
games. In Table Tennis for Three, the capture area of the camera limited the space
in which continuousness movements could have been captured and hence trans-
mitted, and the videoconferencing quality failed to consider very fast movements
and hence anticipation was limited. Also, the conical shape of the camera did not
always adequately capture the ball’s flight path, hindering any anticipation of
future moves based on the location of the ball. However, anticipation was further
supported through the virtual objects in the game. In contrast to sports (anticipa-
tion occurs based on continuousness in the physical space) and computer games
(anticipation occurs based on actions in the virtual space), anticipation in Table
Tennis for Three occurred based on continuousness over the videoconference as
well as based on actions in the virtual space.

Even though Table Tennis for Three supported anticipation, it did not support
bodily reciprocity as, for example, a conventional game of table tennis. Although
players in Table Tennis for Three were anticipating their partners’ next move, they
were also dealing with the task of controlling their own ball, which was acting
independent from any other player. In conventional table tennis, every return hit is
a response to the other player. Players in Table Tennis for Three could choose to
respond to the remote players, but they could also choose to engage in parallel
play, just aiming to hit bricks in a random fashion as fast as possible. So the ball
was not the mediating object between the players, but the bricks, where the ball
was the mediator to the bricks. In addition, due to the conical shape of the vid-
eoconference, it was difficult to link partners’ actions to specific bricks: although
one could anticipate when a player is going to execute a hit due to the continu-
ousness of movement, anticipating exactly which brick will be hit was difficult to
anticipate once the ball left the capture area of the camera.

Supporting the continuousness of bodily movements allows anticipating a
player’s next action, contributing to social play.
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5.3 Secondary Performance

Participants performed using their bodies as a way to communicate, in particular
outside the game, as a form of metagaming. Metagaming is a social play phe-
nomenon that refers to the relationship of a game to elements outside of the game.
One way that metagaming occurs ‘‘during a game other than the game itself […]
are social factors such as competition and camaraderie’’ (Salen and Zimmerman
2003). Our participants engaged in a metagame experience by socially interacting
with one another beyond the immediate game play. In particular, through the
exertion nature of the game, they did so by using their bodies to communicate:
first, exhaustion made verbal exchange more difficult, second, the bodily focus of
the game lent itself to communication behavior through the body. The participants
embraced this by nonverbally commenting on other players’ performances and
turning the game into a bodily spectacle beyond the gameplay itself. Larssen et al.
(2004) found the notion of ‘‘expressive latitude’’ particularly fitting in the context
of exertion games to describe such behavior that is not directly influencing the
game outcome, but can have communicative aspects. We call this secondary
performance.

Interestingly, aspects of secondary performance also appeared in the interviews,
in particular when participants were ‘‘retelling their experience.’’ The retelling of
what happened in a game is an important part of a ‘‘lived experience’’ (McCarthy
and Wright 2004). Players predominantly used their exertion skills in the games,
so they drew on these skills again during the reliving of the experience. This
reliving of a ‘‘pleasurable kinaesthetic stimulation’’ can re-trigger the associated
pleasurable emotions (Iso-Ahola and Hatfield 1986). Re-enacting the exertion
movements can also support the player’s cognitive processes, helping them
remembering certain parts of the game (Lindley et al. 2008). Players gave further
meaning to these exertion actions by reliving and sharing them with others, the
support for secondary performance appeared to contribute toward a social play
experience. These exertion actions supporting secondary performance are missing
in conventional gamepad-controlled computer games, and their players have to
rely on their cognitive skills to remember their lived experience and associated
affective responses.

Supporting people in expressing themselves using their bodies—in and outside
the game—can contribute to social play and facilitate metagaming.

5.4 Movement Variety

The participants exhibited bodily movement in many ways while striving to
achieve their goals; we consider this a form of self-expression. The participants
played with the limitations of technical mediation, using it as resource for
‘‘bending the rules.’’ This cheating was used to enhance the experience, a
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phenomena which has been previously observed in traditional computer game play
(Consalvo 2007). However, the inclusion of exertion in Table Tennis for Three
afforded a new approach: players explored their bodily movements within the
space of opportunities the sensing technology allowed (or not allowed, as not all
actions were sensed), and what was communicated over the videoconference.
Benford et al. used the terms ‘‘expected, sensed and desired’’ to differentiate
different interactions within sensing systems (2005); using his words we could say
that the participants were playing with the various categories that the sensing
systems afforded. As the context was a game, the participants explored their
movement variety within the sensing space in order to enhance their experience.
The players were not so much trying to ‘‘break’’ the rules as to rather ‘‘bend’’
them, exploring alternative ways to achieve the goal in order to catch up with an
advanced player, make the other player laugh, and so forth. This has been
described as transformative social play, in which players actively engage with the
rule system in order to shift or extend their relations with other players (Salen and
Zimmerman 2003), therefore constituting a form of social play. The mediated
aspect appeared to contribute to this, as it enabled a variety of opportunities for
bending the rules.

The limitations of the technology enabled these opportunities in three ways:

1. The sensing system of the table tennis table afforded players exploring different
ways to execute a hit: if I throw the ball, is the hit also registered? What if I
throw it really hard, can I confuse the sensors so I break two targets? Players
were asking these questions in the interviews but also trying out the different
tactics during the game.

2. Players realized that they could grab another ball in their other hand to serve as
backup if the first ball goes astray. This was difficult to see over the limited
video quality, especially in fast-paced games, as the videoconference system
communicated only a limited resolution displaying a limited framerate. Com-
municating subtle details in rapid actions, as often the case in exertion games, is
still a challenge for sensing and networking technologies. Players are aware of
this and they play with it to their gaming advantage.

3. There was a mismatch between the space the player occupied and what the
videoconference camera saw. Participants played with this mismatch (for
example by hiding below the table), contributing to a joyful atmosphere, but it
also affected social play negatively. In co-located exertion games, the physical
space and what the other player sees are usually interconnected. In distributed
games, however, these spaces might be disparate due to technical limitations. In
non-exertion games this mismatch might not be important, as players might not
move much. In exertion games on the other hand, players’ activities involve
many large-scale movements, which might conflict with conventional aware-
ness technologies that are aimed at supporting focused awareness cues such as
facial expressions. When one of the participants stepped out of the view of the
camera, she became ‘‘unsensable’’ by the camera. By doing so, she also left the
‘‘magic circle of play’’ (Salen and Zimmerman 2003). This shows how
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movement variety in mediated environments can lead to problems, but also
opportunities for finding alternative ways to reach the game’s goal.

We agree with Salen and Zimmerman that this aspect of rule-breaking is more
likely to occur in exertion games; they attribute it to the ‘‘athletic nature’’ of the
game (Salen and Zimmerman 2003). Salen and Zimmerman compare this effect to
a chess game, in which a player will not gain an advantage by having a little corner
of his/her rook peek into an adjacent square. ‘‘But in the infinitely granular space
of the real world, milliseconds and millimeters can mean the difference between
winning and losing’’ (Salen and Zimmerman 2003).

Movement variety supports creativity through finding alternative strategies—
including cheating—to play, including the exploitation of technological limita-
tions. This can facilitate social play ranging from disclosing to showcasing these
alternative strategies.

5.5 Uncertainty

Table Tennis for Three exploits the affordances of tangible objects, which includes
the ball, bat, and table. For our players, the tangibility of the play objects con-
tributed to an uncertainty of play, creating opportunities for excitement and sur-
prise. These opportunities for excitement and surprise appear to have fueled social
interactions between players. The notion of surprise has been previously recog-
nized in physical play (Czajkowski n.d.) and augmented mixed reality games
(Sharp et al. 2007). The results of uncertainty contribute to Gaver’s claim that the
physical environment can provide affordances for social interaction in games
(1996), and Hornecker and Buur’s suggestion that ‘‘the richness of bodily move-
ment’’ in combination with tangible interfaces is particularly beneficial for social
interactions (2006). This also supported the leveling of the playing field between
participants of different athletic abilities: a player who was behind in points could
all of a sudden receive an advantage due to a surprise event, adding to the
excitement of the game. Exertion amplified the chances and outcomes of tangi-
bility’s uncertainty: tangibility can support uncertainty without exertion; however,
the diverse, fast, and forceful movements exhibited in exertion play facilitated
these surprising moments for the players. Also, involving the body and the ‘‘real
world’’ has been pointed out to add an element of uncertainty in location-based
mobile phone games, which designers need to be aware of (Benford et al. 2003).

In non-exertion digital game play, these chance encounters need to be artifi-
cially introduced as an element of chance is inherent in most computer games.
Game creators have to take special care in finding a balance between believable
chance and randomness for the players (Salen and Zimmerman 2003). For
example, in an exertion game such as the Nintendo Wii Sports Tennis, the ball on
the screen might also be controlled by an element of chance; but it will be generic,
as the ball will never bounce off the furniture that surrounds the player. The ball
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will also not bounce off the racquet’s frame in much unexpected ways, but if it
does, the experience will be ‘‘fundamentally different,’’ as players might not
believe the probability by which it occurred, but rather assume a bug in the
software (Gaver 1996).

Utilizing the uncertainty that arises in physical exertion play, in particular
when the body interacts with physical objects, can add an element of surprise that
facilitates social play.

6 Contributions

This work has contributed toward an understanding of social and physical exertion
play through the following contributions.

Shared object: Shared virtual objects can be used to support social play.
However, they might facilitate non-parallel play in the virtual world, whereas the
exertion activity can be parallel in the physical world.

Anticipation: Supporting the continuousness of bodily movements allows
anticipating a player’s next action, contributing to social play.

Secondary performance: Supporting people in expressing themselves using
their bodies—in and outside the game—can contribute to social play and facilitate
metagaming.

Movement variety: Movement variety supports creativity through finding
alternative strategies—including cheating—to play, including the exploitation of
technological limitations. This can facilitate social play ranging from disclosing to
showcasing these alternative strategies.

Uncertainty: Utilizing the uncertainty that arises in physical exertion play, in
particular when the body interacts with physical objects, can add an element of
surprise that facilitates social play.

7 Limitations

We made the assumption that the user data gathered in a lab environment is
representative to data that would have been collected in the field. Prior research
has investigated the use of exertion games in people’s homes in order to inves-
tigate the impact of their day-to-day surroundings on the experience, such as the
limited space issues when playing Dance Dance Revolution (Sall and Grinter
2007). The authors found that the living room is an unfamiliar and often unsuitable
space for physical exercise, hence the lab environment might be just as suitable to
investigate an exertion game. Furthermore, we have tried to set up the table tennis
tables in ways that resembles spaces in which such tables could be encountered,
for example public areas in corporate environments. Also, traditional exercise is
usually performed in a gym or on an outdoor field to which the participants
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generally need to travel to, just as they had to travel to participate in a game of
Table Tennis for Three. There are also dedicated spaces in which commercial
entities offer exertion game experiences (XRtainment), sometimes described as
interactive gyms, and these places also require participants to leave their familiar
surroundings and travel first before they can participate. These examples dem-
onstrate that a dedicated environment for conducting the study that is unfamiliar
for the participants is not very unusual in the context of exertion games.

The participants were located in different parts of the building. This is not the
same as being in different locations across the world, separated by significant
distance that requires effort to overcome by travel. As the participants knew they
were able to join one another physically after the game with ease, their social
behavior might have been different than if they would have been geographically
very far apart. The social implications that come with simulated distance have
been put aside in this study.

It is also acknowledged that scaling the system from a two-player version to a
three-player system is only offering limited opportunities for investigating scaling
effects of mediated social play. Online computer games have pushed the envelope
of how massive scaling can be supported in gaming, with some titles supporting
millions of players. Supporting three players in Table Tennis for Three seems
meager in comparison. However, the system only served as vehicle to investigate
social play beyond two players, and represents the first attempt to support player
constellations that are otherwise hard to achieve in traditional settings: allowing
three players to play together equally while investing physical effort.

8 Future Work

Similar to other studies who identified a performative aspect afforded by physical
exertion play including audience participation that entices social play, we also
observed how physical exertion play can ‘‘turn the body into a spectacle’’
(Sheridan and Bryan-Kinns 2008). Our current work on Table Tennis for Three did
not include the consideration of an audience aspect. Therefore, we recommend
future work to investigate an audience’s role in social and physical exertion play,
furthering our understanding of such play experiences.

Other possible avenues for future work are investigations into the applicability
of the findings in co-located experiences. Furthermore, exploring how useful the
themes are for describing other play interactions and analyzing existing games
might also be beneficial future work. In particular, the notion of secondary per-
formance has been investigated in other research work on social and physical
interaction around games (Segura et al. 2013) since presented in this article, as
such, an exploration of the themes’ potential to influence new game ideas might
also be a fruitful area for future work.
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9 Conclusion

We have presented a qualitative analysis of player observations and interviews
from an exertion game to understand the facilitating role of design in the inter-
relationship between social and physical exertion play. First, we have found evi-
dence that exertion games can facilitate social play, even in mediated
environments. Second, we have identified the salient themes Shared Object,
Anticipation, Secondary Performance, Movement Variety, and Uncertainty that
contribute to the link between social and physical exertion play and discussed how
specific design elements can facilitate (and hinder) this link. Our hope is that these
themes are used to analyze existing as well as create future physical exertion
games. Furthermore, we hope our work also has implications for theory that
articulates the interrelationship between social and physical exertion play. As such,
our work might also offer guidance for future work that aims to include exertion
aspects into social play as well as for exertion games that are currently not sup-
porting social play. However, we also note that design alone cannot guarantee
social play, it is after all the players who create social play, that design features can
only facilitate (Salen and Zimmerman 2003).

In sum, our goal is to contribute to a better understanding of social and physical
exertion play and their interrelationship, advancing this research area featured
within this book, in order to facilitate the many benefits of social and physical
exertion play.
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Designing Games to Discourage Sedentary
Behaviour

Regan L. Mandryk, Kathrin M. Gerling and Kevin G. Stanley

Abstract Regular physical activity has many physical, cognitive and emotional
benefits. Health researchers have shown that there are also risks to too much
sedentary behaviour, regardless of a person’s level of physical activity, and there
are now anti-sedentary guidelines alongside the guidelines for physical activity.
Exergames (games that require physical exertion) have been successful at
encouraging physical activity through fun and engaging gameplay; however, an
individual can be both physically active (e.g. by going for a jog in the morning)
and sedentary (e.g. by sitting at a computer for the rest of the day). In this chapter,
we analyse existing exertion games through the lens of the anti-sedentary guide-
lines to determine which types of games also meet the requirements for anti-
sedentary game design. We review our own game designs in this space and
conclude with an identification of design opportunities and research challenges for
the new area of anti-sedentary game design.

Keywords Energames � Exergames � Sedentary behaviour � Cognitive benefits �
Exercise � Games

1 Introduction

Regular physical activity has many benefits, including to a person’s physical
(Garber et al. 2011; Pate et al. 1995; U.S. Department of Health and Human
Services 1996), emotional (Hassmén et al. 2000) and cognitive well-being (Etnier
et al. 2006; Hillman et al. 2008). The Canadian Society of Exercise Physiologists
recommends that adults achieve 150 min of moderate-to-vigorous-intensity
physical activity per week (Tremblay et al. 2011); however, only 15 % of adults
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meet these guidelines in at least 10-min bouts, and only 5 % of adults meet these
guidelines on at least 5 days per week (Colley et al. 2011a, b). To encourage
physical activity, researchers and developers have created a variety of exergames
that encourage people to exercise, by integrating exercise into the game mechanics
(e.g. (Ahn et al. 2009; Berkovsky et al. 2012; Gao and Mandryk 2011; Hernandez
et al. 2012; Mueller et al. 2010; Stanley et al. 2011; Xu et al. 2012)). For example,
in GrabApple (Gao and Mandryk 2011) (a Kinect-based digital exergame), the
player has to move, jump and duck to collect apples. Because the player’s body
weight acts as resistance in GrabApple, playing the game yields moderate to
vigorous exertion levels, but it is rated as fun as a sedentary mouse-based version
of the game (Gao and Mandryk 2012).

Recent work among health researchers has shown that alongside the benefits
provided by physical activity, there are also negative consequences associated with
sedentary behaviour (Garber et al. 2011; Tremblay et al. 2010). For example,
sedentary behaviour has been shown to influence carbohydrate metabolism
(Chilibeck et al. 1999), reduce bone mineral density (Zwart et al. 2007) and affect
vascular health (Hamburg et al. 2007). Interestingly, the physiological changes
that result from sedentary behaviour are distinct from those that result from a lack
of physical activity (Tremblay et al. 2010). A lack of exercise changes the body in
different and unique ways from an overall sedentary lifestyle (Hamilton et al.
2008). Although this may seem surprising, physical activity and sedentary
behaviour are not mutually exclusive; as Fig. 1 shows, even if a person is phys-
ically active (e.g. goes for a jog first thing in the morning), she can also be
sedentary (e.g. by primarily sitting for the remaining waking hours); the effects of
too much sitting are physiologically distinct from too little exercise (Owen et al.
2010). Thus, a physically active individual could be susceptible to the negative
effects of a sedentary lifestyle (Tremblay et al. 2010). Because exercise and
sedentary behaviours influence the body in different ways, the benefits of meeting
the physical activity guidelines could be undone if people spent the remaining
hours of the day engaging in largely sedentary behaviours (Hamilton et al. 2008).
Because of the potential negative effects on health, many groups are now exploring
the need for anti-sedentary guidelines to exist alongside guidelines for physical
activity. For example, the Canadian Society of Exercise Physiologists now has
sedentary guidelines for children and youth (Tremblay et al. 2011); however, more
foundational research on the detrimental effects of sedentary behaviour on phys-
iology is needed to establish evidence-based guidelines for all populations
(Tremblay et al. 2011).

As researchers who design digital game-based interventions to promote health,
we have been focused on designing games to promote physical activity; however,
these exergames may or may not also work to combat sedentary behaviours. For
example, a game designed to encourage a jogger to commit to and follow through
with a daily jog will help a player meet the physical activity guidelines, but will
not help to combat sedentary behaviour over the remaining waking hours. There
simply exists no analysis of the design requirements for anti-sedentary games to
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help inform researchers how the designs of anti-sedentary exergames should differ
from physical activity-promoting exergames.

In this chapter, we first present and contrast the medical guidelines for physical
activity and those for sedentary behaviours. We discuss compliance with the
guidelines and common barriers to an active lifestyle. We then identify how
exergames have addressed these barriers by following a series of design principles,
and what additional principles need to be considered for anti-sedentary game
design. We dub these anti-sedentary games energames, and provide a review of
examples from the literature for digital games that partially meet the criteria of
principled energame design. This critical analysis is followed by a further discus-
sion of the fundamental design principles for energames and their differentiation
from traditional exergames. We conclude by considering the challenges and
opportunities in this new area of designing, deploying and evaluating digital games
that combat sedentary behaviours.

2 Guidelines for Physical Activity and Anti-sedentary
Behaviour

Combating inactivity has frequently been addressed through the compilation of
guidelines. Physical activity recommendations aim to provide guidance for setting
goals in daily life to provide sufficient exercise to improve overall health. In
contrast, anti-sedentary guidelines aim to combat sedentary lifestyles, shifting the
focus from increasing physical exertion to encouraging frequent, low-intensity
physical activity to avoid negative health effects. In this section, we present an
overview of guidelines for physical activity, guidelines to combat sedentary life-
styles and adherence to these guidelines.

Fig. 1 Daily activity charts
(grey = sedentary time,
black = active time, time
passes from top to bottom)
representing three activity
profiles. Left sedentary
person, Middle Physically
active person, Right
Physically active person who
is also sedentary
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2.1 Physical Activity Guidelines

The Canadian Society for Exercise Physiology (CSEP) provides guidelines for
physical activity to help individuals set exercise goals that will result in health
benefits (csep.ca/guidelines). For children and teenagers, they recommend at least
60 min of moderate-to-vigorous physical activity per day. To achieve this goal, the
recommendations suggest vigorous-intensity exercise three times a week in
addition to muscle and bone-strengthening exercises on three or more days
(Tremblay et al. 2011). For adults, recommended levels of physical activity can be
reached by engaging in 150 min of moderate-to-vigorous-intensity physical
activity per week (Tremblay et al. 2011), which can be broken up into chunks of as
small as 10 minutes. Additionally, adults are recommended to include muscle and
bone-strengthening activities twice a week. Similar guidelines are provided by the
American College of Sports Medicine (Garber et al. 2011) and the American Heart
Association (see heart.org).

Despite the wide availability of guidelines that can help inform individuals about
the benefits of regular physical activity, research reports that many people only
partially achieve activity goals (e.g., they do exercise at required intensity levels, but
do not engage in activity frequently throughout the week), with particularly poor
compliance rates among teenagers (Pate et al. 2002). As a result, many people do not
reach recommended levels of physical activity (Colley et al. 2011a, b) and health
risks remain, particularly among children and teenagers (Sothern et al. 1999).

2.2 Anti-sedentary Guidelines

As a response to the growing body of evidence showing that there are distinct
physiological responses to a lack of physical activity and to sedentary behaviour
(Tremblay et al. 2010), the CESP has recently released guidelines to combat
sedentary lifestyles among children and youth. In contrast to existing physical
activity guidelines aiming to encourage physical exertion, these anti-sedentary
guidelines focus on re-introducing physical activity into daily routines. Based on
an analysis of behaviours that can lead to sedentary lifestyles, such as using
motorized transportation, watching television, playing sedentary video games and
using computers, the CSEP suggests that families introduce activity by replacing
sedentary means of transportation and introducing active family time. Their
guidelines suggest limiting sedentary transport, prolonged sitting and time spent
indoors. Furthermore, they recommend limiting sedentary leisure activities
including television and computer use to two hours per day (Tremblay et al. 2011).

The approach suggested in this chapter—applying video games to combat
sedentary lifestyles—seems to contradict the CSEP recommendations. However, it
is important to make a distinction between sedentary and active video games. In
the context of our work, we believe that engaging with video games that encourage
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physical activity can help fight sedentary lifestyles despite increasing the overall
time that is spent playing video games, by combining a popular leisure activity
with physical activity, potentially facilitating a transition into a more active life-
style. In this chapter, we outline how physical activity can be designed into games
that support the goal of combating sedentary lifestyles, thereby encouraging
players to be more active and helping them to adopt healthier lifestyles.

3 Barriers to Healthy Behaviour

As noted in previous sections, many people do not get the recommended levels of
physical activity per day (Colley et al. 2011a, b). Researchers and governmental
institutions have identified common barriers to physical activity to provide
recommendations for persons wishing to transition from a sedentary lifestyle into
more active daily routines.

3.1 Common Barriers to Physical Activity

Research results (Salmon et al. 2003) suggest that environmental issues (e.g. bad
weather), the cost of exercise and individual aspects of personality (e.g., one’s
intrinsic motivation and perceived self-efficacy) have an impact on whether a
person gets sufficient physical activity. Many initiatives aiming to foster physical
activity and combat sedentary lifestyles discuss these barriers in detail. According
to the Centres for Disease Control and Prevention (CDC, cdc.gov), common
barriers to participating in physical activity are a lack of time, low interest in
activity, low self-efficacy, a lack of social support and access to suitable facilities.
Likewise, Healthy Families BC (healthyfamilies.bc) mentions that being busy,
lacking exercise partners, not knowing how to approach physical activity and not
wanting to sweat or feel hot are common barriers. These identified barriers can be
roughly categorised into three main types: psychological barriers (i.e. physical
activity is often boring, and antisocial, with significant skill, physical fitness and
perceived capability barriers to entry), temporal barriers (i.e. physical activity is
often disruptive to modern schedules and often has significant start-up and
recovery times) and physical barriers (i.e. physical activity often requires access to
specialised hardware or locations, or is constrained by physical processes outside
the player’s control such as the weather).
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3.2 Barriers to Non-sedentary Lifestyles

In addition to the lack of physical activity, many people simply spend too much
time sitting, and sedentary behaviours can result in negative health outcomes that
are physiologically distinct from those associated with a lack of physical activity
(Hamilton et al. 2008; Tremblay et al. 2010). Technological innovations have a lot
to do with the amount of time spent sitting. People drive or ride buses to work,
engage in computer-based jobs (where sitting is the norm) and indulge in screen-
based leisure activities, such as watching television and playing video games.
Consider the average day for many people—it begins with riding in a vehicle to
work, sitting throughout the day, commuting home, a sit-down dinner and a few
hours spent watching television, playing games or reading a book. Going to the
gym or playing a sport can displace some of the time spent sitting, but modern
routines themselves form a significant barrier to non-sedentary behaviour.

In addition, the aforementioned psychological barriers to exercise are also
barriers applicable to people who wish to change their sedentary lifestyle. Taking
breaks from sitting by climbing stairs or stretching is not particularly compelling,
whereas physical fitness might prevent a person from choosing to cycle to work,
rather than ride in a vehicle. Physical barriers are also still relevant; cycling to
work or going for a walk over your lunch break can be difficult in many climates
due to seasonal weather. However, if planned correctly, the temporal barriers to
exercising—start-up and recovery (e.g. shower and change) times and finding time
in a busy schedule to exercise—are not as relevant in the context of combating
sedentary behaviour as they are to promoting physical activity. If designed cor-
rectly, anti-sedentary games could slot into a player’s day in opportunistic
moments, while the short duration and light activity of a game to combat sedentary
behaviour does not require a player to change or shower. As such, there is an
opportunity for anti-sedentary games to easily address the temporal barriers, while
specifically targeting the physical and psychological barriers to an active lifestyle,
thus improving overall health.

4 Design Principles for Exergames and Energames

To help people meet the recommendations for physical activity, and to overcome
the barriers to exercise, researchers have created a variety of exergames, usually
by replacing a regular game input device with controllers that require physical
effort to foster activity among players and thus encourage healthier lifestyles.
Mueller et al. define exergames as games ‘‘in which the outcome is predominantly
determined by physical effort’’ (Mueller et al. 2011) and that ‘‘demand intense
physical effort from players’’ (Mueller et al. 2010), highlighting that such games
focus on providing sports-like exertion, which goes beyond simply encouraging
players to be more active. The term ‘‘exergame’’ generally implies that physical
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activity resulting from game play is of moderate or vigorous intensity. In contrast,
games that combat sedentary behaviour do not require intense physical effort or
sport-like exertion, but encourage movement throughout the day to combat long
periods spent sitting. In contrast to exergames, we dub these games energames, i.e.
games that reduce sedentary time by requiring frequent bursts of light physical
activity throughout the day.

In this section, we first present the guiding principles for exergame design to
investigate whether they can be leveraged to facilitate the design of energames.
This is followed by several examples of commercial and research-based exer-
games. We then define new guiding principles for energame design, followed by
examples of several exergames that could be adapted to meet these principles and
thus successfully combat sedentary behaviours.

4.1 Guiding Principles for Exergame Design

Research has previously addressed the design of effective exergames by providing
design principles for integrating physical activity into games while fostering player
motivation. A meta-level approach is provided by Consolvo et al. (2006), where
they highlight the importance of providing feedback on activity levels, drawing
awareness to past and current activity levels and providing feedback regarding
goal achievement. Furthermore, the authors underline the importance of social
influence for long-term user engagement, particularly social pressure that can be
increased by sharing users’ levels of activity and social support that can be
achieved through the connection of users. Finally, they point out that accounting
for users’ lifestyles is crucial to facilitate the integration of activity-motivating
technologies in daily life, which is particularly important when designing games to
combat sedentary lifestyles. In the remainder of this section, we present additional
considerations for exergame design by compiling guiding principles from a variety
of sources and categorising them into five core areas of interest.

(1) Providing an easy entry into play. Lowering the barrier to foster
physical activity can be accomplished by offering players an easy entry into play
(Väätänen and Leikas 2009) using accessible core game mechanics (Campbell
et al. 2008). Providing tips or hints can support entry along with advice to new
players (e.g. tutorials) and coaching mechanisms that help players grasp the
physical dimension of the game, e.g. learning gestures and the development of
motor skills (Thin and Poole 2010).

(2) Implementing achievable short-term challenges to foster long-term
motivation. To engage players over a longer period of time, many guiding prin-
ciples comment on the inclusion of achievable short-term goals in order to foster
long-term player motivation (Campbell et al. 2008; Thin and Poole 2010; Yim and
Graham 2007). Yim and Graham (2007) refer to the concept of self-efficacy—the
degree to which people attribute change in their lives to their own actions—to
underline the importance of achievable goals.
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(3) Providing users with appropriate feedback on their exercise effort. Pro-
viding players the opportunity to review their exercise efforts, for instance through
progress charts that can be accessed after play or in-game feedback that informs
players about their current performance (Thin and Poole 2010) can improve per-
formance. Likewise, it is recommended to hide players’ fitness levels in multi-player
environments to avoid direct competition between players, which might discourage
novice users or players with lower fitness levels (Yim and Graham 2007).

(4) Implementing individual skill-matching to keep players engaged.
Adapting in-game challenges to match players’ individual skill levels is one of the
most important aspects of exergame design. Campbell et al. (2008) recommend the
inclusion of marginal challenge to address this issue: providing the player with
challenging, yet achievable in-game tasks. This is not only relevant to adapt
games to the skill level of players; balancing between different players to provide
enjoyable multi-player experiences is another important factor. Mueller et al. (2012)
elaborate on this issue and provide a list of design tactics: to balance between
players, they recommend facilitating empathy by creating awareness of other
players’ workout intensities and allowing players to negotiate the duration of
physical activity. Stach et al. (2009) recommend that exergames be balanced for
people of different fitness levels by driving play mechanics by a player’s exertion
relative to their own fitness level (e.g. through percent of target heart rate), rather
than through absolute metrics of effort (e.g. through cycling revolutions per minute).

(5) Supporting social play to foster interaction and increase exercise
motivation. Supporting social play and fostering interaction between players is a
core component when trying to increase long-term exercise motivation. Campbell
et al. (2008) distinguish between internal (specific to the game context) and
external (brought into the game from outside) social relations that have to be
accommodated by exergames. Mueller et al. (2009, 2010) provide a detailed
analysis of social interaction in exergames, and offer additional design recom-
mendations for social play, including considerations regarding the importance of
meta-gaming (game-related activity that occurs outside of actual gameplay)
between sessions to foster social bonding.

Because many of these principles focus on motivational aspects of exergame
design, they hold valuable information for game designers, and can help overcome
some of the barriers to exercise presented in the previous section. However,
additional considerations are necessary to create games that fully address all
design challenges that go along with combating sedentary lifestyles, rather than
fostering physical exertion. In the following section, we further investigate how
exergame design can help inform the creation of energames: we provide an
overview of successful exergame examples, and investigate how their core
mechanics can be leveraged to help inform the design of energames that can help
address the barriers to an active lifestyle.
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4.2 Successful Exergame Examples

To explore how games can help individuals be more active, we analyse currently
available exergames, and discuss how principles applied in these games can be
applied in the design of games to combat sedentary behaviour. In our analysis,
we do not provide an exhaustive overview of currently available exergames;
we choose successful exemplars spanning from commercially available exergames
to games that were developed as research tools.

Commercially available exergames. A very popular platform for commercial
exergames is Nintendo’s Wii console (http://wii.com), which features the Wii
Remote controller that uses different buttons and accelerometer information to
track user input; an increasing number of games that require physical player input
have been released for the console. One of the most successful commercially
available games on that platform is Wii Sports (http://nintendo.com/games). The
game consists of four different mini games that implement the Wii Remote con-
troller in different ways, Wii Sports Bowling, Tennis, Golf, and Boxing. Research
has shown that except for Wii Sports boxing, the games do not cause significant
energy expenditure among players, and none of the games provide activity levels
similar to the actual sport (Graves et al. 2008). However, games like Wii Sports
show how integrating physical input into video games can shift sedentary playing
time to more active behaviour. While levels of energy expenditure may not be
sufficient to replace traditional physical activity, such games may be suitable to
combat sedentary behaviour by reaching out to gaming audiences that exhibit
sedentary behaviour by nature (high amounts of daily screen time) and replacing
sedentary play with active alternatives.

Higher levels of energy expenditure are achieved by video games that use
music and simulate dancing, and they are among the most successful commercially
available exergames. A prominent example is Konami’s Dance Dance Revolution
(DDR) (konami.com/ddr). DDR uses a custom controller—a mat equipped with
sensors to detect the player’s steps—and invites players to dance along with
different songs, displaying the necessary steps on screen. Because of the fast
pacing and increasingly difficult dance moves, the game encourages higher levels
of energy expenditure than many other exergames, partially reaching recom-
mendations of intensity levels of physical activity by the American College of
Sports Medicine (Unnithan et al. 2005). Similar to DDR, Dance Central (DC) by
Harmonix integrates music and physical activity to engage players in the game
(dancecentral.com). Players perform Kinect-tracked dance moves along with
music, requiring complex physical input sequences. By integrating the whole body
in play, the game has the potential of providing higher levels of physical activity
than other systems such as Nintendo Wii Sports. When designing games to combat
sedentary lifestyles, the motivational pull of music can be leveraged to encourage
individuals to become more active. However, an issue that designers must address
is the difference in energy expenditure caused by currently available games. Some
motion-based games require so little activity that there is little benefit over playing
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with a standard game controller (sedentary game); however, the energy required to
play some dancing games may be too high to engage players used to sedentary
play (i.e. the fitness barrier may be insurmountable). Energames targeted at sed-
entary players need to tune energy expenditure requirements to promote active
screen time, while not discouraging people accustomed to sedentary play.

Exergames in research. Research on exergame design has approached the
topic from two sides. Games such as Jogging over a Distance by Mueller et al.
(2010), where persons in remote locations are connected to allow them to go on
runs together, aim to bring game elements into the realm of traditional exercise.
Another slightly different approach towards augmented outdoor sports experiences
is the skateboarding game Tilt ‘n’ Roll by Anlauff et al. (2010), which requires
users to ride a skateboard that is equipped with sensors to detect board movements
and tricks. This set-up is extended by a mobile application that keeps track of user
achievements. Such sports-like exergames focus on augmenting the real-world
experience with technology to motivate players, and to provide an engaging player
experience. Sensor-based approaches provide an example of how gaming tech-
nologies can be applied to overcome barriers to physical activity, which may be an
interesting design opportunity for games to combat sedentary lifestyles: connect-
ing persons in remote locations can help provide social support for exercise, and
adding game elements to sports can help increase their motivational pull. Like-
wise, research on exergames has addressed their design from the perspective of
game development. Projects such as Heart Burn (Stach et al. 2009)—a racing
game that is controlled using a recumbent stationary bike—and Swan Boat (Ahn
et al. 2009)—a multi-player game where two players’ hand and arm gestures
combined with treadmill input to collaboratively steer a boat on its way down a
virtual river—integrate sports equipment to implement physical activity into
games. These projects demonstrate that it is possible to create games with
engaging game mechanics that have the added benefit of physical activity, with
greater creative freedom than when trying to combine existing sports with enter-
tainment technologies. Such games may provide the opportunity of encouraging
people who are not interested in sports in different kinds of physical activity,
contributing to their overall activity levels. In addition, the use of custom hardware
can introduce people who are unable to participate in traditional sports to exertion-
based play, such as Liberi’s adapted bicycle that allows children with Cerebral
Palsy to play a multi-player open world game (Hernandez et al. 2012). Finally, to
better fit physical activity into a person’s busy day, and to address the barrier of
users feeling too hot or too sweaty (cf. Sect. 3), the casual exergame GrabApple by
Gao and Mandryk (2011), shown in Fig. 2 is based on the idea of providing players
with short, 10-minute chunks of exercise to help them obtain the recommended
levels of exercise by making it easier to fit physical activity into daily schedules.

Summary. Commercially available and research-based digital exergames
integrate physical activity into video games by drawing from aspects of sport and
game design. The aforementioned examples of successful exergames show that
certain aspects of such games can encourage physical activity. This potential may
also be leveraged for the design of energames; however, further considerations are
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necessary to account for differences when encouraging individuals to integrate
frequent, light-intensity physical activity into daily routines as compared to
encouraging them to participate in moderate-to-vigorous physical exercise.

4.3 Guiding Principles for Games that Combat Sedentary
Behaviour

Exergames that encourage physical activity have seen some success in providing
individuals with moderate-intensity exercise in an engaging play session. The
goal of energames, however, is not to provide moderate-intensity physical
activity, but to reduce the amount of sedentary time. Whether a game is built to
promote moderate-intensity sustained exercise, or to reduce the amount of time
spent sitting, the aforementioned principles of good exergame design still apply.
Games should still provide easy entry, implement achievable challenges to foster
long-term motivation, provide feedback, offer adequate and balanced challenge,
and support social play. However, for successful energames, there are additional
requirements related to providing low-intensity activity, multiple times over the
course of the day.

Casual interaction. GrabApple was the first exergame engineered specifically
as a casual exergame, which is defined as ‘‘computer games that players can learn
easily and access quickly, using simple rules and special game mechanics, to
motivate them to exercise at a moderate intensity for short periods of play’’
(Gao and Mandryk 2011). The goal of GrabApple was to create an exergame that
could be played in 10-min bursts multiple times throughout the day to meet the
recommended guidelines for physical activity. By applying the principles of casual
game design to the design of an exergame, Gao and Mandryk created a game that
was easy to access, produced moderate-to-vigorous-intensity exercise similar to

Fig. 2 GrabApple, a casual
exergame
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running on a treadmill, but was as fun to play as a sedentary version of the game
(Gao and Mandryk 2012). Although GrabApple was designed to promote physical
activity, the concepts behind casual play are important when considering games
that combat sedentary behaviour. Anti-sedentary guidelines promote lower
intensity activity frequently throughout the day, thus game-based interventions
require accessible games with short set-up times, and the use of readily-available
equipment. Therefore, the first additional principle for energame design is:

(6) Keeping interaction casual. To support users playing the game multiple
times per day, start-up interfaces, play time and equipment must be kept casual.
Following the guide for casual exergame design (Gao and Mandryk 2011, 2012)
will help to create energames that can be accessed quickly and easily.

Pull to repeat. The intention of GrabApple was that it should be played multiple
times per day to meet the recommended levels of physical activity; however, the
design of the game did not explicitly encourage repeated play sessions. To combat
sedentary behaviour, energames should ideally motivate users to play frequently,
with play sessions spread throughout the day. There are many examples of games
that encourage repeated play through the use of social play mechanics (e.g. Zynga’s
Farmville (http://Farmville.com), persistent worlds (e.g. Blizzard’s World of
Warcraft (http://battle.net/wow)), or simple but addictive interactions (e.g. Rovio’s
Angry Birds (http://angrybirds.com)). Although some of these games allow for the
short play sessions of a casual game (e.g. Farmville, Angry Birds), others are
designed to be more immersive and thus promote longer play sessions (e.g. World
of Warcraft). In an alternate approach to promote frequent play, some exergames
have been designed to decouple the physical activity from game play. Gemini
(Stanley et al. 2011) (shown in Fig. 3) is a role-playing game that allows users to
collect their activity over the course of a day and integrate these real-world

Fig. 3 Gemini: an accumulated context exergame. Screenshots of phone interface (left) and RPG
game (right)
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behaviours for in-game rewards in a standard immersive play session. This
approach (described in more detail in the next section) helps to encourage physical
activity over the entire course of a day, and not just during the play session. Because
anti-sedentary guidelines promote lower intensity activity frequently throughout
the day, the second additional principle for energame design is:

(7) Motivating repeated play sessions throughout the day. To break up long
periods of sitting, energames should be played frequently over the course of the
day. Using social games mechanics, persistent worlds, or accumulated activity
could motivate players to repeat play sessions multiple times in a day.

Persuasive games. Although playing an energame that follows the principles of
casual game design multiple times a day could help to decrease sedentary
behaviours, helping a user change their habits and routines to decrease sedentary
time will also have a positive impact on a user’s health. Persuasive games (game-
based persuasive technologies that aim to bring about desirable change in attitude
and behaviour without using coercion or deception (Fogg 2002)) could help users
to replace sedentary behaviours with active ones. For example, a persuasive game
that encourages users to commute via bicycle (rather than by car) to reduce carbon
emissions also has potential to reduce sedentary behaviour, and thus has value as
an energame. Persuasive games could also be designed with the specific goal of
reducing sedentary time (e.g. by encouraging cycling or walking to work instead of
driving or taking the stairs instead of the elevator). A key idea behind persuasive
games for behaviour change is that they scaffold new routines—unlike some other
approaches, the new behaviour should remain after the game intervention is
removed. These games are not outside of the context of sedentary game design, but
simply represent a specific approach to reducing the time spent sitting. The third
energame principle is:

(8) Persuading players to change their routines and habits. To scaffold
routines that better fit the guidelines for non-sedentary behaviour, principles from
persuasive game design can be used to help users make small changes with big
impact.

Summary. These new guiding principles for energame design suggest that
video games can be applied to reduce sedentary behaviours and thus improve
player health. In the following section, we review examples from the exergame
literature that either fit the principles for energame design or could be adapted to fit
the principles and reduce sedentary behaviours.

4.4 Successful Energame Examples

Exergames have been traditionally designed to increase physical activity; there has
been little direct intention to create games that combat sedentary behaviour.
However, there are several games in the larger space of ubiquitous games, casual
exergames, and accumulated activity games that overcome some of the barriers to
non-sedentary behaviour identified in this chapter.
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Ubiquitous games. Ubiquitous games in general (Magerkurth et al. 2005) and
mixed reality games in particular (Lindt et al. 2007) utilise real-world context as a
game mechanic or input, often focusing on the player’s location in the world (see
(Magerkurth et al. 2005) for a review). Because these location-based games are
driven by a player’s movement through the world (e.g. (Bell et al. 2006; Benford
et al. 2006; Stanley et al. 2010)), they can be considered exergames so long as the
player is propelling themselves (as opposed to riding in a vehicle). Fast-paced
ubigames such as Can You See Me Now (Benford et al. 2006), which pitches
virtualand real players against each other in a game of team tag or Zombies, Run!
(http://www.zombiesrungame.com), which has the player performing interval
training to escape a zombie hoard, can fit the traditional definition of an exergame;
whereas slower-paced walking games inspired by geocaching like Feeding Yoshi
(Bell et al. 2006)—in which the player moves through the world to plant seeds and
gather fruit for their virtual character—and PiNiZoRo (Stanley et al. 2010)—an
orienteering game for families that has players ‘walk a beat’ in their neighbour-
hood (Fig. 4)—tend to provide lower-impact activities. These games that require
low-intensity physical activity could be construed as early energames; however,
they do fall short of addressing all the energame design requirements. Games like
PiNiZoRo have a not-inconsequential set-up time as minigame rewards must be
placed sensibly around the local environment by a game designer, often a parent.
Likegeocaching, levels are typically designed to take 20–30 min to complete, too
long to be played frequently, multiple times per day. Designing casual walking
games that promote activity throughout the day could be a promising first step in
energame design.

Casual exergames. Casual exergames such as GrabApple (Gao and Mandryk
2012) do fit the temporal requirements for energames, in that they are designed to
be played in short bursts. However, as an academic effort, GrabApple has a lower
replay value than commercially-designed games. Although a leaderboard or other
competition-based incentives could motivate more frequent play, GrabApple
requires fixed hardware (i.e. a Kinect sensor) and thus is not accessible at any time
to any individual. As smartphone activity sensing improves, and reduces cheating
in accelerometer-based play (e.g. shaking a pedometer), the use of compelling
game mechanics, such as those demonstrated in Angry Birds (http://angrybirds.
com) or Temple Run (http://imangistudios.com), could create low-barrier,

Fig. 4 PiNiZoRo, a low-intensity ubiquitous exergame. Screenshots of (left) orienteering
interface and (right) one of several minigames
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highly-repeatable games. Although attempted in a number of commercial appli-
cations such as Teemo (http://goteemo.com), the design and implementation of
smartphone-based casual exergames is subject to ‘cheating’ accelerometer-based
input and the social awkwardness that results from performing the game
mechanics (e.g. squatting) in public places (Gao and Mandryk 2012).

Accumulated activity games. Accumulated activity exergames decouple
exercise and play to provide asynchronous in-game rewards (often in a traditional
sedentary game) for previously-completed activity in the real world. Gemini
(Stanley et al. 2008, 2011), Neat-o-Games (Fujiki et al. 2008), Move2Play (Bielik
et al. 2012), American Horsepower Challenge (Xu et al. 2012), Play, Mate!
(Berkovsky et al. 2009), and Neverball (Berkovsky et al. 2012) are examples of
this concept in the academic literature. Pokewalker from Nintendo (http://
nintendo.com/consumer/systems/ds/pokewalker.jsp), where pedometer-enhanced
pokemon battle for supremacy, is the best-known commercial instantiation of an
accumulated activity game. Interaction can be designed to provide players with
directly mapped in-game benefits such as more powerful pieces (Stanley et al.
2008) or companions (Stanley et al. 2011), in-game currency to purchase
mechanic-impacting (Fujiki et al. 2008) or cosmetic (Xu et al. 2012) virtual items,
or unlocks for in-game capabilities (Berkovsky et al. 2012) or new games or
minigames (Bielik et al. 2012). This class of games sidesteps some of the design
requirements for short duration, and ease of accessibility in energames by mea-
suring activity continuously. Whenever activity occurs, it is measured, accumu-
lated, and credited for digital rewards in the offline game. Players are implicitly
encouraged to fit in small bouts of activity whenever possible to increase their
benefit in the sedentary portion of the game. However, the reward structure for
these games does not perfectly match the requirements for energames. In a typical
example, exercise is accumulated over the day, but the in-game impact of physical
activity may be scaled based on individual factors, such as fitness level or his-
torical activity levels, to encourage continued play and prevent disengagement
(Berkovsky et al. 2012). However, the sequence of activities is not generally
prescribed. In simple accumulated activity games, a single bout of walking for an
hour is given the same weighting as six 10-minute walks. While both activities are
desirable, according to anti-sedentary guidelines, the six shorter walks spread
throughout the day would be preferable to the single long walk. Finally, accu-
mulated activity games are often linked to sedentary gaming experiences, so the
non-sedentary portion of the game is facilitating the sedentary activity. Careful
cost-benefit balancing is required to combat this issue.

Summary. While no existing game or game genre meets all the requirements
for energames, analysing how different genres do and do not match the principles
can provide some insight into how future games should be designed to counter
sedentary behaviour. Classic exergames often have too high a barrier to entry and
too long a duration for use as energames. Casual exergames overcome the duration
and accessability barriers, but have typically not provided sufficiently rewarding
experiences to entice players into multiple bouts through a day, week in, week out.
Accumulated activity games completely remove the barriers to entry by always
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measuring activity level, but do not currently distinguish whether activity is
occurring frequently throughout the day, or in a single burst (although this could
be incorporated into gameplay). In addition, these games also require a delayed
gratification by decoupling exercise and play, which may inhibit transfer of game-
based routines to general lifestyle choices through scaffolding.

If we consider the design of energames, and where existing exergames fail to
combat sedentary behaviour, it seems apparent that energames should possess a
low barrier to entry in terms of physical or game ability, access to specialised
equipment or locations and required recovery time, but also have a high replay
ability factor to allow users to continue to repeat the experiences multiple times
per day, every day of the week. If we plot existing games on a matrix with
casualness (low-to-high) on one axis, and motivation for multiple play sessions
(low-to-high) on the other, we demonstrate how applying the principles of ener-
game design should result in games in the upper right quadrant (see Fig. 5). We
also find that most traditional academic games fall within the lower left quadrant,
having a generally high barrier to entry (i.e. due to specialised hardware), a design
for moderate-intensity activity and no pull to repeat, either due to a game design
that targets a single session of play, or having mechanics that simply are not
compelling enough to engage players frequently throughout the day. The casual
exergame GrabApple (Gao and Mandryk 2011) fits in the upper left quadrant,
because although high in terms of the requirement for casual play, it has little to
compel a player to repeat play multiple times throughout the day. The commercial
exergame DDR sits in the lower right quadrant matrix, having a mechanic that
encourages replayability in multiple play session, but has significant barriers to
entry (requiring specific hardware). Smartphone-based (or pedometer-based)
accumulated activity games have exceptionally low barriers to entry, being always
on, but have a more diffuse pull to repeat due to the delayed gratification of a
single play session. The current instantiations of accumulated activity games

Fig. 5 Exergames plotted on
a matrix of casualness and
motivation for multiple play
sessions. Energames should
appear in the upper right
quadrant, which is largely
unexplored
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sometimes integrate with a non-casual game engine (e.g. as in the role-playing
game Gemini based on Neverwinter Nights); however, the smartphone-based
portion of the game that encourages activity throughout the day is very casual. It is
not surprising that current exergame types do not also meet the principles for
energame design; they were generally designed to promote moderate-intensity
exercise for a dedicated and sustained period of play, not to reduce sedentary time.
As is apparent from the figure, the upper right quadrant—which should be
inhabited by energames—is largely unexplored, providing fertile ground for
additional research. The properties of the upper quadrant and its future potential
are explored in the following section.

5 Opportunities and Challenges

5.1 Towards Energames

Casual games and accumulated activity games address some, but not all, of the
requirement for energames. These games experience temporal shortcomings as
energames: casual games are not sufficiently compelling in the long-term, and
accumulated activity games do not address the timing of activity with sufficient
resolution. Being compelling both in short bursts and over the long term is a daunting
design challenge. However, certain game genres, such as MMORPGs or casual
games, can provide compelling examples of how games can have a high pull to
repeat, encouraging players to come back multiple times a day, several times a week
over prolonged periods of time. Analysing the pacing and mechanics of examples
such as the MMORPG World of Warcraft (http://battle.net/wow) or casual games
such as Farmville (http://farmville.com) or Bejeweled (http://bejeweled.popcap.
com) can provide additional insight into the creation of energames. For example,
people spend 300 million minutes a day playing the casual game Angry Birds
(McGonigal 2012), showing that a compelling game mechanic has a lot of moti-
vational pull. The wide variety of highly-motivating sedentary casual games and
their broad appeal from hardcore gamers to casual players shows how carefully
designed energame concepts can be tailored towards different audiences, potentially
encouraging children, teenagers and adults to adopt more active lifestyles.

5.2 Research Challenges and Opportunities

As previously discussed, one of the main barriers to non-sedentary behaviours is
the modern professional’s need to be sitting at a desk or using a computer. While it
may be easier to fit several small bouts of physical activity—rather than a pro-
longed high-intensity activity—into a sedentary-office worker’s workday, it is still
difficult to incorporate multiple bouts of physical activity within a workday

Designing Games to Discourage Sedentary Behaviour 269

http://battle.net/wow
http://farmville.com
http://bejeweled.popcap.com
http://bejeweled.popcap.com


context. Because non-sedentary tasks must be performed repeatedly, the player
cannot be left to play only outside of work, as this could lead to long sedentary
periods at work. However, game-based interruptions to sedentary behaviour must
be sensitive to both larger routines, and specific individual schedules. Asking the
player to go for a walk in the middle of their carpool commute, or to perform
jumping-jacks in the middle of a scheduled meeting would be inappropriate and
potentially unsafe. Research advances in context-sensitive interruption from the
field of ubiquitous and pervasive computing could determine if the player is in an
interruptible state, prior to triggering a reminder to encourage the player to engage
with the game.

Even if the player has the physical space during a meeting, performing jump-
ing-jacks while the CEO is addressing the company would be considered socially
unacceptable. Even performing callisthenic exercises outside of work contexts
(e.g. waiting at a bus stop) could be socially awkward. Novel mixed reality game
designs might be a potential solution to this problem. Context-appropriate missions
could be triggered to allow the player to engage in a short period of movement
without seeming to be socially inappropriate. Examples of such tasks include
pretending to deliver a file to another floor in an office environment in an
‘‘OfficeDash’’-style game, or walking briskly, but unobtrusively for five minutes
without anyone noticing you in a spy-themed game, or using the social lubricant of
children or pets to perform socially acceptable short bursts of free-play.

Another challenge is associated with encouraging physical activity among
special populations. For example, people with certain motor disabilities or chronic
diseases, people who use wheelchairs, and institutionalised older adults are at a
higher risk of sedentary behaviour as they often depend on the assistance of others
to be able to engage in physical activity, and because side-effects of their condition
(e.g. range of motion, gross motor control) may limit their ability to be physically
active. Research has recently addressed this issue by studying how motion-based
controls can be introduced in ways that lower accessibility barriers, for instance by
integrating wheelchair-based game input (Gerling et al. 2013) that can turn sed-
entary video games into motion-based games, and by analysing how motion-based
controls should be designed to be suitable for older adults (Gerling et al. 2013) to
successfully encourage physical activity (Gerling et al. 2012). Likewise, research
on the design of exergames for children with cerebral palsy (who have gross motor
impairments) has shown that exergames are a great opportunity to encourage
children with cerebral palsy to be more active; however, it was necessary for the
researchers to design a specialised bike ergometer to enable play (Hernandez et al.
2012). Many game projects for populations with reduced motor ability resemble
energames—requiring some physical effort, but focusing on gaming accessibility,
and providing modest physical activity in order to reduce the negative effects of
sedentary lifestyles. However, like most exergames, these academic efforts gen-
erally are intended to be played in a single dedicated session, and not multiple
times per day.

Even if the scheduling can be appropriate managed, and suitable incentives and
difficulty levels for a variety of gamer types and populations can be created,
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energames suffer from a difficult feedback problem—the health benefits are not
immediately and clearly visible to the user. Many of the benefits of non-sedentary
behaviour are preventative—reducing the risk of serious conditions from appearing
later in life (Garber et al. 2011; Pate et al. 1995; Tremblay et al. 2010), and thus
little immediate benefit is evident to a player. Changing lifestyle to reduce the risk
of future coronary disease can be less compelling than the more immediately
apparent gains—such as losing weight, or increased fitness—that are associated
with traditional exercise. People may become disengaged with energames if they
see no immediate or tangible return on their investment. Contributions from visual
analytics that are built into game play could help address this problem. Providing
players with visualisations of how their activities are affecting their long-term
health, and how not pursuing these activities could be detrimental to their long-term
health, could potentially help people understand why playing the energame has
benefit. Integrating persuasive strategies (Oinas-Kukkonen and Harjumaa 2008)
(such as simulating the long-term effect of short-term changes) into a game design
could also make the future benefits of behaviour change more tangible for a player.
In addition, highlighting the temporary benefits of short bursts of activity (e.g.,
improved concentration, working memory and mood; see (Gao and Mandryk
2012)) may help players to see that their efforts are paying off in immediate,
although acute, benefits to their well-being.

6 Summary

In this chapter we motivate the concept of an energame—a game that reduces
sedentary time by requiring frequent bursts of light physical activity throughout the
day—to combat the negative health effects of sedentary behaviour. Because these
effects are distinct from those due to a lack of physical activity, it is important
to consider possible technological interventions for both classes of health behav-
iours. We arrive at the definition of an energame through scrutiny of the health
guidelines for physical activity and non-sedentary behaviour, and consideration of
the barriers to an active lifestyle. We employ the results of this investigation to
extend existing exergame design principles to energames, particularly with respect
to the temporal barriers. Energames must be played frequently for short bursts of
time, requiring aspects of casualness and motivational pull not necessarily required
of traditional exergames. While our analysis of existing games from both industrial
and academic sources did not produce any examples that met all of the suggested
design principles, several titles—particularly from the casual and accumulated
activity genres—were approaching viable solutions. Drawing design wisdom from
sedentary titles such as MMORPGs, casual games and social games, game designers
and researchers should be able to build novel energames that manage the temporal,
social and personal constraints imposed by the design principles. Sedentary
behaviour is linked to many of the lifestyle diseases prevalent in the developed
world, making this new class of digital game important for individual well-being.
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Part V
Learning by Creating



Playing in the Arcade: Designing Tangible
Interfaces with MaKey MaKey
for Scratch Games

Eunkyoung Lee, Yasmin B. Kafai, Veena Vasudevan
and Richard Lee Davis

Abstract Most tools for making games have focused on-screen-based design and
ignored the potentially rich space of tangible interface design. In this chapter, we
discuss how middle school youth (ages 10–12 years) designed and built their own
tangible game interfaces to set up a game arcade. We conducted two workshops in
which students used the MaKey MaKey, a low-cost tangible interface construction
kit, to build touch-sensitive game controllers using everyday conductive materials
for games they remixed in Scratch. We address the following research questions:
(1) What types of tangible interfaces do youth create for their games? (2) How do
youth designers deal with the complexities of coordinating the design of tangible
interfaces with online Scratch games? (3) What do young users have to say about
their tangible interface designs? We found that youth designers mostly replicated
common controller designs but varied in their attention to either functionality or
esthetics. An unexpected finding was how these different approaches followed
traditional gender lines, with girls more focused on esthetics and boys more
focused on functionality. These findings might point toward different expectations
and informal experiences that need to be taken into consideration when bringing
tangible design activities into educational settings. During the arcade, the youths’
perspectives on their games and controllers changed as they observed other people
playing their games. They expressed pride in their creations and saw ways to refine
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their designs in order to improve usability. In our discussion, we address how the
inclusion of tangible interface design can extend game making activities for
learning. Ultimately, we want youth to move beyond and experiment more with
conventions, not just to increase their technological understanding and flexibility
but also as a way to more critically approach the design of everyday things.

Keywords Tangible interfaces � Design � Interface construction kits � Game
controllers � Scratch games � MaKey MaKey � Gaming arcade

1 Introduction

Over the past decade, new game controllers like the Nintendo Wii Remote,
Microsoft Kinect, and the Sony Playstation Move have transformed console
gaming by responding to gesture, body movement, or touch. In the rapidly growing
arena of mobile gaming, such motion-responsive and touch-based controls have
fast become the norm, not the exception. However, most youth never get the
chance to build their own controllers because hacking or building custom physical
interfaces typically requires access to costly tools, technology, and understanding
that lie beyond the reach of most K-12 students. The recent development of low-
cost tangible interface construction kits such as the Lego WeDo�, the PicoBoard,
and the MaKey MaKey have made it substantially easier for amateurs to engage in
interface construction (Millner 2010). These kits have opened the door to
extending game making activities into the physical realm and added new oppor-
tunities for learning about topics like coding, circuitry, and interface design.

In this chapter, we report on what we learned in two workshops where middle
school students’ remixed Scratch games, designed tangible interfaces with the
MaKey MaKey, and set up an arcade (Davis et al. 2013; Vasudevan et al. 2013). In
the first workshop, students remixed a Scratch game and created a custom con-
troller with the MaKey MaKey, a small USB device that connects to conductive
materials and transforms them into touch-sensitive buttons that can control and
move objects on the computer screen (Silver et al. 2012). In the second workshop,
we expanded the social contexts by including a game arcade as a culminating
public event in which other students from the school were invited to try out games
and controllers. The following questions guided our analyses: What kind of
tangible interfaces would youth create for their games? How would beginning
programmers deal with the complexities of coordinating the screen and tangible
designs of their games? How does framing the workshop within the context of an
arcade impact participants’ understanding of their work? We discuss what the
findings from the two studies tell us about youths’ creations, approaches, and
perceptions as well as the associated challenges and opportunities that arise when
game design activities move into the tangible realm.
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2 Background

While much research has explored the learning benefits of playing video games
(Gee 2003; Squire 2010), the focus has recently shifted to also consider the learning
benefits of making games (Kafai 1995; Kafai and Peppler 2011). Involving learners
in game design activities can have numerous learning benefits (Hayes and Games
2008). Designing games can foster computational thinking (Repenning et al. 2010),
provide motivation for learning programming (Fowler and Cusack 2011), and
increase technological fluency (Peppler and Kafai 2010). In addition, these
production-oriented approaches have successfully broadened interest in gaming
and computing (Denner et al. 2008; DiSalvo and Bruckman 2011).

Based on these successes, numerous platforms have been developed for novice
game designers, ranging from specialized tools to open-ended programming lan-
guages (Burke and Kafai in press). For instance, Sploder is a game design platform
that restricts the types of games users can create to four genres: platforms, puzzles,
shooters, or algorithms. Although these more specific tools limit the variety of
game projects users can create, they also provide a lower barrier of entry that is
attractive to designers with very little experience. In contrast, Scratch is an
example of a platform with wide walls that allows beginning designers to create
many genres of interactive media, including stories, animations, and games. Even
Microsoft has released their own design platform called Kodu, bringing game
design activities to anyone with an Xbox 360 (MacLaurin 2009).

While game making activities have become quite popular, there have been few
efforts to include the design of tangible controllers such as joysticks, touch pads, or
other devices, most likely because the technical and material components are not
easily accessible. This is a conspicuous omission because controllers are an
essential part of the gameplay experience (Bayliss 2007) and designing and
building controllers could bring additional benefits to game design activities
(Marshall 2007). Benefits might include offering opportunities for collaborative
activity and providing ways of making abstract ideas more concrete (Antle 2007),
in addition to promoting more active, physical engagement in learning activities
(Marshall et al. 2003). When Horn et al. 2012 compared learning with tangible
interfaces to more traditional methods, they found that tangible interfaces are not
only more inviting but also are better at supporting active collaboration, and have
broader appeal across genders.

With the development of easy-to-use tangible interface construction kits, it is
now possible to investigate these learning benefits in more detail. What can youth
learn by designing and constructing tangible interfaces to go along with their
games? Though there are a handful of studies that describe interface-design
courses (Martin and Roehr 2010), few of them examine the benefits and challenges
of this activity. Most relevant to our work is Millner’s pioneering research with the
Hook-Ups tangible interface construction kit that enabled children to become
creators of interactive tangible experiences by minimizing programming and
providing lower cost access (2010). His research illustrated how youth can learn
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about electricity, design, and programming while crafting tangible interfaces from
found materials. We built on this research by expanding it into game design
activities using a commercially available tangible construction kit called MaKey
MaKey (Silver et al. 2012). We wanted youth to design custom physical con-
trollers to go along with their Scratch games. Such an activity provides a good
introduction to software and hardware design, in particular for middle school
students, because it builds on their prior experience with popular gaming platforms
and can draw from the large repertoire of games available on the Scratch site. One
of our research goals was to examine the opportunities for learning programming
and tangible interface designs with MaKey Makey in a school context. For that
reason also we focused on students remixing rather than designing games from
scratch (no pun intended!) as to counterbalance their limited experience with
programming.

In addition to designing tangible game interfaces and remixing Scratch games,
we also wanted to better understand the social contexts in which these design
activities can be situated. When Papert (1980) described successful learning
environments, he drew on Brazilian samba schools that have the annual Carnival
festival as a public, culturally relevant event to work toward. As we know from
other research, having an explicit audience in mind helps groups of students to
focus their efforts (Zagal and Bruckman 2005). One such example is the recent
development of online game competitions (Kafai et al. 2012) that, much like
robotics competitions (Manseur 2000), provide a high level of motivation and
broader audience. With a gaming arcade as our culminating, public event, we
chose a design that would be more about the social experience and less about
winning or losing. We invited younger students in the school to come play the
games, test the controllers, and provide us with feedback.

3 Methods

3.1 Participants and Settings

The two workshops took place at a K-8 neighborhood school in a metropolitan
area in the northeastern United States. Students in 6–8th grades (11–12 years old)
opted to participate in the game design workshops as part of their elective (or
choice) time. These elective courses are offered throughout the school year and
students can choose how they want to spend their time for two periods a week.
While a total of 18 youth participated in the two game design workshops
(workshop 1 had four boys and five girls while workshop 2 had five boys and four
girls), only 13 assented to participate in the research (six in Workshop 1 and seven
in Workshop 2). Four of the students who participated in the second workshop also
participated in Workshop 1. The first game design workshop was co-taught by
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three of the authors (Davis, Lee, and Vasudevan) while two authors (Davis and
Vasudevan) taught the second workshop. Each workshop met nine times, with
each session lasting about 50 min each.

3.2 Game Design Workshops and Arcade Setup

The first workshop focused on game and controller design, and the second added
the arcade experience (for an overview of workshop activities, see Table 1).

In the first game design workshop, youth were asked to remix existing Scratch
games and design their own tangible interfaces. In the initial three sessions the
youth were introduced to the Scratch environment, the basics of creating circuits,
and working with MaKey MaKey construction kits (Figs. 1, 2).

In the next three sessions they spent time modifying (remixing) their games.
After selecting a specific game to remix for their final projects, youth designed
physical interfaces using the MaKey MaKey, Play-Doh (a modeling compound that
is nontoxic and comes in several different colors, similar to clay), pipe cleaners, and

Fig. 1 Screenshots of Scratch programming interface (left) and the Internet Portal (right)

Table 1 Workshop schedules

Sessions Workshop 1 Workshop 2
1

Introduction to Scratch and 
MaKey MaKey Introduction to Scratch and 

MaKey MaKey 
2
3
4

Reusing and remixing 
Scratch games 

5 Reusing and remixing 
Scratch games 6

7
Building and crafting game 
controllers 

Building and crafting game 
controllers 

8
9

10 - Playing in the arcade
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other materials available in the classroom. In the final three sessions, the youths
developed and tested their interfaces with their Scratch games. The MaKey MaKey
(see Fig. 2) is a small USB device that connects to conductive materials and
transforms them into touch-sensitive buttons that can control and move objects on
the computer screen (Silver et al. 2012). It requires no drivers, no specialized
software, and no knowledge of programming (Collective and Shaw 2012).

In the second workshop, youth also created video games and designed a con-
troller (or interface) using a MaKey MaKey. However, with more scaffolding in
using Scratch, youth also had the chance to create their own simple games. The
main difference between the two workshops was the addition of a culminating
arcade to showcase the games in the second workshop. To accomplish this, youth
were introduced to the Scratch environment in the first four sessions during which
they spent time creating a simple Scratch game through guided practice in class. In
the next two sessions they spent time modifying (remixing) their games. After
selecting a specific game to remix for their final projects, youth designed physical
interfaces using the MaKey MaKey and Play-Doh. In the final three sessions youth
developed and tested their interfaces and modified their games. Finally, on the day
of the arcade, youth made minor tweaks, set up their games, designed signs for
their respective arcade stations, and hosted younger students at the arcade.

3.3 Data Collection and Analysis

We documented student design work and group interactions in observation notes,
photographs, and video recordings for both workshops. In addition, we collected
all final Scratch programs and used a framework developed by Brennan and
Resnick (2012) to analyze the complexity of computational concepts (such as
loops and conditionals) and use of design practices (remixing and debugging). We
captured the progress of game controllers designed with the MaKey MaKey and
Play-Doh with photos after each session and analyzed final designs in respect to
functionality and esthetics. We also conducted post interviews with youth in which
they reflected on the their approaches and experiences. These interviews were
coded using a two-step process that identified two themes: audience considerations
when designers referred to players and device creation when designers reflected on

Fig. 2 The MaKey MaKey
board (left) and a hooked up
version (right)
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the challenges and benefits for creating their own controllers. In addition, we asked
players during the arcade to comment on the games and controllers in terms of
what they liked and what they would improve.

4 Findings

In the following sections, we present findings on how youth designers remixed or
constructed Scratch games and built and crafted tangible game controllers. We are
combining the results from the two workshops. In addition, we present what youth
learned about their games and controllers from other students who came to the
arcade, an event that only took place in the second workshop.

4.1 Software Design: Remixing of Scratch Games

The youths in both workshops found different ways to remix games. The remixes
included both functional (e.g., updating, removing, or tweaking code to change
functionality) and esthetic (e.g., changing the appearance or other effects) changes.
All of the participants spent significant time and effort on the esthetic features of
their games by drawing new characters, designing custom backgrounds, modifying
existing images, and adding background music. We also found that the youths used
a wide range of computational concepts such as sequences, loops, conditionals,
event handling, operators, and variables in their final games. Figure 3 shows
different students remixes.

Many youth added graphic and sound effects in their remixes in addition to
changing game mechanics. One example is Ishita, who added a shrinking piece of
ice to her game because she wanted the penguin to eat all the fish before the ice
melted (see Fig. 4). She also modified the code to include sound effects whenever

Fig. 3 Example remixed Scratch games
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a fish was eaten. Another youth, Amani, added good brains (pink) and bad brains
(green) to her updated version of Zombie Attack. Each brain was labeled with
point values so players could distinguish the good brains from the bad ones. She
also linked the size of the brain to the point value, so brains with higher point
values were larger and vice versa, and added a total score and a final win and lose
screen (see Fig. 5).

In contrast, Marcus focused on the game mechanics of winning and losing in his
remixed game. To win his game, the main sprite, a hungry fish, needed to reach a
size of 105. Each time the hungry fish ate a smaller goldfish, the physical size of
the fish incremented and the score increased. However, if the hungry fish touched
the seaweed before it reached the size of 105, then the player would lose the game.
To accomplish these changes, Marcus remixed the original game in the following
ways: switching control of the fish to the arrow keys, adding sound and animation
effects each time a goldfish was eaten, increasing the size of the fish, setting up a
limit for when the fish exceeded a certain size, and establishing conditions for
losing/winning game. The only graphic change he made in his remix of the game
was to add a new seaweed sprite (see Fig. 6).

When reflecting on their design decisions in remixing games, audience con-
sideration was a key factor in students’ thinking and coding. In the case of James,
this meant that he was aware that someone else might play his game: ‘‘I think it’s

Changing Ice Size Code for Melting Ice 

→

Fig. 4 Ishita’s game screen and code for melting ice

Fig. 5 Amani’s game screen with features for usability
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good, because it’s pretty basic, if uh, like, like, in most games, like, there’s like, in
the arrow keys and space bar and that kind of stuff. So I, didn’t really want to
confuse the player, the person that’s going to play.’’ Others wanted to make their
games harder and thus more interesting to play by adding levels or complexity such
as a bad guy or a distractor. While Isabel mentioned that she would add more
functionality to make enemies more difficult to chase, Amani intended to add
more levels: ‘‘I think I would change, is for it [her game] to have levels. And then
there would be more like enemies. Like, we said in the presentation the enemies
would be thrown in there in the harder levels. And the levels would just get harder,
and the monkey would be moving faster and faster and faster.’’ These reflections
illustrate how youth began to assume the role of game designers who focus on
making games that are both playable and challenging enough to keep players’
interest (Gee 2003).

4.2 Tangible Design: Building and Crafting Game
Controllers

In addition to designing the screen interface in Scratch, youth also designed tangible
game controllers for their games. Some of these tangible designs emphasized
functional elements by making buttons large enough to touch while others focused
more on esthetic elements such as matching colors to Scratch remixes or creating
specific shapes.

Changing Hungry Fish Size Code for Hungry Fish

↓

Fig. 6 Marcus’ game screen and code for hungry fish
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In the first workshop, we found that one group of students designed controllers
that used directional arrow keys (up, down, right, and left), so that the main
characters or sprites in the games could move. Many of these youth did not match
their controller designs to the topical focus of their Scratch game design (see
Fig. 7). For instance, James and Marcus created three or four round buttons which
were large enough for a user to place their hand on and, more importantly, easy
enough to play their games. In contrast to these controllers, Ethan’s design stands
out. Instead of creating directional touch pads, he used metal wire to create a hand-
held joystick and Play-Doh mounds as the touchpoints to complete the circuit for
his game controller. Ethan mentioned in the post-interview that he was proud of
his design because he felt it was most unique when compared to others.

In the second workshop, the interfaces varied from the extremely detailed, with
Isabel and Ishita matching their controller components to the sprites (characters) in
their Scratch games (see Fig. 8), to the less nuanced, with Amani, Marcus, and
Jonathan matching the colors or themes of their games to their controllers.

James Marcus Ethan

Fig. 7 Functional controllers with minimal esthetic considerations

Amani Isabel Ishita Marcus

Fig. 8 Examples of controllers and screens that balance esthetics and functionality
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In reviewing trends across both workshops, we found that girls focused more on
the esthetic elements whereas boys focused mostly on functional elements in the
design of their controllers. Only one of the boys (Marcus) aligned the esthetics of
his game controller with his Scratch game. Most girls referenced ‘usability’ as
their design rationale. For instance, Isabel noted that she wanted to make sure that
the fish in her game was represented on her game controller. Ishita explained that
she ‘‘tried to like match it with the theme, like, on my picture. Because if someone
was trying to play my game, I thought that umm, if I used like, different kind of,
umm buttons, it would be hard for them to understand like, which part is which.’’
When asked about his second controller design for his Fish Chomp game, Marcus
stated, ‘‘…what do you find, in this sea that actually can be put into a flat thing,
you could touch?… So I finally thought oysters with pearls, and that will be perfect
because then the MaKey MaKey clips could be touched to the pearls and would
make more sense.’’ The change in Marcus’ design was prompted by one of the
teachers who asked him think more about his design in the second workshop.

Others referenced not only usability but also personal preferences. For instance,
Amani thought her initial interface would be easier for her first-grade sister than a
regular keyboard because ‘‘she can use her whole hands, at some point her hands
will be big enough to do it, but sometimes, right now, her hands are a little bit too
small. So, with the interface, she can just put her whole hand on it. And it would
just be fun and it wouldn’t get her as frustrated.’’ But she referred to the matching
as a personal value saying that, ‘‘it wouldn’t make sense if I had like a princess
keyboard with a zombie game… that’s kind of my thing, like I have to be
matching.’’ In addition, some girls, unlike any of the boys, created extraneous,
decorative Play-Doh pieces on their controllers (see Fig. 9). Amani built four
arrow keys despite the fact that her game only needed two, and Ishita also built
extra pieces to match her controller and game screen design. However, they
removed these extraneous pieces when they created controllers again in the second
workshop.

4.3 Arcade Design: Reflections of Designers and Players

In contrast to the first workshop that ended with youth designers playing each
others’ games, the second workshop closed with an arcade in which younger
students in the school were invited to come to the computer lab and try out the
newly created Scratch games and controllers (see Fig. 10).

As the younger students moved between games, the youth designers explained
their game and controller designs and provided help when players ran into chal-
lenges. These challenges ranged from alligator clips falling out of controllers, to
controller pieces falling on the ground, to designers realizing they needed to adjust
their game designs by adding a score so that more students could play their game.
Three youths made on the spot changes to their Scratch code while four youths
also made changes to their controller designs. For instance, Amani changed her
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Scratch code to reduce the difficulty of the game by reducing the goal score value
and increasing the speed and jumping height of the main character. These changes
were made in response to players’ feedback while playing her game. She also
added a final information screen to show players if they won or lost the game. One
of the major challenges of the controllers was that many players did not realize
they needed to touch the earth clip. To address this issue, the designers quickly
designed and added conductive bracelets and touch pads to make this connection
more obvious. This rapid prototyping happened during the breaks between visiting
fourth and fifth grade classes.

Coming to the arcade and playing the games was a rich experience for all of the
players. The players openly expressed their likes and dislikes about the Scratch
games and controllers and generated many ideas for changes in designs. The large
majority of them (70 %) wanted designers to make the games more complex by
adding more enemies or by making it harder to get points, while others wanted to
make the games easier by increasing the main character’s ability to jump higher or
go faster, or by reducing the threshold score for leveling up. While players loved
the tangible controllers because they were easy to control, they also had recom-
mendations for changes. For example, players wanted the touch pads to be closer

↓ ↓

Amani Ishita

Fig. 9 Changes in controller designs from the first to second workshop

Fig. 10 Playing Isabel and
Amani’s game in the arcade
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together in Isabel’s controller, and similarly for Amani’s controller, one player
suggested connecting the touch pads together because the pieces of her controller
were separated and often fell off the table.

The designers also learned a great deal from watching others interact and play
with their games in the arcade. Some youths felt an increased sense of confidence
when they observed younger students having fun with their games. Ishita
explained that ‘‘spending the time with those kids, it was kinda fun cause they
really like my game.’’ Another participant, Earl, said that he originally thought his
game was boring but then ‘‘when the fifth graders just played it a lot… they played
it, said it was fun and that made me think that okay, it’s… it’s good, fun.’’ Youth
also gained some valuable insights about design and usability from seeing others
playing their game and having to make real-time adjustments. For example, Isabel
mentioned one of the improvements she thought of while observing game play:
‘‘The keyboard (game controller) have more Play-Doh because it so thin. And the
MaKey MaKey go out all the time,’’ referring to the alligator clips slipping out of
her thin component pieces. Throughout their feedback, youths explicated that
watching others play their games provided insights and gave them ideas that they
hadn’t otherwise considered.

5 Discussion

In this chapter, we examined different ways of combining software game design
with tangible interface design and situating the design experience in a social
context, the arcade. Our goal was to understand youths’ creations, approaches, and
perceptions as well as the associated challenges and opportunities that arise when
game design activities move into the tangible realm. We observed that youths’
tangible interface designs replicated common controller designs. While the func-
tional variations in the controller designs were minor, what did vary was the
attention to esthetics. We saw striking differences in how youth mapped out their
physical designs as controllers ranged from unformed heaps of Play-Doh to
meticulously designed sculptures that mapped tightly to on-screen elements.

An unexpected observation was how the attention to esthetics in game controller
designs was linked to gender, with girls paying more attention to balancing esthetics
and functionality. Making tangible interfaces for games revealed that the girls,
unlike the boys, were able to combine both technical functionality and graphical
esthetics in their controller designs and thus, one could argue, created more user
friendly designs. While these are preliminary findings based on a small group of
participants, they point towards promising directions in expanding computing
activities. Research on the users of textile computational construction kits has
demonstrated that broadening the range of materials and activities in computing can
also help broaden participation in computing (Buechley and Hill 2010). In these
cases, tangible technologies seem to provide a promising way to bridge the gender
gap in computing.
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Designing interfaces with Play-Doh and the MaKey MaKey exposed participants
to technical concepts like conductivity and electrical circuits in new and imaginative
ways. Although we provided participants with aluminum foil, metal tape, pipe
cleaners, wire, and Play-Doh, all the participants chose to use Play-Doh exclusively,
a choice that determined particular creative opportunities and challenges. The
benefits of using Play-Doh are that it is safe, easy to access in schools, and doesn’t
require special tools to mold, shape or build. However, once participants built an
initial prototype the moisture started to dissipate, which caused short circuits and
other malfunctions. Despite these challenges, we found that the creative opportu-
nities offered by the Play-Doh outweighed these problems. Bringing the MaKey
MaKey into the classroom also revealed some of the potential design improvements
that could be made. Several youths mentioned that they found working with the
alligator clips challenging, because the holes on the MaKey MaKey were small and
the clips were difficult to open. In addition, three youth participants mentioned they
would remove the requirement to connect to the Earth section on the MaKey MaKey
because it was not intuitive.

As mentioned earlier, the vast majority of the controller designs replicated
common gamepads. One explanation for this is that the open-ended design of the
MaKey MaKey gave participants too much freedom, and that reasonable con-
straints could lead to more unique designs. One way to increase the diversity of
designs would be to incorporate periodic challenges throughout the workshop.
Challenges could include asking participants to work with conductive materials
that aren’t as easily crafted as Play-Doh, or asking them to generate different
layouts than the traditional directional arrow keys. Another way could be to
provide participants with different sensors and materials so they could create a
wider variety of interfaces: soft interfaces using conductive fabrics, pressure-
sensitive interfaces using strain gauges, or motion-sensitive interfaces using
photoresistors.

The addition of the arcade provided a meaningful context in which youth
designers were able to test and view their work. It also provided them with an
authentic audience of younger students and teachers who played with their games
and controllers. This experience led to insights about the quality, complexity, and
usefulness of their game and controller designs. It also helped youths see their
game in an interactive context, where they could make connections between their
games, their peers’ games, and the larger experience they were helping to develop.
There was anecdotal evidence that the arcade led to changes in the participants’
perception of their games, though this was not something we were looking for
initially.

In future studies, we would consider interviewing the participants before and
after the arcade to see how the experience changed their view of themselves and
their designs. In addition to the learning benefits, we also gathered insights about
working with construction materials and the MaKey MaKey, increasing diversity
of controller designs, and expanding the arcade contexts and collaborations. While
setting up the arcade provided youths with rich context to design, evaluate, and
improve their tangible interface designs, it also provided us with insights on how

290 E. Lee et al.



to design future environments for authentic audiences. Game design workshops
could draw inspiration from youth-created spaces like Caine’s Arcade, an arcade
created entirely out of cardboard by an eight-year-old boy. This example could
encourage youths to create interactive environments from found materials beyond
those provided. Imagine children creating interactive playgrounds with musical
slides and light-up ladders, immersive arcades that use computers to provide audio
and visual effects, and houses or classrooms with door alarms and pet detectors.

6 Conclusion

The inclusion of tangible game controller designs and the social context of an
arcade provided compelling insights into how game making activities can be
expanded to create richer learning opportunities. Tangible construction kits like
the MaKey MaKey provide novel ways and create authentic, interactive envi-
ronments for youth to learn about programming and design.
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Playful Creativity: Playing to Create
Games on Surfaces

Alejandro Catala, Javier Jaen, Patricia Pons
and Fernando Garcia-Sanjuan

Abstract Creativity is of vital importance for human development since it allows
individuals and ultimately society to successfully overcome new challenges.
Besides social factors, the environment can also influence the development of
such an important skill. We therefore considered it of interest to explore this
capacity in the context of new information technology and game-based learning.
Tabletop systems greatly facilitate the characteristics behind creative processes
such as communication, the exchange of ideas, and collaborative interaction
between individuals. This chapter explores the suitability of interactive surfaces in
collaborative creative tasks carried out by teenage students using software to
create 2D game worlds for tabletops.

Keywords Creativity � Games � Tabletops � Surface � Collaboration

1 Introduction

Many different childhood activities are focused on both learning and entertain-
ment. They rely on creating artifacts from everyday materials that children can
(learn to) handle. Two typical examples can be seen in Fig. 1, concerned with
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paper and pencil drawings and modeling clay with simple tools. Although these
can be seen as entertaining activities, they are an essential part of children’s
development and encourage the development of physical motor skills as well as
the mental skills related to creativity and imagination by involving children in
creative activities. The active role of children in such tasks and their ability to keep
children motivated make these activities very effective.

The common element in these sample activities is that they are creative. This
means that we are not just consuming knowledge from pre-existing sources, but
are actually forming, reproducing, and improving ideas and/or concepts, which
requires greater cognitive effort.

Computer-based educational alternatives could provide other advantages, such
as introducing players to a process of digital literacy (Gros 2007) and the devel-
opment of computational thinking skills (Wing 2006), which are especially
important for creativity in the information society (Resnick 2002). So, a pertinent
question here is whether some engaging digital activities similar to the traditional
or physical ones can be delivered in terms of development and creativity.

The video games in electronic entertainment systems, although interactive and
with a lot of potential to learn from them, are more focused on consuming
information rather than creating things, confining creativity to a set of selection
commands in a limited controller. The potential of technology to address creativity
therefore seems limited by the current user interfaces and controllers.

However, new possibilities for entertainment seem to be more promising, with
the arrival of more natural user interfaces, intended as those providing more
natural user behavior and feeling during the experience (Wigdor and Wixon 2011,
p. 10), such as motion sensing input devices (e.g., Kinect), graspable or tangible
interfaces, interactive tabletops, and computational input devices, which go further
than the current gamepad controllers. These interfaces will bring innovative
interactions to address creative tasks, overcoming the previous input limitations.
However, the way in which these input technologies must be involved to be
effective is still an open question. Will they allow users to become more focused
on the task in hand? Will they allow activity’s designers to deliver improved

Fig. 1 Traditional approaches regarding play and learning
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experiences? Or will they simply remain as cool interfaces without actually
improving human processes?

In order to explore this and other related issues, we conducted a 3-year research
project known as CreateWorlds. From the current range of available technology,
we focused on exploring how interactive tabletops can be used to foster creativity
by involving users in active group tasks. As we will see in this chapter, the primary
idea is to provide a tool rather than a specific videogame to be consumed, with the
aim of putting creative and social aspects into action, aspects that were difficult to
include in earlier interface technology.

2 Creativity and Entertainment

There is nowadays a general belief that creativity is an important asset for the
competitive global market. In fact, supranational entities such as the EU Com-
mission have recognized creativity as a key driver in economic development (EU
2009) and try to encourage creativity and innovation help bring about long-term
changes in our society.

Although this may sound easy, it really is not, as the term creativity has always
been subject to discussion, for example, the wide range of definitions for everyday
creativity (Aleinikov et al. 2000). According to Amabile, creativity arises as a
result of the combination of three factors: knowledge, creative thought, and
motivation (Amabile 1983). Knowledge consists of all the information possessed
by individuals to solve a problem. Creative thinking can be summed up as the
presence of the individual abilities such as the ability to disagree with others and
experiment with different solutions to proposals chosen by the majority, the ability
to persevere in difficult or problematic situations, and, finally, the ability to gestate
ideas during periods in which we alternately forget the problem and return to it
with a new perspective. Finally, Amabile stresses the prevalence of intrinsic
motivation, which is directed by interest, satisfaction, and the challenges presented
in order to solve a problem, over ‘‘external pressures’’ or extrinsic motivation.

In one way or another, creativity is essentially related to the idea of originality,
novelty, unusual, innovation, etc. Hence, given the conceptual complexity of the
term, it is mostly considered as a multidimensional concept by creativity theories,
which focus on different aspects, such as products, processes, persons, or places
(Runco 2010). Although people usually think about masterpieces or great inven-
tions when they are asked about creativity, everyday creativity is more important
(little-c and mini-c) (Richards 2007; Beghetto and Kaufman 2007) rather than
eminent creativity (big-c and pro-c) (Beghetto 2007). Such an eminent creativity is
more related to professional careers (e.g., painters, publicists, writers, engineers or
architects), whereas everyday creativity is concerned with quotidian situations in
which people can find different or novel improvements for their own benefit (e.g.,
self-organization and daily planning or home cooking). The idea is that any
improvement in the creativity of ordinary people will produce benefits to our

Playful Creativity 295



society in the long term, as it is related to divergent thinking and other skills
concerned with generating and exploring multiple ideas, which will allow people
to face new challenges in the future.

The study of creativity in context of Information and Communications Tech-
nologies (ICT) has been rather limited to date. Some research has focused on
evaluating creativity in Software Engineering issues (Wang et al. 2010), the
capability of a collaborative distributed tool in a shared writing task to support
creativity by improving awareness (Farooq et al. 2007), or even a mobile tagging
application shown to effectively support participant awareness and coordination as
well as facilitating the exploration of artifacts in the creative process of design
work (Vyas et al. 2010a, b; Vyas and Nijholt 2010). Meanwhile, other research
work has focused on supporting brainstorming sessions and the creation of concept
maps as in Forster (2009), Friess et al. (2010), Buisine et al. (2007), and Geyer
et al. (2010). All these explorations are a big step forward in understanding and
supporting creativity in professional or technical contexts, although they do not
pay much attention to developing everyday creativity and are more focused on
professional contexts.

In such professional dimension, there are some outstanding successful tools for
creative expression. For example, the reacTable (Jordà et al. 2007) is a tabletop-
based musical instrument which allows users to experience music visually by
means of touch and tangible input. Musicians can experiment with sound in real-
time, changing and controlling parameters in a direct way, facilitating refreshing
creative improvisation, and even allowing collaborative multiuser performances.
Another example is IntuPaint (Vandoren et al. 2008), which is a tangible interface
for a digital paint easel, using an interactive surface and specifically designed
electronic brushes. The system consists of a powerful model-based paint simula-
tion that is able to render realistic paint results by capturing the subtle paint
nuances of the artists through their paint strokes. It is a big step forward to bridge
the gap between physical and digital painting, and therefore supporting the crea-
tive expression in the form of drawings.

A different approach is addressing creativity from a less strict or formal point of
view, by including some kind of creative flavor in an entertainment environment to
enable creativity to be developed. Entertainment has traditionally been considered
as a facilitator and effective tool in informal learning. Videogames, which are not
only for fun but also for learning, allow active participation and high task
engagement. Some general benefits, as described in Michael and Chen (2006), are
the ability to model more complex systems, a higher engagement with learning
materials, interactivity and quick testing and evaluation of answers, proximity to
learning strategies founded on constructivism, and cost savings by reducing
training times and using virtual environments rather than expensive real settings.

For two decades there have been a series of game-based entertainment systems
that have focused on the creation of different artifacts to foster creativity. They
range from systems provided with a programming language for non-experts to
tangible and smart devices that allow creating and controlling simulated worlds.
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For example, LogoBlocks is a graphical programming language to support
programming for the LEGO programmable brick (Begel 1996). The language uses
a drag-and-drop methaphor in a Windows-Icons-Mouse-Pointers (WIMP) user
interface. The brick is a small computer that can be embedded and used in LEGO
creations by reading from sensors and controlling engine activations. In this way,
children and teenagers can create worlds where robots are physical programmable
entities. It showed how physical devices can successfully be mapped to digital
elements and be successfully manipulated to specify robot behavior.

The well-known tool, Scratch, is a graphical programming environment that
allows children to program interactive stories, games, and animations composed of
a set of sprite-based objects (Maloney et al. 2004). The programming language to
specify behavior is also based on a drag-and-drop metaphor composed of virtual
blocks representing instructions. The main screen of the tool shows the stage and
the sprite representing the entities, allowing program debugging, and iterative
testing of new ideas. The environment is a single-user application based on WIMP
interaction. It has led a worldwide online community fostering creativity by means
of sharing and exchanging projects, and it is successfully used at secondary
schools to introduce teenager students to basic computational concepts.

Similarly, Agentsheets is a tool based on agents that allow users to create
simulations and interactive games (Repenning et al. 2000). Users can create
simulations of sprite-based agents in a 2D world arranged in a rectangular array.
The users are responsible for designing the visual aspect of the agents by drawing
icons, so that these agents are actually sprite-based entities. Their behavior is
based on event-based rules which are edited following a visual approach to the
rewriting rule paradigm.

Topobo is a 3D constructive assembly system that allows the creation of bio-
morphic forms like animals and skeletons (Parkes et al. 2008). This is achieved by
means of pieces embedded with kinetic memory. Topobo is designed to be a user
interface that encourages creativity, discovery, and learning through active
experimentation with the system. It can help students to learn about several physical
concepts such as balance, center of mass, coordination, and relative motion.

Previous works can alternatively be used to support interactive stories as some
behavior can be programmed to control their progress. However, there are also
approaches that specifically support storytelling processes by focusing on the
performance and the enactment by the user rather than following programmatic
schemas. A good example of such approach is TOK, a tangible interface for
children to create their own stories (Sylla et al. 2011). Children use cards that
represent story elements such as characters, settings, and actions and put them on
an electronic surface that is able to identify the cards. The system renders on a
screen the animated story according to the card composition on the surface.

Another interesting work is ShadowStory (Lu et al. 2011), which is a story-
telling system inspired by traditional Chinese shadow puppetry. Children use a
Tablet PC to create digital animated characters, and then they are allowed to act
out stories on a back-illuminated screen, controlling the characters with simple
movements by means of handheld orientation sensors.
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As can be seen from all these samples, many different technologies are being
used to support the creation of games or interactive media, although there is a clear
trend toward more tangible interfaces. Even though some of these approaches can
be used with groups, they are mostly designed to support single-user interaction.
Interactive tabletops or surfaces would be an appropriate interface technology for
such small groups, since they could also consider other important dimensions of
creativity, such as collaboration, reflection, and divergent thinking in face-to-face
group scenarios.

An interactive tabletop is a computer interface that usually allows multiple
users to interact with the system using hands and fingers and also by manipulating
physical objects on its surface. It seems to be a suitable target platform for
experimental learning environments because it has a ‘‘socio-constructivist flavor’’
as pointed out in Dillenbourg and Evans (2011). Provided with the appropriate
software, it could be a facilitator or catalyst of typical creative learning processes
for small groups. Starting from these ideas, in this chapter we present our expe-
riences in developing and evaluating AGORAS, which is the tabletop-based
platform for creating games within our CreateWorlds project.

3 Playing to Create Games

It is no coincidence that the approaches for informally fostering creativity seen in
the previous section rely on entertainment and creating interactive simulations.
Although a good (video)game properly used in a learning environment is a strong
source of motivation, creating artifacts is a more rewarding learning activity, as it
is more demanding than just consuming a story through playing a game.

Because it is not always possible to design games to deal with a specific content
and is not a cost-effective strategy, the use of commercial videogames has been
explored in combination with traditional learning activities. Some studies using
this approach have been conducted in the context of formal learning settings, as in
Ellis et al. (2006), Gros (2007), and McFarlane et al. (2002), but their learning
activities are normally focused on traditional tasks on paper and are based com-
pletely on predefined videogame content. These studies have concluded that
videogames traditionally support three types of learning. The first is learning from
the tasks required from the games themselves. The second is learning from the
content of the game, although this does not usually coincide closely with the
educational curriculum. The third is learning by practicing the skills and abilities
required for the game. These works normally introduce a cyclical process
considered important for learning, and consists of several phases including
experimentation, reflection, activity, and discussion and are not usually supported
entirely by digital games. From these observations, we can say that it would be
more effective to design a learning environment consisting of both traditional and
digital activities, and therefore an effort should be made to provide flexible tools
adaptable to the teaching methodology.
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However, the use of games as a way of learning, as suggested by Clark Abt,
even before the digital age in the 1960s, is one of the most effective strategies in
fostering creativity (Abt 1970). In his book on serious games, Abt proposed that
the game-creation process should be considered an important learning activity.
This is a perspective that serious digital games do not seem to have seriously
considered. He points out that the first learning phase, design and preparation, can
be divided into two parts: (a) the relatively passive preparation activity, and (b) the
actual design of the game itself. The first one involves studying the background of
the rules, roles, concepts, etc. The second one is more satisfying and involves
inventing a game model of the process to be re-created, during which the different
important variables involved with their interrelationships and dynamic interactions
are controlled. If this is to be done satisfactorily, pupils must understand the
process involved in the game or simulation being created, and in this way, increase
not only their factual knowledge, but also the interactions and processes involved.
As all this activity is to be performed in a group, it is also important from the point
of view of social learning, which considers knowledge emerging from interaction
and communication between individuals who pursue shared objectives.

Our approach is not about building a creative problem-solving application in a
specific domain with predefined behavior and pre-established reactions at the
users’ disposal. Following the ideas of Abt in the pre-digital age, we aim at ‘‘the
construction of videogames’’ as the creative activity to be carried out. The interest
therefore does not lie in the game itself, but in the design activities, which will
allow the group to acquire in-depth and in-breadth knowledge, put critical, con-
vergent and divergent thinking into practice, and provide high doses of intrinsic
motivation or flow (Csikszentmihalyi 1991) while these activities are being carried
out. What we propose is more concerned with the creation of a platform that will
profit as much as possible from traditional non-technological gaming activities,
while allowing the pupils to create their own games according to the rules they
themselves lay down. It will also use digital technologies to provide a stimulating
environment in which the subjects will be able to experience interactively the
results of their design decisions.

4 Touchable Digital Worlds: Creation and Play

A direct consequence of Abt’s work is that the focus is not on what can be learned
by playing games but what is learned by playing at creating games. The type of
game and the complexity of the building blocks will therefore determine the
possibilities of success of the platform. The types of games to be supported are
those with a 2D world inhabited by reactive entities capable of being simulated.

Interactive tabletops enable direct manipulation by means of fingers and tangible
objects. They are highly effective when there is a meaningful spatial relationship
among the digital objects, as people are used to distributing the objects across the
surface. Surface-based user interfaces should therefore take this consideration into
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account at the design stage. In this respect, the tabletop is like a canvas on which the
stage can be organized, the entities designed, and the behavior specified. The game
world consists of stages which contain graphic elements as decoration. Entities can
be included in stages from the beginning (i.e. by definition), or can be added as
needed at runtime. The entities have a distinctive look and can exhibit two types of
behavior. They combine physics-based simulation with logical rule-based behavior
and thus provide a higher level of customization and make possible a wider range of
activities.

4.1 From Bones to Skin

As in the systems that rely on entity simulations, entities are the first-order citizens
of our system. The main difference is their composition. In the previous approaches,
they were based on single sprites or icons, which are the basic visual representation.
In our approach, the entities can be composed of several components connected by
joints. In order to facilitate the use and reuse of multiple costumes in such multi-
component entities, the entity model considered a skeleton-based approach.

In this way, the internal structure or skeleton of complex entities can be first
defined and then dressed by covering the skeleton with a costume skin which will
give it its distinctive look.

These internal components, which are like architectural units in the same way that a
skeleton is composed of bones, are actually simple polygons. For convenience, a set of
predefined shapes (e.g. circles, rectangles, triangles) can be used. Figure 2 shows
several entity samples, with their internal structure and external skins.

The entity model is much more than multiple components and sprites. The big
difference with previous systems is that the different parts of the entities form a
body, have mass, and can collide with each other. According to several physical
parameters (e.g. the coefficient of friction or mass), the entities can be simulated in
terms of Newtonian physics, automatically producing movement and collisions
without need to explicitly control these phenomena by means of additional scripts.
There are also several types of joints to keep the entity’s components together. The
most useful joints are the pin and elastic joints, which work as ropes and springs.

In most cases, using single-sprite entities is the easiest way to bring entities to
life. However, a model supporting skeleton-based entities makes it possible not
only to create interactive media but also autonomously evolvable entities, which
by means of inherent physical behavior can facilitate the creation of games
requiring collision management. All this behavior can be disabled, so that the
entities can be held or fixed to specific places on the stage, or can even be allowed
to collide or not.

An additional feature of this model is that it allows more natural and realistic
puppet shows to be created. It is relatively simple to design puppets, as the gravity
on the stage can be adjusted to keep them hanging from their control strings.
Figure 3 shows a user interacting with a string puppet while telling a story.
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4.2 Touchable Reactive Behavior

Those born in the digital age have grown up with digital information and are
familiar with a variety of computer applications, many of which consist of
interactive educational games and videogames. This higher exposure to digital
media and computer applications, have facilitated the introduction of complex
computational concepts and some sort of programmability, which is important for
the development of computational thinking (Wing 2006). It is considered a fun-
damental skill, since it leverages powerful abstractions and tools to solve

Fig. 2 Sample entities

Fig. 3 An example of string puppet
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meaningful problems in many different disciplines. Despite the higher digital lit-
eracy and early training, programming is still difficult for beginners and/or non-
programmers, although possibly made easier by the environments and languages
specifically designed for novice programmers.

As surveyed in Kelleher and Pausch (2005), systems whose primary goal is not
to teach programming but aim at another goal by means of programming are
mostly event-based. In one way or another, events and rules are the basic com-
ponents needed to express behavior in these systems. Just because they are tar-
geted at non-programmers, interfaces designs have focused on trying to create
languages, programming methods, and interaction mechanisms that allow people
to build those programs. An event-based approach has also been adopted in our
AGORAS platform, since rules have been traditionally used in reactive environ-
ments. It seemed better suited to the expression of reactive behavior in virtual
worlds, especially since rule structures are better understood and used by young
people or non-programmers, as reported in Pane et al. (2001) and Good et al.
(2010). This reactive behavior is an important part of the AGORAS worlds,
expanding the entities’ physical characteristics and therefore providing many more
possibilities in building games.

When designing a tool to support for non-programmers, the main challenge is to
supply all the rule expressiveness while considering textual input techniques
inconvenient for tangible surface interfaces. We conducted an experiment in a
local school involving 36 students enrolled in a computer science subject (16 year
old) as a part of the curriculum who faced computational concepts for the first time
(Catalá et al. 2013b). The study showed feasible the inclusion of a visual dataflow
language to express short and medium assignment expressions. Hence, the
designed rule editor deals with visual dataflows as the main conceptual artifact.
Moreover they are suitable for dealing with expression programmability in envi-
ronments based on tangible surface interfaces. The main rationale is that a suitable
editor in this context would require co-located, cooperative, and collaborative
performances from multiple users, flexibility in user interface layout and view-
point independence, plus a set of direct touch techniques. All this can be achieved
by a decomposable expression model such as the one based on visual dataflow
expressions (see Fig. 4).

To facilitate the order of the interactions when editing a rule and for reasons of
usability, the editor is divided into four views. The first view allows users to select
the entities and the event (see Fig. 4a). The other three views are concerned with
the condition (b), filter, and operation (c). Each of these assists in the creation of
the corresponding data processes. The user has to include the operators and the
properties needed by selecting them from the pie menus specifically designed to
support parallel interactions (Catalá et al. 2012b), and all these elements are finally
rearranged and connected by means of touch input (Pons et al. 2013).
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4.3 Enactment Model and Architecture

The previously described behavioral models need a runtime environment to
perform the simulation of the edited worlds. The middleware required to process
and enact AGORAS worlds can be broken down into three layers (see Fig. 5).
The Model layer refers to the definition and specification of the game concepts
and their storage. This layer is responsible for managing the concepts that deal
with the stages, entities, rules, etc., available in the game world being created, by
giving support to update and retrieve all these basic elements.

The Controller layer holds the core functionality to orchestrate the simulation of
a world stage. Basically, the simulator has to take a stage to be simulated and all
the data from the Model layer. The simulator has an event queue for the event
occurrences produced during the simulation. Three types of events are queued:
those thrown by the actions when executed in this layer, those that are a conse-
quence of the physical simulation carried out by the underlying physics engine;
and those related to the gestures or interactions of the user on the surface. This
queue is regularly consumed by the rule processor, which determines which rule
must be triggered and then performs the execution of the action of the matched
rules. Actions can involve changes in logical entity properties (e.g., increment the

Fig. 4 Rule editor’s views. a Selection view, b condition view, c operation view
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variable ‘‘Hits’’ of a block in a Breakout game) or in visual properties of the game
(e.g., change the visual representation or skin of an entity). The Controller layer
uses the services from the Model and View layer to address these two types of
runtime changes. In this way, the simulator controls the evolution of the stage
simulation by consuming events and invoking services on the model or view as
needed.

Finally, the View layer is responsible for visualizing the representation of
entities under simulation. It offers a core set of view services that allow us to
include entities and change their visual properties from the Controller layer.

The View layer is by far the most complex layer to implement. In order to
perform the visualization of physics components, this layer relies on the Farseer
physics engine.1 This is an open-source physics engine simulator that allows the
simulation of shapes defined internally in terms of bodies, geometries, and joints.
Since Farseer does not understand the concepts in which the visual structure of
entities is defined, the View layer has to translate the components of the entities in
our model into Farseer primitives. It also has to maintain the correspondence
between these elements in Farseer and the model, in order to be able to track which
entities are producing physical events such as collisions. In this way, when two
shapes collide, the middleware is able to determine which entities these shapes
belong to, and is therefore able to throw a physics event occurrence associated
with the entities involved that will be queued in the Controller layer for further
processing. All the components of this middleware have been implemented in C#
and using the Microsoft Surface SDK.

The behavioral models included in AGORAS enable users to imagine more
advanced and complex games. To demonstrate the capability of the platform,
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Fig. 5 Architectural logical view of the implemented runtime environment

1 Farseer Physics Engine in Codeplex: http://farseerphysics.codeplex.com/.
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several classic games have been specified. Some basic AGORAS worlds inspired
by Pong, the Breakout game or the Asteroids can be found in Catalá et al. (2012c,
2013a).

5 Workshops on Playful Creativity

We conducted an exploratory experiment involving a version of AGORAS with
limited functionality. The study aimed at obtaining experimental evidence on how
tabletop interfaces deal with creativity aspects, collaboration, and ownership in
face-to-face interaction by teenage participants.

The 22 participants (14 male and 8 female, mean age of M = 16.23, SD = 1.6)
had previously taken part in a short course on new technologies designed to
motivate teenagers to study core subjects such as physics and computing. At the
end of the course, the participants took part in a workshop where the experimental
sessions were carried out. The course was organized by a club belonging to the
Education and Culture department of the local city council.

Two tabletop platforms were developed for the study. One was the digitally
augmented AGORAS-based platform, using an interactive surface that allows
multi-touch and tangible input to manipulate the internal virtual blocks and the
joints, whereas the other is completely physical and tangible without computer
mediation, as described below.

The physical-only platform is made entirely from hardware with no software
simulation. It consists of a conglomerate tabletop with a regular grid of holes.
Several wooden blocks of similar size to the ones in the digital platform are
available. The tabletop has four legs to keep it horizontal, and also a stand to
configure it as a slanting plane to simulate similar conditions in the digital
platform.

The physical blocks can be fixed and assembled as required, by using the holes
drilled in them by means of screws, bolts, and other joint elements such as elastic
bands and pieces of string. More complex joints and other functional components
can be assembled by combining several blocks and joint elements.

In a nutshell, both platforms allow the construction of a varied set of fixed or
articulated components based on basic rigid bodies and joints. The study consid-
ered two different creative assembling tasks. In the first, the main interest was
focused on exploring how participants perform in a general problem whose
solution is completely open, i.e. we needed a task that was only constrained by the
building blocks and the participants’ creativity. Hence, the task consisted of the
free creation of entity-like figures, and the participants were requested to produce
as many solutions as possible.

In the second task, we were more interested in exploring a creative task with a
clearer objective, as in many real problems. This time, creativity would be needed
in the problem-solving process, i.e. finding a solution to a specific problem. The
previous experiment was involved with creating entities in similar conditions to
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those of the entity editor in AGORAS. However, the second experiment looked at
the process of building a stage to fulfill a specific goal, as a consequence of the
physical governance of basic components. For this, we used the inspiring scenarios
provided by Rube-Goldberg Machines (RGMs), which are mechanical systems
mainly composed of building blocks connected to actionable devices, normally
providing a complex solution to a simple problem.

The task involved a simple problem whose solution required the construction of
a machine. The participants were requested to design as many creative RGMs as
possible to solve a given problem. This consisted of making a box fall from a shelf
located in the center of the tabletop. See Fig. 6 for samples of both entity-like
figures and the actual machines constructed by the participants.

Following previous work by McFarlane et al. (2002) and Gros (2007), which
explored the use of commercial videogames in learning settings, we considered a
specific set of places involving traditional activities with paper and pencil. These
places correspond to individual thinking-reflection, discussion, and testing/
implementation processes performed iteratively to foster creativity. This setting
was expected to provide information on how the playful interfaces could be
integrated into wider learning activities that could meet several sessions and
involve many different teaching and learning materials apart from the digital
platform. In fact, the platform is simply a tool that must be put into the teachers’
hands to be flexibly used in the best way.

Three specific places were therefore considered in this iterative process: an
individual thinking place, a discussion place, and a testing/implementation place.

Fig. 6 Live in-session solution samples
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In the individual thinking place, the subjects had to generate solutions to the
problem on paper. Once each member had produced various solutions, they dis-
cussed improvements and possible new solutions and decided what solutions to
implement on the testing platform. As they had discussed the ideas on paper, they
already knew what parts were needed to be constructed and could collaborate on
implementing them. The first two stages are thus also important, as they promote
divergent thinking, which is important for creativity, since sketches from the
traditional paper and pencil may encourage new ideas and also set the basis for
collaboration on the experimentation platform.

The participants formed eleven groups, which were assigned to a different
platform in each task, balancing the number of groups per platform. In the task of
creating entity-like figures, a total of 161 proposals were generated and 91 were
tested in the end, whereas 64 solutions were tested out of 122 in the RGMs task.
For all these solutions, we obtained the paper sketches and the video recordings at
the testing platform, showing how solutions were actually constructed in pairs.
From this data, we performed an analysis in terms of creativity and collaborative
interaction. Further information and more findings can be found in Catalá et al.
(2011, 2012a, 2012d). Next, some of the most relevant findings are briefly
presented.

5.1 Assessing Creativity

Creativity is typically intended as a componential concept, and therefore different
aspects or features could be measured. Hence, our creativity assessment model
consisted of a representative core set used in the psychology field: novelty, fluency
and flexibility of thinking, elaboration, and motivation. Among them, we reported
about novelty and motivation. The most important trait is undoubtedly novelty,
which is defined as the characteristic conferring something unusual, unique, or
surprising. Motivation was included as it is also important in human development
and many other learning activities (Csikszentmihalyi 1991) and it is also included
in one of the seminal definitions given by Amabile.

Novelty is difficult to assess and no clear objective measures can be found.
Thus, we opted for ratings by experts following the Consensual Assessment
Technique (Amabile 1982; Baer and McKool 2009). Two people with background
in creativity studies were asked to rate each solution on a 5-point scale obtained as
a cumulative assessment on several inner features related to novelty. Each feature
was described in a single scale of three levels (+0, +0.5, +1). These features
concerned how unusual the creation was, whether the idea was useful or pointless,
whether there was any surprising element or not, whether there were elements
better suited to represent the idea or the mechanism or not, and whether the way of
assembling pieces was commonplace or unexpected but advantageous. To check
whether both judges agreed on the meaning of novelty and therefore on rating
consistently the solutions, an inter-rater agreement test based on Kappa statistics
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was conducted. This test showed that the agreement was very good in both tasks
(K = 0.860 for entities task and K = 0.733 for RGMs task). Figure 7 shows the
average rates of novelty comparing both platforms, showing that solutions in the
digital platform obtained significant higher rates.

Although many solutions simply complied with the problem in hand in a trivial
manner, the solutions with higher rates actually made a difference in the way the
components are used, especially since the digital platform only used a simplified
version of the entity editor focused on structures without using skins. Figure 8
illustrates some sample solutions with higher rates.

Motivation was broadly considered by measuring the actual participation.
Considering this objective approach may give us an estimation of how motivated
the subjects were on using the platform, this measure was operationalized as the
user manipulation time over implementation time. Figure 9 shows motivation by
platform and task. Alternatively, motivation was also self-rated by the participants
through a questionnaire. Participants rated on a 5-point scale their agreement with
the statement ‘‘The platform keep me motivated to participate.’’ This subjective
user perception consistently showed that self-rated motivation in the digital plat-
form was on average higher (M = 3.83, SD = 1.030) than in the physical one
(M = 3.22, SD = 0.833).

5.2 Collaborative Interaction

For tasks that supposedly must be carried out in pairs, an interesting measure is
cooperation time, which is the time that both participants in a group were effec-
tively co-manipulating the platform, doing useful work, during the time needed to
complete the solution implementation. It gives us an idea of how facilitating the
platform is to support sharing and co-manipulation in the construction of struc-
tures. A priori, since both platforms are based on tabletops, an expected result
would be obtaining similar cooperation profiles. However, cooperation was sig-
nificantly higher in the digital platform than in the physical-only one as Fig. 10
shows.

Fig. 7 Novelty mean plot by platform
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Although the surface is a shareable workspace operated in pairs, the proposals
were originally created by a single individual before being discussed and imple-
mented. Psychological ownership and feelings of possession (Pierce et al. 2003) on
either ideas or objects along with the characteristics of each specific interface can
therefore reduce the degree in which users share objects and are willing to
cooperate in the task. Moreover, although an ideal balance of interaction in group
interaction could be expected when interface elements are equally accessible,
group members could still dominate the construction of solutions in the platforms.

In order to study both the ownership and dominance during the implementation,
we depicted the dominance profiles by task and platform as shown in Fig. 11.

Fig. 8 Some high rated solutions in terms of novelty

Fig. 9 Motivation mean plot by platform

Playful Creativity 309



The dominance was measured as the relative difference in the participation
between the members of a group during the implementation of a single solution.
For example, if a member of the group constructed alone the solution, without any
active interaction of the other member, the dominance value would be 100. In turn,
if both members participated in a similar degree, the dominance would be close to
zero because there would be little difference on the time that they participated on
this solution. Therefore, a lower dominance value means that the interaction on the
platform is more balanced.

On average, for both tasks the dominance measurement was higher in the case
of solutions implemented in the physical-only platform. This can be partly
explained by the particular characteristics of the platforms. Although interaction
on both platforms is tabletop-based and supposedly natural, manipulation still has

Fig. 10 Cooperation ratio by platform
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differences favoring dominance in the case of the physical-only platform. The
elements on this platform can be physically grasped and easily moved to the
personal working space. Moreover, as seen in the video recordings, interaction
avoidance is possible by physically pushing away a partner’s hand. In the digital
platform, the phenomena of territoriality and interaction avoidance or interference
(Hornecker et al. 2008) are also observed but they are not as stressed as in the
physical platform. In fact, the observed interferences seem better managed as
blocks remain on the surface level and are therefore reachable by two participants,
also facilitating equable object sharing. In this respect, the tasks under consider-
ation are also relevant. In general, the type of solutions for the creation of entities
task leads to smaller structures, taking lesser space and therefore less accessible for
both members simultaneously. Instead, RGMs are usually bigger, being their
blocks scattered across the surface, and then the work can be divided as soon as
several components of the machine are clearly identified. We could say that
participants usually take blocks to their territory, and then the co-manipulation
becomes difficult when the structure is not large enough to enable each participant
to create different parts collaboratively. All this suggests that the digital platform
could be positive to facilitate a more balanced interaction.

On these plots, the bars arranged along the horizontal axis quantify the domi-
nance or the participation difference on the solutions. For those solutions in which
the owner dominated the implementation, the corresponding bars are plotted in the
positive side whereas those dominated by the non-owners are represented in the
negative side of the chart. In this way, the proportion of owner/non-owner dom-
ination can be easily assessed at a glance in order to analyze how different the
profile was by platform. In general, the more balanced the interaction the smaller
the area formed by the bars is.

For both tasks, the profiles by platform are quite similar, what means to a great
extent that the platforms have an effect on the way that participants performed. In
the case of the physical-only platform, there are many more solutions in which the
owner clearly dominated than in the digital one, leading to a more overall
unbalanced interaction where the non-owner hardly participated. In the digital
platform, there are a significant number of solutions in which the dominance value
is low. Because the differences in participation are not large, they cannot actually
be considered as dominated by one or another although they are either in the
positive or negative side. This result on the solutions with low dominance suggests
that the digital platform allowed both owners and non-owners to equally partici-
pate in the construction process, calling for balanced interaction.

Finally, it is surprising that there are a non-negligible number of solutions in
which the non-owner clearly dominated in both platforms. This suggests that the
discussion stage prior to implementation is definitely profitable and that it plays a
relevant role in the development of the tasks, allowing non-owners to take over the
control during the implementation phase, being useful and advantageous in terms
of promoting collaborative interaction.

From the video recordings some interaction patterns were identified. In the
solutions with high dominance, one of the members implemented entirely (or
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almost) the solution. In this individualistic pattern, the dominant participant
seemed to reject help and even avoid interaction from the other as it was clear how
to proceed. A possible explanation of this behavior is that individualistic users feel
that the teammate intervention would threat the efficient completion of the pro-
posal and therefore they preferred to work alone. This behavior was more often
observed in the physical-only platform,

However, there were two collaborative patterns that were more usual and
associated to the solutions with low/medium dominance in both platforms. They
are the provider-constructor and the leader–follower. They are closely related and
normally intertwined in the construction of single solutions. The provider-con-
structor refers to when one participant systematically provided building elements
to the other member, who eventually assembled them. The role of either provider
or constructor is usually switched several times during the implementation of the
solution so that both participants normally play both roles to some extent.

The leader–follower refers to the pattern in which clearly one participant played
the role of leader or director during the whole construction, whereas the other
remained attentive in order to participate and provide help at any time. It seemed
that this alert state was more often present in the digital platform than in the
physical-only, in which the followers used to keep ready a block in their hands but
with no particular purpose.

6 Further Work and Future Directions

An interface’s design and its technological capacities undoubtedly determine the
users’ capability to manipulate digital objects. While the current state-of-the-art
game controllers are adequate in conventional gaming scenarios focused on con-
suming digital information, they are limited in supporting the production of digital
objects. Thus, more research and development is needed to successfully support
creative tasks, which seem to require more natural and tangible input devices.

With this aim in mind, this chapter has explored the use of tabletop interfaces to
foster discussion, action, and reflection when supporting the creation of digital
game worlds. The platform is designed for the playful creation of 2D videogames
by direct finger manipulation. For this reason, both entities and rules were given a
spatial dimension to be manipulated on the surface in collaboration with a partner.
We have seen how such platforms can be used and combined in a wider learning
setting and how the discussion process facilitates the sharing and manipulation of
objects by non-authors.

Future directions on this line of research should look into how input interfaces
can be improved to better support creative tasks. The idea is that with the proper
use and combination of new technologies we should be able to overcome current
limitations and reach a degree of tangibility and ubiquity that will allow users to
actually focus on specific domain issues and not on the technological barriers.
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Bifocal Modeling: Promoting Authentic
Scientific Inquiry Through Exploring
and Comparing Real and Ideal Systems
Linked in Real-Time

Paulo Blikstein

Abstract The improvement of STEM education through new pedagogies and
technologies has been the chief concern of policy-makers and educators for the past
decades. Common threads among the proposed solutions have been to promote
inquiry, discovery, and authentic scientific practices in the classroom. In this
chapter, we present a novel inquiry-based framework which combines computer
simulations and real-world sensing in real-time: bifocal modeling. Even though
educational researchers have come to realize the potential of simulations, computer
models, and probeware separately, little research and design have been done on the
combination of these new technologies. When creating a bifocal model, students
build a computer simulation and the analogous sensing apparatus, and link them in
real-time, being able to validate, compare, and refine their conceptual models using
data. In this chapter, I will focus on the technical and pedagogical aspects of this
framework, describe several example models, and discuss four pilot studies, which
suggest that the synergy between physical and simulated systems catalyzes further
inquiry toward a deeper understanding of the scientific phenomena.

Keywords Computer modeling � Sensing �Constructivism � Physical computing �
Bifocal modeling � Constructionism � Probeware � Scientific inquiry

1 Introduction

1.1 Faraday’s Motor

In 1821, Michael Faraday built the first of his electromagnetic motors and dem-
onstrated that electrical current could generate a continuous rotary movement.
Eager to share the discovery with his colleagues, he wrote numerous letters to
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fellow scientists across Europe. A little-known fact is that those letters were
included in a package containing a ‘‘motor kit’’—a set of materials for his
colleagues to assemble their own motors and continue the experimentation (Baird
2006). The scientific community could not yet explain why the motor worked, but
there was no denying that it worked. Philosophers of science have been using these
and other examples to call into question what some term the ‘‘text bias’’ (Baird
2006)—a tendency of historians of science to consider literary production as the
ultimate product of science (see Latour and Woolgar 1979), although throughout
history many scientists exchanged products and experimental apparatuses as much
as they shared papers.

The idea that scientific instruments are more than the disposable means by
which platonic scientific truths are brought into being has garnered interest in
recent years. Whether we speak of instrumentation in terms of scientific models,
measuring devices, or working devices, these tools have come to be regarded as
multifaceted objects which bring along their own epistemologies (Radder 2003).
However, despite the extensive debate on such matters in the philosophy of sci-
ence, relatively less research has been done in education. If scientific instruments
have a crucial role in the generation of scientific discourses, their epistemology,
and the unfolding of the scientific method, a focus on instrumentation might very
well lead to similar benefits for the learning and teaching of science. The goal of
this chapter is to investigate the design of learning environments and technologies
that embrace, rather than negate, these complex relationships between instruments
and theory, real and ideal systems, tangible and virtual apparatus, as well as the
role of experimentation in the scientific method.

1.2 Scientific Instruments, the Scientific Method,
and Model-Based Inquiry

Contemporary educators’ conceptualizations of scientific instrumentation and
experimentation have a profound influence on how science is taught: is science a
method, a cognitive habit, a set of content topics, or all of the above? This dis-
cussion must begin in the context of the history of science education. In the second
half of the nineteenth century, when the teaching of science and its methods were
being progressively introduced into the curriculum, scientists (such as Faraday
himself) argued for the teaching of science not primarily to train scientists, but for
its civic benefits—as a way of empowering individuals to fully participate in an
open, democratic society—on the assumption that a grasp of rational processes of
scientific inquiry would have practical consequences for daily life and for political
engagement at all levels. However, other factors were at play; as early as the
1920s, national reports were calling for the teaching of ‘‘real’’ scientific content to
improve economic competitiveness. Throughout the twentieth century, every two
decades or so, the pendulum has swung between the civic and economic sides of
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this debate (DeBoer 2000), but over the past 20 years, a new emphasis has
emerged. New national standards and policy documents have established that
students should learn the content of the scientific disciplines in the context of being
a scientist through experiential engagements in the practices of the profession
(National Research Council 2012; NGSS Lead States 2013). In other words, to
achieve either civic or competitive advantages from science education, our current
educational policy recognizes that instructional content must be deeply embedded
in investigatory practices. It took nearly a century of debate for science practice,
scientific content, and the application of science to daily life to be reconciled in
national policy documents (‘‘learning science, learning about science, doing
science,’’ Hodson 1998). Fortunately, the resolution of the debate has generated
considerable interest in implementing new approaches to the learning of science in
schools.

Within this process, more attention has been given to the kinds of methods and
practices to be taught to students; if students are to experience being scientists,
what is it, after all, that scientists do? One important development in this area has
been a challenging of the idea of a uniform scientific method (Rudolph 2005;
Windschitl et al. 2008):

Reference to a universal scientific method is common in discourse at all levels of science
education. […] We assert, however, that the scientific method is not scientific at all when
considered from an epistemic perspective, and that it subverts young learners’ understand-
ings of both the practices and the content of the discipline. (Windschitl et al. 2008, pp. 942)

These issues about scientific practices and methods are even more pronounced in
relation to the connections between the science lab and the science classroom.
Windschitl et al. (2008) point out that the classic version of the scientific method
taught in schools leads to lab practice in which children conduct ‘‘contentless’’
experiments, trying out random experimental ideas without context and without any
grasp of the underlying theoretical models (Windschitl 2004), reinforcing naïve
ideas about the nature of scientists’ practice (Hodson 1996, 1998). This separation
of the cognitive and empirical aspects of the scientific process deepens the chasm
between ‘‘serious,’’ high stakes science, taught in the classroom, and ‘‘playful,’’
hands-on science, taught in the lab, and optional (Roth and Garnier 2006).
Windschitl et al. (2008) also note that the school version of the scientific method
‘‘works too well for teachers’’ (p. 947). These speedy, one hour, step-by-step,
cookbook ‘‘experiments’’ packaged as a linear sequence of prescribed tasks turn the
scientific method into a rote procedure and do little to inculcate this method as a
characteristic mode of thought and approach to experience. Finally, in these
traditional educational models, lab applications of the scientific method always
focus on the systematic relationship of conditions and outcomes, but not on the
mechanisms or internal rules that govern these relationships (which often are not
available for inspection without a theoretical model).

These shortcomings have motivated scholars to suggest alternatives, oftentimes
looking into the practice of real scientists for inspiration (Duschl and Grandy 2008;
Nersessian 2005). Because models have become increasingly important for science
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practice, model-based inquiry is one of the most important frameworks to have
emerged within the educational research community, and is an approach which
has made considerable inroads in education (Blikstein and Wilensky 2009, 2010;
Hmelo-Silver et al. 2007; Lehrer and Schauble 2006; Lesh et al. 2000; Levy and
Wilensky 2008; Schwarz and White 2005; Stewart et al. 2005; Wilensky and
Reisman 2006).

1.3 New Epistemic Forms

Model-based inquiry has overwhelmingly focused on students’ creations of, or
interactions with theoretical models of scientific phenomena. But contemporary
science has gone much further than this, incorporating a variety of new, tangible
instruments and sensing devices, and, indeed, new forms of tangibility. The pro-
cesses and ways of thinking and engaging with the world that led to technological
advances long before Faraday’s ‘‘motor kit’’ have come full circle with the arrival
of computer simulations that allow for multiple forms of sense-making beyond
traditional mathematical modeling, speaking directly to our intuitions of geometry,
mechanism, space, and time. In particular, alongside sophisticated forms of
computer modeling, scientists are also developing complex measuring instruments
and techniques, often with real-time connections to observation. These novel
means of scientific inquiry which bring together computational modeling and real-
time sensing to validate and refine models give rise to new kinds of epistemic
forms (Collins and Ferguson 1993): cognitive tools that afford new lenses and
modes of inquiry, and introduce new ways of knowing, learning from, and engi-
neering systems.

This process has intensified in recent decades as a consequence of technological
advancements. When modeling a chemical system, a beehive, or an economy,
researchers must devise ways to collect data that match the complexity of the
model and validate its causal or statistical inferences (Bryson et al. 2007; Cagnacci
et al. 2010). They use sophisticated tools such as computer vision systems to track
bees in real time, GPS systems to track the interaction of mammals as they
happen (Wark et al. 2007), high-speed photography and 3D imaging to capture
motion in space (Chen et al. 2009), and autonomous chemical sensors to under-
stand the impact of climate change in remote locations (Johnson et al. 2007).
These tools, in turn, provide new ways to understand and interact with the world.
Consider, for example, the research on animal behavior by Wark et al. (2007). In
conjunction with a computer model for predicting animal movement, this team
employed wireless sensors for position tracking and created a system that will
optimize itself until a satisfactory solution is reached.

Educational tools and practices that connect computational modeling and
real-world sensing technologies can enable pedagogical practices better aligned
with real scientific practice. In humans, mind and matter are intertwined through
the sensorimotor coupling of rapid feedback loops: we see, we act, we see.
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Scientific reasoning appears to build on this capacity for seeking attunement
between our cognitive models and our sensory experience. But as we try to
understand natural phenomena that are much more complex and sophisticated than
everyday events, and as long as we need to perform each of those mental activities
separately, the mind is encumbered by technological and cognitive constraints that
do not enable it to operate scientifically as it does in the natural coupling of sight
and action. In such cases, real-time data systems might become particularly useful
through implementation in technologies that make such couplings, once again,
seamless. Some practical examples include measurement/sensing technologies
that extend human perceptual categories (big/small, far/near, fast/slow), cognitive
artifacts that amplify human reasoning (Norman 1991) and data archiving and
representation, which extend the memory capacity and reduce cognitive load.

Whereas the practice of using models and sensors in real-time might already be
familiar in scientific circles, exploring how to bring this powerful technique to
classrooms is a relatively new, but promising, endeavor (Tinker 1991, 1996).
However, science classrooms and laboratories are still not well suited for these
kinds of integrative activities and modes of interaction. A student examining an
acid–base reaction in a laboratory might identify the chemical constituents
involved and even hypothesize about their proportions and concentrations. Nev-
ertheless, this student will not be able to directly witness the chemical mechanisms
at work. Later, in the classroom, the students might learn about chemical equations
and theories that bear little resemblance to the phenomenon observed in the lab-
oratory, either in terms of scale or in the representation of the mechanisms
involved. In this case data collection and modeling are disconnected.

However, the connection between data and theory can never be simple. Naïve
ideas about scientific theories as uncompromised representations of truth readily
available to scientists through careful examination of empirical data have been
questioned by many researchers, who regard the reality to be much more dynamic,
unstable, and only tentatively understood (Thagard 2007). Still, students and
teachers hold naive epistemological beliefs about science—for example, that the
body of scientific knowledge develops merely as a gradual accumulation of facts
through testing. Challenging this naive epistemology is often a slow and
challenging process (Hofer and Pintrich 1997; Ingham and Gilbert 1991). Also,
students’ understandings about the nature of modeling have been found prob-
lematic. Treagust et al. (2002), suggest that secondary students fail to understand
that models cannot and need not be exact replicas of reality. Grosslight et al.
(1991) found that students held ‘‘naive realist’’ conceptions of modeling in which
models are believed to correspond directly to the reality they represent, while
experts uniformly held the view that models are imperfect but improvable
approximations.

For these reasons—cognitive, pedagogical, and epistemological—there is
urgency and opportunity to explore the potential for bringing together real-time
sensing and computational modeling in classrooms.
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1.4 Experimentation, Labs, and Models

School science laboratories are one type of educational environment where these
connections among theory, models, and real-world data can begin to be explored.
However, these labs have been subject to widespread controversy in the research
community (NRC 1996), especially regarding the benefits of physical, virtual, and
combined laboratories (Olympiou and Zacharia 2012; Triona and Klahr 2003;
Zacharia 2007). The popularity of simulation environments, such as PhET (Perkins
et al. 2006), have led policy-makers and scholars to question the real value of
physical labs for student learning—especially in the face of the associated costs
and complicated logistics. A wave of research studies within the past 10 years has
attempted to determine the relative advantages of physical labs relative to virtual
labs and manipulatives, and whether the latter can replace the former (Triona and
Klahr 2003), or how virtual models could simulate complex phenomena and
permit student experimentation in domains that might be costly, impractical, or
dangerous (Finkelstein et al. 2005; Jaakkola and Nurmi 2008; Klahr et al. 2007;
Perkins et al. 2006; Resnick and Wilensky 1998).

The literature comparing hands-on or physical models (PM) and virtual models
(VM) for science learning has sought to establish rules for choosing one modality
over another or for sequencing them together (de Jong et al. 2013). Zacharia and
Anderson (2003) found that combining physical and virtual models increased
teachers’ learning of content knowledge in physics. A treatment group of teachers
performed a physics inquiry activity with a virtual model and, subsequently, a
physical model, while a control group used only the physical model, and the
authors found that the treatment group had greater conceptual understanding.
Zacharia et al. (2008) recreated this result with undergraduate physics students first
employing a physical model rather than a virtual one, and Jaakkola and Nurmi
(2008) obtained similar results for elementary school students. Most of these early
studies pointed to the advantage of virtual over physical labs, but researchers soon
after began combining both types of procedures and found that the combination of
the physical and virtual labs led to still greater conceptual understandings than
either type singly.

For example, Liu (2006) compared two groups of female high-school students
utilizing computer simulations and/or hands-on lab activities in chemistry. Con-
trolling for time-on-task, the combination of PM and VM was more effective than
either option alone. But there are interesting interactions between content learning
and epistemology observed for this composite approach: there was a correlation
between students’ understanding of the chemistry content and a belief that the
chemistry model shown was an exact replica of reality. In other words, students
who understood the content better were not necessarily more epistemologically
sophisticated. This finding is a preliminary indication of the importance of directly
addressing epistemological issues in lab-based and model-based inquiry environ-
ments, either in virtual, physical, or combined modes.
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The literature suggests that multiple representations can help students under-
stand underlying scientific concepts, but such representations can also be over-
whelming to new learners, who lack the knowledge that would permit them to focus
on the appropriate elements of the process (Kirschner et al. 2006). One approach to
assisting new learners’ efforts to make sense of these multiple representations is to
explicitly link them, so that changes in one modality will directly affect the other.
Van der Meij and de Jong (2006) investigated this question in a virtual physics
learning environment, employing multiple graphical representations to convey
the relationships between variables in a mechanical system. In one condition, the
representations were dynamically linked so that each responded to changes in the
other, and they were ‘‘integrated’’ through their close visual proximity to each
other. In a second condition, the variables were integrated but unlinked, and, in a
third, they were both unlinked and unintegrated. The authors found that students
who learned the most were most able to transfer their new knowledge to new
problems, and that these same students reported the least difficulty with the linked
and integrated version—a finding that expands upon the design principle of
‘‘multiple representations’’ offered by Blake and Scanlon (2007). However, inter-
group differences emerged only with more challenging problems presented to the
students. Although the groups’ performances were approximately equal for the
easier questions, the results suggest that for more difficult problems involving
the use of many sources of information, the availability of scaffolding is increas-
ingly important. The authors explain this finding in terms of the scaffolding’s ability
to reduce the working memory load involved in the tracking of multiple repre-
sentations carefully enough to identify their relationships.

These promising, but nuanced, findings point to the combined use of compu-
tational tools and physical labs as an increasingly viable option for classroom
science learning. Even though the potential of this combination of virtual and
physical models as a tool for science learning has been documented over a wide
range of ages and domains, the findings also point to a need for better design
principles and theoretical frameworks to understand how this potential can be
leveraged to address the cognitive, pedagogical, and epistemological issues at
play.

In particular, two areas in this realm have not been researched sufficiently. First,
the literature has focused almost entirely on predesigned physical and computer
models or labs. Predesigned models can provide scaffolding and make students
aware of the relevant information about a problem, but they fail to give students
opportunities to evaluate the assumptions and limitations of the models themselves
(Papert 1980). The practices of creating and critically evaluating models consti-
tute an important part of the scientific practice and have been valued increasingly
as educational goals (Blikstein and Wilensky 2009, 2010; Gire et al. 2010). Sec-
ond, the literature also has not adequately explored the potential for deeper support
for students’ explicit comparisons between physical and virtual models. Smith and
collaborators (2010) noted that scaffolds in virtual models or direct data-sharing
between virtual and physical models could help students recognize the similarities
and differences between the model and reality. Likewise, most of the research has
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focused either on the comparison of physical and virtual labs or on their
sequencing, but not on their mutual synergies when they are connected in real-
time. Most of the virtual labs employed in these studies are mere transpositions of
physical labs to a virtual environment. Beakers, test tubes, and chemicals are
simply made virtual in a computer-based environment and students conduct
experiments in them. But when scientists use models and simulations together with
real-world data, they are looking for synergies rather than replacement—they are
aware that each brings different sets of information, questions, and insights. The
very idea of deciding which mode is superior is problematic. Therefore, the
framework that I will present in this chapter is more concerned with the explo-
ration of these synergies than choosing which type of lab is better.

2 Mixing Sensors and Models: Bifocal Modeling

In this chapter, I present a framework that links computational models and sensors
in real-time, providing continuity between observation, the physical construction
of artifacts, and model building. Because this framework enables the seamless
integration of theoretical/computational models and the physical world, allowing
modelers to focus simultaneously on their ‘‘on-’’ and ‘‘offscreen’’ models, I have
termed it bifocal modeling (Blikstein 2010, 2012; Blikstein et al. 2012; Blikstein
and Wilensky 2006, 2007). Having a computer model and a data collection
apparatus connected in real-time changes the epistemic game—instead of the
traditional cycle of devising a theory and fitting empirical data to a curve, the
entire system [theory ? data] constitutes a new type of cognitive object, allowing
learners to run ‘‘what-if’’ scenarios, hypothesize alternative solutions, and debug
them, effectively blurring the division between data (the measured) and theory (the
predicted) (‘‘instrument epistemology,’’ Baird 2006). In building a bifocal model,
students have three main activities:

1. Students build, modify, or interact with a computational model of a phenom-
enon using computer modeling platforms such as NetLogo (Wilensky 1999,
updated 2006), Algodoo, Scratch, Logo, or Processing. In building or inter-
acting with the model, students should be able to express their hypotheses and
initial theories about the phenomenon.

2. Students use electronic sensors and low-cost analog-to-digital interfaces such as
Arduino or the GoGo Board (Sipitakiat and Blikstein 2010; Sipitakiat et al.
2004) to build their own sensor-equipped ‘‘science lab’’ and collect data about
that same phenomenon. At times, this equipment is given to students entirely or
partly assembled.

3. Finally, students run both systems, which are connected in real-time, examining
the data (real and virtual) side-by-side, to validate, refine, and debug their
hypotheses. The computer screen becomes a display for the computer model,
whose programming allows it to proceduralize equations, text, or other

324 P. Blikstein



representations of scientific content, as well as the actual phenomenon, which is
discretized and measured using sensors and other laboratory apparatuses.

Because the bifocal computer models are carefully constructed to imitate a
phenomenon’s visual language, the bifocal methodology could minimize inter-
pretive challenges. The observed and the hypothesized results are displayed in a
way that makes the perceptual differences between them less obvious, while
making their procedural differences more visible. Thus bifocal modeling consti-
tutes a tool for students to conduct scientific research that reduces the interpretive
and the menial burdens of scientific practice, freeing cognitive, discursive, and
material resources for the validation of hypotheses. In the next section, I present a
framework for categorizing different types of uses of these technologies for the
better framing of bifocal modeling with regard to the other modeling modalities
that involve sensor/model interaction.

3 Three Modalities for Combining Sensors, Tangible
Interfaces, and Models: Augmentation, Mimicking,
and Modeling

In my effort to create a taxonomy of the possible modes for merging sensors,
actuators, and models for science learning, I define three broad categories: Aug-
mentation, Mimicking, and Bifocal Modeling. Augmentation encompasses all
forms of enhancing a computer-based system, or a real experiment, through the use
of sensors and actuators. Either sensor data may be augmented with the help of
computational tools, or a computer model may be augmented with physical input
and output devices. Mimicking refers to the use of tangible technologies to exhibit
physically a particular mechanism of a phenomenon typically invisible to unas-
sisted human vision. Bifocal Modeling, the main topic of this chapter, goes beyond
simple augmentation and mimicking and connects two models in real-time. The
process ‘‘duplicates’’ the models in the physical and virtual worlds, as I show in
the examples in this section. We begin with an explanation of the two modes of
augmentation (data augmentation and model augmentation), mechanism mim-
icking, followed by an explanation of bifocal modeling.

3.1 Data Augmentation

What I term ‘‘data augmentation’’ is a collection of techniques employed by
designers to understand sensor data through the utilization of computational tools
(Fig. 1). Augmenting physical sensors with computational tools is commonly used
in schools to analyze or visualize raw sensor data for matching to a scientific
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formula. For example, an electronic sensor measuring pH in a solution can be
augmented with software that either graphs the sensor values, fits curves, or
generates multidimensional visualizations of the data. This is probably the most
common form of augmentation and is found in many probeware-based educational
software products (‘‘PASCO Scientific’’; ‘‘Vernier Software and Technology’’)
and mobile apps. Many schools have commercial kits with sensors and data
loggers for this purpose. The common forms of data augmentation include plots,
heat maps, curve-fitting tools, automated statistical tools, and geotagged maps.

3.2 Model Augmentation

Augmentation can also take place on the simulation or model side (Fig. 2), in
which case a computer simulation can be augmented with sensors (as input
devices) or actuators (as output devices). Augmentation on the model side is not
very common in mainstream education, but is an intensively researched topic in
the interaction design community. Researchers have been advocating its use when,
for example, it would be beneficial for students to physically feel, hear, or expe-
rience events that are too small, too large, or transpire in inaccessible timescales
(Birchfield and Megowan-Romanowicz 2009; Johnson-Glenberg et al. 2009). A
simple form of model augmentation involves the addition of physical sensors to
the computer model. A temperature sensor connected to a heat chamber simulation
can feed the computer simulation a real-world temperature measurement, which
can then be employed as an input by the model. For example, the simulation could
use the real-world temperature as a starting point to calculate realistic values of
heat transfer. Sensors can also be used to interact with the model. A chemistry
simulation could be controlled by gestures—students could mix the solution by
physically shaking a sensor-enabled tablet, or add reactants by gesturing in the air
and using a gesture capture device such as the KinectTM sensor. A more complex
form of model augmentation involves ‘‘actions’’ on the world as the result of
events in a computer model. A gas simulation could make the student feel the
collisions between molecules and the container by using a simple haptic paddle—
every collision would be translated into a small ‘push’ in the device. The same
simulation could be augmented acoustically: students could, for example, hear the
collisions of molecules to get a sense for their frequency. Also, modern materials

Fig. 1 Augmentation of
physical sensor data using
computational tools
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such as Nitinol, a memory alloy that changes shape with variations in electric
current flow, could be employed to give the students a dynamic experience of
alterations in a spring’s constant in response to changes they have made to the
computer model.

3.3 Model Mimicking

Another form of enhancing models with tangible technologies is what I call
‘‘model mimicking,’’ a relatively common technique in which teachers utilize
physical props, such as marbles, ping-pong balls, sticks, and blocks to exemplify
otherwise invisible mechanisms (Fig. 3). Through this process teachers or students
create a physical version of a virtual or conceptual model and utilize it as a
‘‘magnifying glass’’ to examine a given mechanism or concept. It is very common,
for instance, for chemistry teachers to use styrofoam spheres and sticks to dem-
onstrate atomic bonds in molecules. But these models can also be dynamic. For
example when studying the gas laws, students or teachers might create a physical,
macroscopic instantiation of the gas molecules (for example, a box with mov-
ing marbles, or an enclosure containing tiny moving robots which would collide
with each other). In studying diffusion, students might create a box with two
clusters of ping-pong balls of different colors, which would diffuse into one
another as the box is moved, mimicking the mechanism of solid diffusion.

3.4 Bifocal Modeling

Augmentation on both the data and model sides have their own particular
educational uses. Bifocal modeling, however, focuses less on providing students a
form of data visualization, sensory augmentation, or mixed reality system
(Milgram and Kishino 1994); its chief intention is the provision of a hybrid
exercise of building analogous systems in dissimilar ontological spaces (the real
and the ideal worlds), while explicitly engaging students in a comparison of

Fig. 2 Computer models and
simulations can be
augmented using external
devices such as motors,
lights, sound emitters, and
other physical tools
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models (Fig. 4.) One crucial distinction of bifocal modeling is that it does not
compare the learning outcomes of the physical and virtual versions of the same
lab. I do not regard lab equipment and models/simulations as two possible
equivalents. Rather, the point is that, when properly integrated, these otherwise
discrete modalities constitute for the learner a single and fundamentally different
epistemic material characterized by its own cognitive and heuristic properties.

By definition, perfectly matching an ideal and a real model is an impossible
task—real and ideal systems have fundamentally different internal rules and
ontologies. But while this dissimilarity has been considered an obstacle for science
learning and dismissed as confusing (Windschitl et al. 2008), or too ‘‘cognitively-
loaded’’ (Kirschner et al. 2006), I believe that emphasis on the distinction can
provide learners crucial insights into the reality of scientific practice. And while
the approach may not adhere strictly to more ‘‘classical’’ formulations of the
scientific method, it is, more appropriately, closer to an empirical realization of
the actual practices employed in real-world laboratories (Windschitl et al. 2008).
My hypothesis is that by struggling with these very differences, students will
achieve deeper understandings of the phenomena under scrutiny—for the same
reason, Faraday had difficulty separating his papers from his empirical setup for
the electromagnetic motor; these apparatuses are also doing cognitive work
(Hutchins 1995).

Fig. 3 The micro mechanisms present in a given phenomenon can be ‘‘mimicked’’ macroscop-
ically in the physical world using a variety of materials and techniques. For example, atoms can
be represented as metal or styrofoam spheres, and then atomic collision can be demonstrated to
students

Fig. 4 Bifocal modeling:
students build or use
analogous models in the real
and the ideal worlds. In this
case, both the virtual and
physical models can share
data with each other in real-
time
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3.5 A Proof of Concept: A Gas Laws Bifocal Model

A prototypical bifocal model is shown in Fig. 5. In the Gas Laws bifocal model, a
physical syringe with volume, pressure, and temperature sensors is connected in
real-time to a computational model of gas molecules. In the computer model,
students may incorporate their own hypotheses about how gas molecules behave
and how their interactions change the pressure and temperature within the con-
tainer as the volume changes. When a student presses the physical syringe, the
volume sensor sends the information to the computer and the virtual piston (in red,
on the right) moves up and down accordingly. Therefore, as the volume changes
simultaneously in the real and virtual chambers, students can examine the changes
in pressure and temperature (there are plots comparing the real and the virtual
pressures on the model’s interface). If the data from the models do not match, the
learners can return to their computer model, change it, and repeat the procedure,
until a good enough match occurs. Rather than simply representing a perfect match
between the two models, this process problematizes the differences between real
and ideal systems and leads to reflection and further insight.

4 Examples of Bifocal Models

In this section, I will present several examples of bifocal models built by high-
school and college students in a variety of educational scenarios (e.g., an after-
school workshop for high-school students and an undergraduate-level class). The
goal of this section is to offer concrete instantiations of the framework, and show
how it allows students to design interfaces that enable for meaningful explorations
into the two foci. In the next section, I will present and discuss the research results.

4.1 Heat Transfer

The first student-generated example (Fig. 6) deals with the phenomenon of heat
transfer in different materials. The physical model, on the left, has a chamber with a
heat source (an incandescent bulb), removable walls (made from metal, wood, and
other materials), and a temperature sensor attached to the external part of the wall.
The apparatus was connected to a GoGo Board (Sipitakiat et al. 2004), and then to
the virtual model programmed in NetLogo (Wilensky 1999, updated 2006). The
computational model of heat transfer follows the same ‘‘visual language’’ as the
physical model. (Note that the container’s wall is represented in yellow, the air
inside the container as light blue particles, the air outside as purple particles, and the
simulated wall in green). Students were then able to run both models in real-time,
experimenting with different types of walls, theorizing about the thermal
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conductivity of different materials, and testing their hypotheses about the rela-
tionships between the materials, the wall thicknesses, and heat transfer. In this case,
differing from a traditional lab experiment in which the goal would be to fit a given
curve, the students’ goal is to dive deeper into the phenomenon by running multiple
comparisons between the real and the ideal systems, making changes in both.

4.2 Refraction

A second example of a bifocal model built by students concerned refraction
(Fig. 7). The physical model contained a water chamber, a sensor-enabled laser
pointer, and special moveable walls with a metric grid for measurement. The angle

Fig. 5 A model of the gas laws, with the physical sensor-enabled syringe (right) and the
computer model of the same syringe (left), connected in real-time

Fig. 6 A bifocal model for
studying heat transfer. On the
left, there is a chamber with a
heat source, removable walls
with different thermal
properties, and a temperature
sensor. On the right is the
analogous model with graphs
for side-by-side comparison
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of the laser pointer was automatically fed to the virtual model, where an analogous
system was built, and the virtual and the physical laser moved in tandem. Since the
laser pointer controlled the angle of its virtual counterpart, students could see
the deflection of the laser in both models at all angles. The light beam of the virtual
model was composed of myriad ‘‘light’’ agents (proxies for photons), which would
change their velocity upon entering a different medium (water).

Apart from the traditional bifocal setup, students also added a model mimic. The
group decided to build a physical version of the ‘‘light agent’’ (Fig. 8), comprised
of a two-wheeled robot placed in a box with two types of surfaces (smooth, made
of wood; and rough, of sand). When the robot crossed the boundary between the
two surfaces, the difference in speed of the two wheels would make it turn in a
manner analogous to that of the ‘‘light agents.’’

Fig. 7 A bifocal model for
refraction. On the top left is a
water chamber with a
computer-controlled laser
pointer, and on the bottom
right, the corresponding
computer model. The angle
of the physical laser is
detected automatically by the
computer, which updates the
virtual laser in real-time

Fig. 8 Students also built a
mimicked model of a photon
going through the air/water
interface
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4.3 Wave Dynamics

Another group of students built a model of a wave. The physical model consisted
of about 100 wooden sticks attached to a flexible ‘‘spine,’’ a wave generator (not
shown), and an array of infrared sensors to detect the vertical position of one wave
element (the black semicircular device partially occluded by the computer
screen in Fig. 9). The computational model generated waves based on equations
that students programmed, and the comparison between real-world and compu-
tational data could be easily seen on screen both as plots and as visualizations of
waves. One interesting aspect of this physical model is that at the same time that it
generates a ‘‘real’’ wave, it also makes explicit the agent-level behavior within the
wave (sticks going up and down). Therefore, it mimics the micro mechanism while
at the same time showing the aggregate, emergent behavior (Fig. 9).

Fig. 9 A bifocal model for
wave dynamics. On the left is
shown a computer with the
computational model and the
side-by-side comparison.
Toward the right, the physical
wave and the frequency
detector

Fig. 10 A bifocal model for
classical mechanics. On the
left, a computer with virtual
rollercoaster and the side-by-
side comparison is shown.
Toward the right, the physical
rollercoaster equipped with
position sensors
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4.4 Classical Mechanics and Newtonian Physics

The roller coaster model (Fig. 10) is an example of a bifocal model of another
class of phenomena: classical mechanics. In this model, a marble roller coaster
with several types of interchangeable loops was created, and the final speed of the
marble was detected with a pair of infrared sensors. On the computer model, there
were similar options for loops and types of marbles, and students could theorize
about the laws governing the motion of the marble as well as the influence of
friction and air resistance.

5 Case Studies: Framework

5.1 Methods and General Framework

In this section, I present several pilot studies that illustrate the learning outcomes
of bifocal modeling. My goal is to give an overview of the different types of
activities and learning that take place when students are building or exploring such
models, rather than focusing on just one set of empirical evidence. Therefore, the
structure of this section will consist of a series of brief case studies with different
groups of students in which different formats of implementation are attempted.

In the first study, high-school students built virtual and physical models of
bacterial growth in order to learn biology content, computational thinking, and
meta-modeling skills. The main research questions concerned (1) students’
understandings of the mismatch between idealized virtual and physical models; and
(2) how they came to their decisions on which variables and phenomenal factors are
necessary to include in their own theoretical models when given real-world data.
In the second set of studies, I examined different implementation models for bifocal
modeling in classrooms, including more open-ended, generative themes as well as
more restrictive tasks. I investigated many different implementation formats and
also varied the topic (Biology or Physics) and the degree of model construction
required (students building their own models versus students being presented with
ready-made models).

Because a full bifocal modeling activity comprises the use of many different
tools and techniques, as well as different modes of classroom facilitation, there are
a number of formats possible for its implementation. There are five major com-
ponents of a typical bifocal modeling activity, which may be presented to students
or ordered in different ways (see Fig. 11):

A. Content Research. In some studies, students are encouraged to use external
learning resources, such as the Internet or books, to gather information about the
phenomenon. This option may consist of independent research or be structured as
a traditional lecture; the format depends on the context of the study and students’
previous knowledge of the phenomenon. The general goal of this phase is to
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provide students with baseline information about the normative representations of
the phenomenon under scrutiny. Depending on the learning goals, we may leave
this phase to the end or eliminate it altogether.

B. Conceptual Design and Planning. Within a guiding theme/topic (e.g., gas
laws), students select variables they wish to explore, make hypotheses about what
they are about to observe, and create plans for their physical and virtual models
that may potentially address their hypotheses. In designing a virtual model, stu-
dents typically define the variables and conceptualize micro-rules or equations. In
designing a physical model, students create paper or computer drawings and select
sensors, building materials, etc.

C. Building/implementation (programming a computer model or developing a
physical model). In this stage, students actually construct physical models based
on their plans (e.g., a ball and ramp, a Petri dish filled with agar and bacteria, or a
system of interconnected beakers containing different substances) and virtual
models based on their initial ideas and hypothesis about the phenomenon (e.g., a
physics model of gravity and friction, an agent-based model of bacterial growth, or
a computer model of diffusion).

D. Interaction and collection of data. Students interact with their physical
models via direct observation and collect data using embedded sensors. Similarly,
they interact with the virtual model by running the model, changing its parameters,
observing the results, and recording data.

E. Comparison. Students compare the physical and virtual data, find discrep-
ancies, reflect on the reasons for the differences, and hypothesize about how to
change their models to make them match.

Depending on the format of each of the implementations described in this
chapter, we combined these five stages in order to design an activity compatible
with the learning goals and the time available. For example, in some implemen-
tations, because the time available was short, we provided kits with pre-selected
materials that accelerated the process of setting up the experiment. When pro-
gramming a computer model from scratch was not possible, we provided students
with a pre-programmed model or sample code (see more details in the following
sections.)

Four pilot studies will be presented. I will describe the first study (Biology) in
detail and discuss the three other implementations more briefly (Physics, Chemistry,

Fig. 11 Components of a
bifocal model activity: 1 The
physical model, 2 the
computer model, and 3 the
comparison between the two
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and ‘‘open-ended’’). I employed a design-based research framework in which
implementation, research, data analysis, and redesign are closely connected
(Confrey 2005; Edelson 2002). The four modes of implementation are summarized
in Fig. 12. The black rectangles indicate the design elements employed. (Note that
the ‘‘Research’’ element was not included in the figure; rather, all of the activities
began with the students engaging in research).

5.2 Bacterial Growth Study (Biology)

The first study was conducted with four female high-school students. The topic of
the workshop was bacterial growth. The study lasted for a total of approximately 5
hours, distributed across three afternoon sessions. The students’ first task was to
grow real bacteria using Petri dishes and a customizable time-lapse camera setup
(Fig. 13). Students first conducted content research on the bacterial growth curve
in groups of two. They were also shown a short video about bacterial growth in a
Petri dish. In the final task, the authors conducted a variation on a ‘‘paper mod-
eling’’ activity (Blikstein 2009; Blikstein and Wilensky 2009), in which students
collectively designed an agent-based model of bacterial growth on a whiteboard
(Fig. 14.) In the paper modeling activity, small groups of students created a
detailed block diagram of all of the aspects of a computer model and simulated a
few runs (without a computer). Students defined all the necessary variables for the
model, the required agents, their respective properties and rules, and their possible

Fig. 12 A visual summary of different bifocal modeling activities showing the blocks used in the
four studies (in black)
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interactions. The facilitator helped students translate their ideas into the proper
‘‘code blocks,’’ but once the students understood the general idea, the facilitator
merely documented students’ ideas on the whiteboard.

Fig. 13 Students preparing their petri dishes to grow bacteria (left), and the time-lapse camera
apparatus (right)

Fig. 14 Some small snapshots of the ‘‘whiteboard modeling’’ activity, in which students
collaboratively created a detailed block diagram of the code for an agent-based model of bacterial
growth
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5.3 Classical Mechanics and Newton’s Laws Study (Physics)

In the second study, in a workshop that lasted 6 hours, 11 high-school students
(4 females and 7 males) studied classical mechanics and Newton’s laws through an
investigation of the time required for a ball to travel down a ramp. The students
were first asked to build a physical model to investigate the variables affecting the
time needed for the ball’s descent. In groups of two or three, they constructed their
ramps and attached visible light and infrared sensors to detect the position of the
moving ball (Fig. 15). In this study, students did not create a computer model;
they only interacted with a model supplied by the facilitators. This model enabled
the students to simulate a virtual ball rolling down a ramp and to vary parameters
such as ball mass and ramp angle. Finally, the staff led the students in comparisons

Fig. 15 One of the projects in the ‘‘ball and ramp’’ study, in which students were given kits of
parts from which to build their ramps (above). The students then compared the final product with
a computer model programmed in NetLogo, which allowed the students to change several of its
parameters
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of the behavior of the virtual and real models—observing, in particular, that
the virtual model predicted that a ball’s mass would have no effect, whereas the
empirical data suggested otherwise.

5.4 Gas Laws Study (Chemistry)

In the third study, over a single 6-hour period, 11 high-school students investigated
the relationship among volume and pressure in a closed container. The students
were asked to interact with a preassembled syringe system with built-in pressure
sensors, and they collected data indicating the relationship between pressure and
volume. Next, they were provided a NetLogo computer model of the gas laws with
which they could interact and observe representations of how gas molecules
behaved in a container with a moving piston. As the volume of the physical
syringe changed, the computer model adjusted accordingly, so students could
compare values of virtual and real-world pressure.

5.5 Open-Ended Study

In this final study, students freely chose their topic of interest. The group contained
12 freshmen high-school students (11 male, one female), and the experiment was
conducted during an after-school program. Over a 3-day workshop (24 hours in
total), the students were asked to build a physical model, create a computer model
in NetLogo, and write a report comparing the two. Figure 16 shows a typical
project, a model investigating liquid diffusion, with the physical model on the left
and the computer model on the right.

6 Case Studies: Data and Discussion

This section will begin with a narrative and comments on several episodes cen-
tered on the perceived and hypothesized affordances of bifocal modeling. Based on
the literature review and previous work (Blikstein 2012; Blikstein and Wilensky
2007), we defined the following recurrent learning outcomes of these activities,
which we now illustrate with commented descriptions of episodes and transcrip-
tions of the studies described in the previous section:

a. Students’ adoption of more sophisticated strategies to resolve model mismatches.
b. Learners’ convergence on a subset of variables relevant to a given phenomenon

after evaluating all possible variables.
c. Students’ critical evaluation of the assumptions of the models and their validity.
d. Translation between micro and macro perspectives.
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6.1 Iteratively Improving the Virtual Model to Resolve
Mismatch

The study concerning bacterial growth comprised creating a ‘‘white board’’ model;
‘‘running’’ it to envision how bacteria would multiply according to the model; a
comparison of the modeled results to the growth curve that the students obtained
from the physical data; and a resolution of the perceived differences between the
two processes through the addition to the virtual model of appropriate rules and
variables. The group repeated this process a total of four times in the 1.5 hours of
the session and developed an increasingly accurate model in the process. In
Fig. 17, we present a chronological list of the additions made by the students.

For example, at one point after ‘‘running’’ the virtual model, a student observed
that the growth curve was increasing exponentially from the start. She noted that
this finding was incorrect because the real growth curve had an initial flat ‘‘lag
phase’’ before beginning to grow. After a moment’s reflection, she remembered
that this outcome had occurred because real bacteria exhibit an initial phase
subsequent to inoculation in which they settle into their new environment before
multiplying. They had observed this both in their background research, and in
time-lapse movies that they generated or watched during the activity. She said,
‘‘We need to make a rule that it takes time before the bacteria grow.’’ Another
student added that this rule would have to include an exception for the maturation
period for subsequent bacteria, because it would apply only to the first bacteria in
the dish. After further discussion on how to code the lag phase into their system,
the students generated the following rule: ‘‘If a bacterium is in the first generation,
it has to wait two time steps before reproducing.’’ Running the model a second
time, the students could see from the resulting curve that they had successfully
generated the lag phase. The students conducted similar processes to add the other
relevant variables to their model.

Fig. 16 One of the projects
in the ‘‘open-ended’’
workshop. Note that the
physical model of diffusion
with sensors (on the left) and
the computer model in
NetLogo (on the right) are
connected in real-time. The
colored dots represent
molecules of two different
liquids mixing, and the graph
shows the level of mixing
between them over time
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6.2 Selecting and Converging on Appropriate Variables

When the students searched the Internet for information about bacteria, they
collected and recorded a great deal of information that was not necessary for the
modeling task that they had been given. For example, some students noted that
bacteria are prokaryotes, eat many types of human food, and live in a very broad
range of conditions. However, throughout the many iterations of whiteboard
modeling, students increasingly privileged variables that were necessary to define
the shape of the growth curve of real-world bacteria: food, moisture, waste, and
bacterial health. Global variables, such as temperature and oxygen, affect bacterial
growth, but the dynamics of the curve assume that these global variables are
constant or that the variations are too small to make appreciable differences. That
the students excluded these variables without prompting suggests that in this case
they implicitly understood the concept of controlled variables. Students also made

Fig. 17 A chronological list of the additions made by the students to the model and the instances
in which they ran it
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decisions regarding the level of specificity at which to describe the variables. Beth,
for example, took notes about multiple types of bacterial nutrients during her
research, but agreed with the group about the need to represent food as a single
variable of just one type. When asked for her rationale, she replied that she did not
‘‘need to be that specific for this model.’’ The idea of ‘‘convergence’’—students
developing a deeper understanding of the relative importance of different variables
and parameters, and focusing on just the most important ones—appears to be one of
the core learning outcomes of the study, and of bifocal modeling activities in
general. Creating and measuring a physical model forced them to make choices
about the data; and by having to select what to measure, what sensors to use, and
what to include in their models, students had to problematize and discuss the relative
importance of each of the variables and parameters, and understood that certain
variables could, for practical purposes, be treated as constants.

6.3 Critically Evaluating Assumptions of Models

In addition to learning about the variables relevant to bacterial growth, students
also reflected on the underlying assumptions of the models: in this case, the
representations of space and time. Space is represented in NetLogo as a grid of
square ‘‘patches,’’ units that represent variables such as location or food concen-
tration. This patchwork representation of space was explained to the students at the
start of the whiteboard modeling session, but during this introduction, it was only
presented as a way to quantify environmental variables such as the availability of
food. However, as the session progressed, the students noticed that in their virtual
models the bacteria were distributed randomly across the surface and filled the
entire surface uniformly as they multiplied. In contrast, the real bacteria formed
small circular spots. Seeking to explain the difference, the students engaged in a
discussion of how far bacteria can move, which quickly led to questions about the
unit of measure and its magnitude as well as the size of the grid system as a whole.
As Megan put it:

This square could be a whole dish, or it could be just a tiny spot in the real Petri dish… if
we were looking through a microscope, zooming in, they [the bacteria] will move much
more.

At the end of their discussion, the students decided that it was up to them to
define the size of the virtual world that they designed, provided that they kept
everything in proportion. In previous work (Blikstein and Wilensky 2007), we
have observed students reconsidering space in their computer models and
engaging in sophisticated discussions about sampling and the size of molecules
relative to that of the containers. Students reached similar conclusions, noting that
the arbitrary size of the model ‘‘seemed’’ unrealistic, although the model remained
useful for their projects, which demonstrated the further understanding that models
need not be perfect representations of the physical realities they elucidate.
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Time in NetLogo and in the whiteboard model was represented as a series of
discrete steps called ‘‘ticks.’’ In discussing the proper time delay for the lag phase,
one student realized that the group had not agreed on the relationship between
ticks and real-time. She asked:

Do bacteria get food and moisture each minute? Each hour? Each day? Right now we are
just doing this with ticks… how can we translate the ticks into real time?

At the end of another discussion about the time scales of bacterial growth in the
real world and in the NetLogo model, the students decided that if real-world
bacteria multiply every 20 minutes, the same value should apply for the virtual
world—so how should they deal with the virtual ‘‘ticks,’’ and should the computer
model run at the same ‘‘speed’’ as the physical phenomenon? Although the stu-
dents did not entirely resolve these questions regarding the representation of time
and space within their model, their questions indicated that they had achieved a
more sophisticated awareness of the assumptions made in the process of creating a
theoretical model. This realization is at the heart of critical scientific thinking, and
students understood that even seemingly unrealistic assumptions or abstractions
can be ‘‘good enough’’ for modeling purposes. At the same time, they engaged in
refined discussions about how their own assumptions about time and space could
change depending on the focus of the investigation, so a ‘‘good enough’’ model
would depend on the goals of the scientist.

6.4 Meta-Modeling

Meta-modeling knowledge entails the understanding of the purpose and benefits of
scientific models as well as an acknowledgment of their limitations. My initial
hypothesis was that students would change their epistemological stance regarding
the credibility of computer models after they developed their own virtual model of
a phenomenon and compared its results with the behavior of the physical one.
Over the course of the studies, this hypothesis was confirmed. On the mid-test of
one of the studies, although 77 % of the 13 participants answered that a virtual
model of a phenomenon is not the same as the phenomenon itself, their expla-
nations of the differences between the models were generic and unspecific. (The
mid-test was administered after Internet research but prior to model building and
comparison.) Asked on the mid-test if they thought the virtual model was similar
to what was happening to bacteria in real life, most students responded that the
virtual model was just an instrument used to ‘‘get closer’’ to real phenomena.
However, by the time of the post-test, the students had developed more specific
ideas about the similarities and differences between the virtual model and the real
phenomenon. As we see in the following excerpts from the post-test, the students
identified more accurately the limitations to the virtual models that emerged in
comparisons with physical ones:
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Student 1: ‘‘[In the physical experiment] we get to see factors that were not used in the
simulation.’’
Student 2: ‘‘…there might be factors that we don’t know of, that were not included [in the
computer model], and are important to bacterial life.’’
Student 3: ‘‘It’s more precise [the real experiment] than an actual computer, […]
observing things that would actually happen in reality and not in the computer program’’.
Student 4: ‘‘A computer model can make a good estimation, but for real data, one needs to
study the actual bacteria.’’
Student 5: ‘‘In the physical model we get to see the actual thing, […] we get to see factors
that were not used in the simulation.’’

We also observed that in their post-test, students had much more specific
explanations regarding their models’ limitations. For example, some students
conjectured that the relatively straight, step-shaped lines they observed in their
computational model of bacterial growth resulted from the ‘‘lack of randomness’’
in the model.

Student 6: ‘‘We were given a ‘‘step’’ pattern because all bacteria were gathering resources
at the same rate, within a species.’’
Student 7: ‘‘The virtual model is not completely the same as the real bacteria, because they
all reproduce at once.’’
Student 8: ‘‘…I don’t think the virtual model is similar to what is happening in real life,
since ours [the virtual model] did not incorporate all of the actions of real bacteria, such as
colonies…I believe that one reason for these differences is that the bacteria in our sim-
ulation were not very random.’’

Additionally, students’ answers demonstrated that they better understood the
added value of investigating both a physical phenomenon and a virtual model. One
student, for example, admitted the limitation of virtual models, but emphasized the
importance of evaluating such models in order to gain critical perspective:

Student 9: ‘‘...However, now that I have experienced the inaccuracies that virtual models
produce, I will be able to comprehend in my head that those models are not completely
accurate. I think knowing the differences between a virtual model and a real model is
important, because it makes people use a skeptical perspective, that will help them
understand there is more to a concept than meets the eye; furthermore, it shows them that
they should not just accept everything their teacher throws at them, but that they should
independently dig deeper into the subject and run experiments, so they can gain a deeper
understanding.’’

6.5 Various Approaches to Resolving Mismatches

One final aspect within this process of developing more complex inquiries into the
relationship between virtual and real models is an examination of how students
resolve the mismatches. The results of these four pilot studies suggest that changes
in the design of a bifocal modeling activity tend to change student approaches to the
resolution of such model mismatches (see Fig. 12). In this section, in place of an
analysis of particular aspects of the bacterial growth study, I shift the focus to the
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differences between the implementation models to investigate how the presence of
each of the components of bifocal modeling alters student engagement and learning.
For example, I was interested in determining how the presence of a longer model-
building phase would influence how students conducted the model comparison.

In the first study (bacterial growth), I designed the activities so that the students
focused chiefly on creating a conceptual, agent-based model that would match
the behaviors to the real-time-lapse video data. Even though they did not write the
code, the students actively constructed a model on the whiteboard. Overall, the
group’s method involved ‘‘running’’ a few steps of their whiteboard virtual model
to predict how the bacteria grew, followed by a comparison of the results with
those obtained when they approximated the growth curve based on the physical
model. Then, they worked to resolve the perceived differences between the two by
adding to the virtual model rules and variables. In general, as discussed in the
following paragraphs, I observed that the students in this study were more engaged
in investigating the behavior of the phenomenon due to the intensity of the model-
building activity.

In the second study, which focused on the ‘‘ball on a ramp’’ model, I made
different design decisions based on the size of the group (11) and the available
time (6 hours in total). The students partially designed and developed their own
physical model, but I provided the virtual model to them so that the emphasis was
simply on their interactions with the premade virtual model. As the students
proceeded with the activity, they became more critical about their own observa-
tions, rather than questioning the premade model and its assumptions. For
example, in the physical experiment, heavier balls appeared to roll more rapidly
than lighter ones, possibly as a result of slipping and the decreased effects of air
resistance and friction. When the virtual model appeared to refute the idea that
heavier balls would roll faster (which they had observed in their physical exper-
iment), the students were surprised, and they ended up trusting the provided
computer model over their own observations. For example, when asked which
model better represented the scientific phenomenon, one student responded,
‘‘…the virtual model! It is computerized and can calculate the time. It is a com-
puter, so we trust it!’’ In general, the students never questioned whether the
computer model could possibly be wrong; they just assumed that because
the models were (supposedly) created by experts, and ran on computers, they
would be ‘‘right.’’ Even in the face of consistently contradictory evidence from
their physical experiments, they never distrusted the computer model.

In the ‘‘gas laws’’ study, the emphasis was again on interactions with premade
models rather than on creating them. In this case, the students did not build either of
the models: they were given both a physical and a virtual model. The students were
tasked with collecting real-time data from the pressure sensor and comparing them
with the ‘‘ideal’’ data generated by the premade virtual model. The students criti-
cally evaluated the scientific experiment with sensors and offered many ideas about
how to improve it, attempting to make sense of the discrepancies between the two
datasets. For example, when asked about the discrepancies between the pressure/
volume graph generated by their own physical measurements and the one generated
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by the virtual model, the students suggested potential causes, including the accu-
racy of the sensor and data-logging software. Again, they never indicated that the
virtual models might have been wrong. For example, during an attempt to critique
their physical model, the students only looked for technical issues such as sensor
limitations or the limited compressibility of the air inside the syringe. Judging by
their remarks during the activity, as in the previous study, the students did not even
consider that the computer models could have been wrong or even imperfect. They
took the accuracy of the models for granted and simply critiqued their own data,
even after having repeated the experiment many times with similar results.

The design of the last study was very different. The students not only had to
generate their own idea for a project but to design both the physical and the virtual
models from scratch. During the construction of the physical model, many
dissimilarities became apparent. For example, one group decided to build a bridge
to investigate how much vibration it would withstand, together with an accom-
panying computer model (Fig. 18).

During the construction of the bridge, the facilitators encouraged the students to
run systematic experiments with different frequencies of vibration, comparing the
results with those achieved using the canonical formula. Even though they were
able to construct a plot that approximated the canonical formula, it was not a
perfect match due to an intrinsic error in the empirical measures. At first, the
students felt that their model was incorrect because it did not fit the theoretical
curve perfectly, which was a significant disappointment for them. However,
through multiple cycles of measurement and system rebuilding, the students
realized that they always obtained ‘‘messy’’ results and that reaching their initial
goal of a perfect fit was not just a matter of ‘‘getting it right’’; it was, in fact,
impossible. The students tried to carefully control the voltage source (which, in
turn, controlled the vibration frequency) as well as the location of the sensors and
the magnetic pieces, but they ultimately realized that they could not make the
models exactly match, even after multiple changes to both models.

Fig. 18 A bifocal model for
bridge harmonics, with the
computer model (left), and
the physical bridge with a
wave generator and position
sensors (right)
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Although this process required significant resources in terms of facilitation and
time, I hypothesize that, by constructing both the computer and the physical
models and by ‘‘glass boxing’’ the entire process, the students obtained a much
more comprehensive set of tools that they were able to use to make sense of the
differences and mismatches they observed, as evidenced by the sophistication of
their attempts to make the two systems consistent with one another.

One last example from this implementation model sheds some light on the
usefulness of full-fledged bifocal modeling activities in which students build both
physical and computer models. A group of three students became interested in
building a model that would explain how an ice cube melted (Fig. 19). They froze
temperature sensors inside an ice cube and placed it on top of a heat source
(a toaster oven), which was instrumented with the same type of sensors. The
students carefully tracked the temperature of the surface of the heat source and that
of the ice cube, and they examined the two plots to generate a tentative equation
and curve that related them (see top right plots in Fig. 19). However, after a few
hours had passed, they realized that their equation was not a mechanistic model of
what was happening with the ice cube—it merely depicted a numerical relation-
ship. Even after several refinements, the students were uneasy about their project
because they wanted to go deeper into the melting mechanism to understand why
the ice was melting rather than simply how fast the process was proceeding. They
then embarked on a much more ambitious project: the creation of a NetLogo
model to describe what was happening microscopically inside the ice cube. The
students programmed an atomic-level, agent-based model (see the bottom right in
Fig. 19) in which the atoms were connected by springs and were allowed to vibrate
and eventually break off, and in which ‘‘heat waves’’ (represented by small tri-
angles at the bottom) would collide with the atoms and increase their vibrational

Fig. 19 The melting ice cube model. The toaster oven which was melting the ice and the
physical apparatus are on the left. Students created two computer models connected to the
sensors: a macroscopic (top right) and a microscopic one (bottom right)
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energy. In this way, the students arrived at a remarkably complex and accurate
mechanistic model of melting by pursuing several iterations of model building and
comparison, utilizing physical and computer models. Ultimately, the students
realized that the equations that they were given at school (which they had been
using as a reference pattern in the initial part of their project) did not reveal the
mechanism of the phenomenon, the discovery of which was their main project
goal. I would suggest that the bifocal modeling activity gave the technological
tools and epistemic framework that led them to the insight into the imperfections
of the models and inspired them to attempt increasingly complex endeavors. Their
goal, which originally was simply to generate hypotheses about ‘‘blackboxed’’
numerical relationships, became the acquisition of deep insight into the mecha-
nisms behind these relationships.

These last two projects illustrate that despite the significant resource require-
ments of time, materials, and facilitation, the full-fledged method of bifocal
modeling does lead students into uncharted epistemological territory in which they
build and compare multiple models using multiple representational media to make
sense of micro- and macro-level mechanisms and real-to-virtual reciprocities.
These are results that the previous studies could not elicit. However, further
research must determine whether there are less resource-intensive ways to achieve
similar goals.

7 Conclusion

I started this chapter with the story of Faraday and his ‘‘motor kit’’ to illustrate that
real scientific inquiry has been deeply connected with scientific instruments and
physical devices. The making of science has always been a complex dialog
between the real and the ideal worlds, but this process is absent from science
classrooms and labs. Rather, class and lab are compartmentalized and divorced,
and the discrepancies between these two worlds are taken as impediments to
learning. The bifocal modeling framework hypothesizes that the opposite is true:
diving into these discrepancies could actually be quite generative for learners.

In this chapter I offered initial data and insights into the learning outcomes of this
new epistemic game (Collins and Ferguson 1993), in which students build and
compare physical and virtual models in real-time. In particular, I compared many
different implementation models to highlight what was gained with each new
activity design element. The first study was a ‘‘proof of concept’’ that established the
feasibility of the exercise and indicated some of the learning gains of students
engaging in bifocal modeling, which was followed by a comparison of three
implementation models. In conducting these four studies, I observed at least one
overall pattern across different implementations: resources that are given to students
have a different perceived value than do resources that the students build themselves.
‘‘Given’’ resources are nearly always trusted without question because they are
perceived as generated by experts and formalized by computers (which ‘‘cannot be
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wrong’’). Thus, the only way for a student-constructed resource to have in their eyes
the same validity as one provided by an authority would be for it to perfectly match
the latter. This asymmetry may be counterproductive for students, especially when
the resource in question is an idealized theoretical model, which the physical data
will never perfectly match. When manipulating models in this scenario, students
tend to distrust their own data, which defeats the purpose of building physical models
and collecting sensor data. Since this is how students work with empirical data in
most school science labs, the implication of this finding is that ‘‘cookbook’’ labs
might be achieving the opposite of their intended outcome: instead of empowering
students as scientists, they may make learners misconstrue the relationships between
real and idealized systems, and mistrust their own data and empirical results.

A second pattern that can be observed in the findings of this research is that in
studies without computational model building (the gas laws and ball/ramp studies),
the students’ level of sophistication in comparisons of real and virtual models was
lower, and their epistemological stance was even more rigid: they would critique
their work and their own observations, but they would rarely question the com-
putational models that were provided to them.

I also observed that the benefits of model-building manifested even if the
students were not coding but were instead creating ‘‘whiteboard models’’ with
paper or a whiteboard as a ‘‘computational surface’’ that allowed them to enact the
conjectured agent rules. Within this context, the use of the physical model as a
reference pattern in the creation and refinement of the virtual model was generally
effective. When the students were instructed to design a virtual model that rec-
reated the bacterial growth curve, they used their previously learned knowledge
about the curve and the physical appearance of the bacteria as a reference pattern
that indicated what their model should generate. When the model data did not
match the observed data, they returned to the model and made changes.

One key conclusion that we can draw from these four implementations is that the
full model-building experience (both physical and virtual) was indeed a richer
learning experience compared to the other implementation models, especially for
the students who built several versions and types of computer models. Further
research is needed to determine the degree to which model building can be
abbreviated without a significant decrease in learning gains and engagement. It
seems that with the proper facilitation and careful choices regarding which mod-
eling phase to abbreviate (e.g., bacteria study), relatively rich learning outcomes
could be achieved in a dramatically reduced time frame. Nevertheless, these studies
have shown that model building, rather than simple access to sensors and tangible
learning tools, was the determining factor in the students’ deep engagement with
the phenomenon. The data also suggest that students’ explorations into real and
ideal systems, their affordances, boundaries, and limitations, if properly facilitated,
could constitute a generative and rich space for learning both the content and the
epistemology of science. Rather than dismissing the real-world as too messy and
cognitively demanding, or virtual systems as too perfect, we should let students
playfully explore, connect, and learn from their incongruities and contradictions.
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