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Abstract 
In the crisis management environment, tunnel vision is a set of bias in decision makers’ 

cognitive process which often leads to incorrect understanding of the real crisis situation, 

biased perception of information, and improper decisions. The tunnel vision phenomenon 

is a consequence of both the challenges in the task and the natural limitation in a human 

being’s cognitive process. An information assistant system is proposed with the purpose 

of preventing tunnel vision. The system serves as a platform for monitoring the on-going 

crisis event. All information goes through the system before arrives at the user. The 

system enhances the data quality, reduces the data quantity and presents the crisis 

information in a manner that prevents or repairs the user’s cognitive overload. While 

working with such a system, the users (crisis managers) are expected to be more likely to 

stay aware of the actual situation, stay open minded to possibilities, and make proper 

decisions.   
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1 Introduction  
 

Crisis is generally understood as an urgent situation with a negative outcome. Crisis 

management is a strategic management activity aiming to prevent or minimize the 

negative impact of a crisis. It is a time-critical task with high uncertainty, high risk, and 

high information density (information overload). Stress and possible cognitive overload 

may lead to incorrect understanding of the actual crisis situation and biased confirmation 

of information, as we call “tunnel vision phenomena”. Computers have several 

advantages over the human brain which have great value for the prevention of tunnel 

vision. For example, they are better at information recording, multi-tasking and complex 

calculation. They act only on logic, but not on emotion. Aiming at the prevention of 

tunnel vision, we propose an information assistant system to enhance the information 

quality, deal with information overload, and reduce the user’s cognitive load. We believe, 

when working with such a system, human managers are more likely to keep a clear mind 

of the real situation and stay open-minded when making decisions. 

The outline of the remainder is as follows: Section 2 describes the challenges of 

crisis management and the existing applications of IT and AI technology for the crisis 

management support. Section 3 introduces the phenomena and definition of tunnel vision. 

Cognitive psychology theories give further explanations of why tunnel vision occurs. 

Section 4 presents the overview of the proposed information assistant system. Sections 5-

7 zoom into three aspects in the system design. Section 5 presents the representation 

strategy of a crisis scenario. The modality planning module, which is the research focus 

of the author, will be described with more details in section 6. The function and structure 

of the reasoning and mining module will also be further discussed in section 7. However, 

it will not be one part of the author’s individual research.  

 

2 Crisis management  
 

2.1 Definitions of crisis  

The word “crisis”, or alternatively “disaster”, “hazard”, is generally understood as an 

urgent situation with negative outcome. Crises come in many forms, including: 1) Nature 

and man-made disasters, such as earthquakes, storms, floods, oil spills, chemical fires and 

explosions; 2) Transport accidents, such as car, train and air plane crash; 3) Terrorism 

and civil attacks, such as bombs and gun shootings;  4) Economic crises, such as inflation, 

company bankruptcy and stock market crashes.  

Due to the diversity of the crisis domains, the definition of crisis differs in different 

fields. In economical field, a crisis event is defined as “a major occurrence with a 

potentially negative outcome affecting an organization, company, or industry, as well as 

its publics, products, services, or good name” [1] or “a low-probability, high impact event 

that threatens the viability of the organization and is characterized by ambiguity of cause, 

effect, and means of resolution, as well as by a belief that decisions must be made swiftly” 
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[2]. More generally, Smith [3] defined hazard as “a naturally occurring or human-induced 

process or event with the potential to create loss, i.e., a general source of danger”. Fritz [4] 

defines disaster as “an event, concentrated in time and space, in which a society, or a 

relatively self-sufficient subdivision of a society, undergoes severe danger and incurs 

such losses to its members and physical appurtenances that the social structure is 

disturbed and the fulfillment of all or some of the essential functions of the society is 

prevented”.  

Regardless of different domain, crisis events often share several common 

characteristics: 1) high importance 2) high urgency 3) high uncertainty. 

 

2.2 Crisis management 

Crisis management, or in another name – emergency management, is “the discipline and 

profession of applying science, technology, planning and management to deal with 

extreme events that can injure or kill large numbers of people, do extensive damage to 

property, and disrupt community life” [5]. It is a strategic management activity aiming to 

prevent or minimize the negative impact of a crisis. The characteristics of a crisis event 

make the domain extremely challenging. Here we highlight a set of main challenges. 

1) Time critical 

Crisis management is a time-dependent task. Time is an essential issue during the 

whole crisis management process. It is measured in minutes and seconds. A new-forming 

crisis requires concern and response as soon as possible. Timely and correct decisions 

may shorten the crisis lifetime and reduce the negative impact. It is not exaggerated to 

say “time is money” and “time is life”. 

2) High risk 

Crisis management is a high-risk activity. Decision makers know that their unsuitable 

decisions would cause more loss or even lives. High risk brings great stress which is a 

mental obstacle for the crisis manager to give a high quality performance.  

3) Large quantity, low quality information 

Crisis managers typically have to deal with information overload [6-9]. Decision makers 

face large amounts of historical information to dig through. New information is being 

added with a high rate. It is difficult to identify what information is relevant to the 

decision. To make it worse, the quality of information is often very low. They may be 

distorted, misrouted, or concealed [6, 9]. Inconsistent information chunks needs to be 

pieced together into an accurate understandable picture of reality. 

4) large uncertainty 

Crises are low frequency events; as a result, almost everything in a crisis is an 

exception to the norm. Decision makers often don’t have sufficient knowledge or 

experience to draw upon. The next event may not resemble the last event in ways that 

would permit theoretical constructs to be developed [10]. Future more, there is no way to 

predict what information is going to be needed and who is going to need it. There is no 

way to predict exactly who is going to be doing what, when, why and/or how at the 

command and control level in a crisis environment. In another word, the exact actions 

and responsibilities of the individual in a large crisis response group cannot be 

predetermined. It also means that one cannot exactly predict what they might be 

interested in ahead of time [11]. 
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Crisis management is about communication and collaboration. It requires effective 

communication and collaboration between various players. However, the function of 

crisis managers is especially important. Except the historical cases they experienced, the 

simulation trainings they had, the predesigned routine they learnt, their performance for 

the next emergence response task is also a function of the following factors: 

1) The stress level of the crisis manager 

When an event is unexpected or novel, lack of decision readiness induces stress. The less 

familiar the crisis event is and the less ready decision makers are to deal with it, the 

greater the stress that they experience [9]. The stress results in changes in both the 

information and control processes of a person, and, because of these changes, a person's 

behavior becomes less varied or flexible [12]. 

2) The quality of information crisis manager receives 

The quality of information is a very important factor of the quality of the crisis 

decision. In order to improve of the response process, it is extremely important to have an 

information aid which can help the crisis manager to learn and understand what actually 

happened before, during, and after the crisis[11].        

                                                                                                                                                                                                

2.3 IT&AI for crisis management 

Crisis management is in nature a multi-disciplinary research topic. Research efforts from 

different domain need to be joined effectively to fulfill the comprehensive task. The use 

of information and communication technology has been applied to all phases of crisis 

management: preparedness, planning, training, response, recovery, and assessment [8]. 

A set of IT-based crisis planning tools has been described by Nunamaker [9] for 

organizations to become more intelligent by supporting and improving their cognitive 

activities. The tools operate a sequence of carefully designed cognitive events to help 

decision groups acquire expertise in managing crises and learn how to deal with any 

situation. Desimone [13] discussed the application of artificial intelligence planning 

technology to a crisis management task in the context of several cases studies involving 

military and non-military crisis management activates.  

In recent years, Agent technology [14] has been used to support many processes 

throughout the crisis management cycle from mitigation and preparation to actual 

response and recovery [15]. Main research areas are: 1) agent-based simulation systems 

[16, 17] 2) agent-based decision support systems [18] 3) agent-based network-centric 

systems [19-22].  

Decision making support is another topic which has gained much research effort. 

Chapman [23] described a decision making aid by providing focused mining of 

unstructured data to create a timely structured data repository. Semantic Web and natural 

language technologies are applied. Shilov [18] presented a decision mining method which 

finds the common preferences for each role of decision making participants and 

automatically selects the best decisions in a typical situation based on the preferences. 

Data mining and context modeling technologies are applied. 

Although computers play an important role in supporting emergency response, the 

traditional human-computer interaction (mouse and keyboard) present a bottleneck at 

interface level by encumbering the information exchange [24]. Hence, multimodal 
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human-computer interfaces are designed to allow more effective and efficient 

communication between a wide range of users and devices [24-27]. In these multimodal 

systems, current data and events are visualized in a dynamic interactive map with high-

resolution. Users can naturally interact with the large screen display through gesture, 

speech and facial expression. 

 Turoff, M. et al. [11] defined a framework for the sensible development of 

flexible and dynamic emergency response information systems. First, they organized 

a set of premises and concepts which cut across all types of crisis and emergency 

management task. Based upon them, they systematically developed a set of general 

and supporting design principles and specifications. 

 At last, it is commonly agreed that, despite of how powerful and helpful 

information technology is, in emergency operations, humans are in charge of 

technology but not replaced by them.  

 

3 Tunnel vision 
 

3.1 Tunnel vision in various fields 

The term “tunnel vision” originally comes from the medical domain. It was coined by 

Donders in 1855 and refers to a group of retinal diseases with common attributes, such as 

retinitis pigmentosa or glaucoma
1

. Tunnel vision patients suffer from the loss of 

peripheral vision with retention of central vision; therefore they have a constricted 

circular tunnel-like field of vision. So far the cure for tunnel vision diseases remains an 

unsolved problem, however several eye research institutes have been working on special 

glasses which open up a whole new world for tunnel vision patients
2
. 

The term “tunnel vision” has been adopted by many other research works outside its 

original domain and redefined according to different research tasks. In the website 

visibility research of Hasan et al [28], tunnel vision is understood as the phenomenon that 

website users get too familiar with the content and layout of frequently visited Web sites. 

It is one of the main visibility concerns facing information delivery and knowledge 

exchange through Web sites. Several technologies have been proposed to overcome 

tunnel vision and enhance the visibility of information. 

Norman [29] used the term “tunnel vision” in his research on how affect influences 

human behavior. Negative affect focuses the human mind, leading to better concentration. 

It causes tunnel vision when creative problem solving is required. Norman gives an 

objective view of tunnel vision. He points out that it can lead to harm sometimes, but it is 

good when we need to concentrate attention to avoid distraction by irrelevant, extraneous 

matters.  

Tunnel vision is also adopted by criminal justice research in the law domain. In the 

research works from Dianne [30] and Keith et al. [31], tunnel vision is viewed as a 

natural human tendency that has particularly pernicious effects in the criminal justice 

system. Compendiums of common heuristics and logical fallacies lead actors in the 

                                                 
1
 http://www.lowvision.org/retinitis_pigmentosa.htm 

2
 http://www.wyff4.com/health/10570682/detail.html 
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criminal justice system to focus on a suspect, select and filter the evidence that will build 

a case for conviction, while ignoring or suppressing evidence that points away from guilt. 

As a summary of above, the term “tunnel” always indicates “limited” or “biased”, 

while “vision” evolves into “attention” or “cognition”.  

 

3.2 Tunnel vision in crisis management 

In this research, “tunnel vision” is transplanted into the crisis management area. As 

discussed in the previous chapter, the characteristics of crisis events make the emergency 

response task very comprehensive and challenging. It is especially true to the decision 

making group (crisis managers) in the crisis response center. Too much information and 

too little time may lead to cognitive overload. In a stressful and cognitive overload 

situation, the decision makers often have the tendency to have biases in their situation 

understanding and problem solving processes. The phenomena of tunnel vision, though 

not the exact term, are mentioned by many emergency response related researches with 

different focus according to different application and domain background. We summarize 

the tunnel vision phenomena into two main aspects. 

1) Empiricism  and bias on option perception 

Under stress due to the time urgency and the lack of necessary information or 

coordination awareness, crisis managers tend to create one coherent description of the 

real world without full awareness of what was actually happening. They also tend to rely 

on standard operating procedures, previous ways of understanding without reexamination. 

However almost everything in a crisis is an exception to the norm. With luck, their 

behavior may fit the situation. More often, though, it does not [9, 11].  

2) Bias on information confirmation and option perception 

Once an understanding is forming, the crisis managers tend to perceive and confirm 

only clear and familiar information which aligns with their subjective understanding and 

explanation of the crisis situation. Research has shown that correct but ambiguous or 

contradicting information is easily discarded, while confirmative and neutral information 

are used to strengthen the initial beliefs [32-34]. Once a solution is forming, they tend to 

stick to it without examining other possibilities. This may lead to a growing bias in the 

diagnosis of the real crisis situation, which in turn cause costly delay and loss [9, 11, 35].  

 

In order to better understand the cause of tunnel vision and further explain the 

phenomena, literature studies into the psychology domain have been carried out. A 

couple of cognitive psychology theories show that human beings in nature have 

difficulties in reasoning, decision making and problem solving, when they are facing 

large amount of information, complex task, high uncertainty, stress and threat.  

1) Effect of uncertainty – judgment limitation 

Humans are limited to judge and make choice in complex situations. Faced with 

extreme uncertainty, humans tend to increase their search for information, often in self-

fulfilling ways, while simultaneously shutting down some channels of communication, 

and relying on familiar or formal information and channels [36]. When people assess the 

probability of an uncertain event or the value of an uncertain quantity, they rely on a 

limited number of heuristic principles which reduce the complex tasks of assessing 

probabilities and predicting values to simpler judgmental operations. In general, these 
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heuristics are helpful, but sometimes, these lead to severe and systematic errors [37]. In 

the specific task of crisis response, decision makers often construct overly simple 

representations of the actual problem and solve problems by breaking them up and 

solving the components separately and then using the aggregation as the solution. Such 

oversimplification does not guarantee optimal solutions to complex problems. 

2) Effect of information overload - cognitive load capacity limitation 

Cognitive Load refers to the load on working memory during problem solving, 

thinking and reasoning (including perception, memory, language, etc.). It is mainly used 

in educational psychology researches related to the human learning process and 

instruction design [38-41]. Cognitive Load Theory [38] states that optimum learning 

occurs in humans when the load on working memory is kept to a minimum to best 

facilitate the changes in long term memory. Working memory (short-term memory), 

which has been described as “hub of cognition”, refers to the system responsible for the 

temporary storage and concurrent processing of information [42]. It is severely limited 

and serves as an important bottleneck in human information processing [43]. Therefore, 

any complex problem that requires a large number of information items and variables to 

be held in short-term memory may contribute to an excessive cognitive load. Cognitive 

overload occurs when available cognitive capacity is not sufficient to meet the required 

processing demands.   

Fowlkes et. al. [44]  described a cognitive load model with 3 measurement factors: 1) 

percentage time occupied 2) level of information processing 3) number of task-set 

switches. According to their model, cognitive overload can occur when the operator does 

not have enough time to finish the tasks, the operator tasks are too complicated or the 

operator has to perform too many tasks at the same time (or a combination of any of these 

elements).  

3) Effect of stress and threat 

Due to the limited cognitive capabilities, there is a general tendency for individuals, 

groups, and organizations to behave rigidly in stressful and threatening situations. A 

threat may result in restriction of information processing, such as a narrowing in the field 

of attention, a simplification in information codes, or a reduction in the number of 

channels used. Thus, human cognitive process becomes less varied or flexible [12]. 

 

The above theories provide much deeper insight on why the tunnel vision phenomenon 

often occurs in the crisis management environment. The phenomenon itself can also be 

further explained by two psychology terms, the framing bias and the confirmation bias. 

1) Framing bias 

A “decision frame” is the decision maker’s cognitive representation of a task [45, 46]. 

The decision maker uses this frame to evaluate the outcomes and contingencies 

associated with a particular choice [47]. For example, a clinical practice frame of a 

physician is his mental interpretation of the results of clinical trials (numeric data). It 

influences the physician’s perceptions on the worth of treatments. After a consumer 

watched a product advertisement, his mental interpretation of this advertisement (frame) 

influences on whether he is willing to buy the product or not. In the crisis management 

domain, the decision frame of a crisis manager is his mental understanding of the crisis 

situation. It influences his decisions on how to respond to the crisis.  
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“Framing” is the cognitive process of building a decision frame from the information 

related to a given decision problem. Framing often can be done in more than one way 

[47]. Any single frame yields a partial view of a problem and may evoke different 

choices [48].  Therefore, biases in the framing process may lead to improper decisions. 

The framing bias in crisis management refers to the crisis managers’ tendency to create 

one coherent understanding of the crisis situation based on their experiences without 

reexamining.  

2) Confirmation bias 

Confirmation bias is perhaps the best known and most widely accepted notion of 

inferential error on human reasoning. It refers to a fundamental tendency to seek and 

interpret formation consistent with their current beliefs, theories or hypotheses and to 

avoid information and interpretations which contradict their current beliefs. This is an 

unconscious selection and neglect process. There springs up, also, an unconscious 

pressing of the theory to make it fit the facts, and a pressing of the facts to make them fit 

the theory [9, 49, 50]. The confirmation bias in crisis management refers to the crisis 

managers’ tendency to confirm only the information which falls in harmony with their 

understandings and ignore the other information.  

 

We define “tunnel vision” in crisis management context as “the phenomena of framing 

bias and confirmation bias in the crisis managers’ cognitive processes due to high risk, 

high stress, high uncertainty and high information density caused by the crisis event”. If 

an improper decision frame is continuously confirmed, the growing bias may lead to 

costly delay and errors. 

 

3.3 Why and how the computer can help 

Considering the specific task of crisis management, computer systems have several 

advantages over the human brain which have high value for the prevention of tunnel 

vision. First of all, the computer beats the brain with information recording. The 

computer is able to continuously record data into its memory with high speed, regardless 

of the quantity and the quality of the data. If necessary, data can be copied to external 

memory for long term storage. From the capacity point of view, the human brain is 

absolutely not a loser. The average brain can hold about 100 million megabytes 

information. But a task such as remembering a large chunk of incoherent information 

normally takes much time and effort. Without regular repeating, the memory gradually 

gets lost. 

Second, it is impossible for the brain to act without emotions while computers act 

only on logic. Researchers already proved that brains act on emotions, and many of our 

actions are based on our emotional side. We know that computers act completely on 

logical bits. All actions performed by computers are based on the instructions in their 

coding and other factors have no effect on them. It is not always a good feature. However, 

in the crisis management environment, the performance of a computer will not be 

influenced by stress or threat. 

Third, the computer is better at multi-tasking. Since the number of variables which 

the brain can hold in its short-term memory is limited, humans have difficulty to handle 

multiple tasks simultaneously. More concentration normally leads to better performance. 
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However, as long as the CPU power allows, the computer can process multiple tasks 

simultaneously without “distracting” each other.  

Furthermore, the computer exceeds the brain in fulfilling complex calculation and 

rule-based tasks. For example, the computer can easily become an excellent chess player 

by loading a software program with all the rules, strategies and possibilities; while human 

beings need many years’ training to reach the same level.  

Despite all the advantages, computers can never replace human beings altogether. 

They fail in the comparison of learning skills and adaptability. The human brain is an 

absolute winner at non-assisted learning, acquiring new skills, inducing conclusions from 

past experience and creating new methods to deal with new situations. Computers also 

encounter great difficulties on some tasks which seem to be natural for us, such as natural 

language processing, speech and vision recognition.  

As a conclusion, the goal of this research is not to develop an expert system program 

which replaces crisis managers to make decisions. However, the computer system works 

as an assistant who monitors crisis event, gathers and reasons the information, makes a 

relevant selection and presents to the human expert, aiming at helping him to stay aware 

of what actually happened and stay open-minded.   

 

4 The information assistant system 
 

When facing a task with high time urgency, high risk and high information density, such 

as crisis management, human beings show a set of cognitive biases in their problem 

solving processes, as we called “tunnel vision”. Since this research intends to repair and 

prevent tunnel vision by providing a multimodal information assistant service.  

As crisis events are diverse, the information involved in different types of crisis may 

have very different features. Before designing an information assistant system, the first 

thing to determine is the type of information the system will be dealing with. This 

research is a part of ICIS project
3
, the currently-used ICIS common crisis scenario is 

adopted for this research. Briefly, it is about a fire turning out in a tunnel, causing traffic 

jams and human injuries. Under the command of the crisis managers, fire team, 

policemen, and doctors work as a team. They successfully put out the fire, rescue all 

victims and recover the traffic (see appendix B for more details). The crisis information 

to be presented by the system includes phone calls to the response center, phone calls 

between any two devices on scene, video segments taken by cameras, and signals from 

all kinds of sensors (fire, smoke, temperature etc). The system users are crisis managers 

located in the crisis response center. The center control room is equipped with powerful 

computers and large displays. Except common communication channels such as 

keyboard and mouse, the user can also interact with the system via speech and gesture.  

Figure 1 shows the structure of the proposed information assistant system (also 

referred as “the system” in the remainder). It can be viewed as a platform for monitoring 

the on-going crisis event. All data goes through the system before it arrives at the user. 

                                                 
3

 This research is part of the Interactive Collaborative Information System (ICIS) program 

(http://www.decis.nl/html/icis.html). ICIS is sponsored by the Dutch Ministry of Economic Affairs, grant 

nr: BSIK03024.  
 



 11 

The system enhances the data quality, reduces the data quantity and presents the crisis 

information in a manner that prevents or repairs the user’s cognitive overload. The 

functions of each module are described in the following. 

 

1) the multimodal data fusion module 
The basic function of the multimodal data fusion module is to effectively interpret the 

combined semantics of multimodal inputs. Possible noises and errors contained in a 

single input modality can be reduced through the fusion of all input modalities [26]. As 

mentioned above, the inputs to be fused are speech, video fragments, and sensor signals. 

The human speech is interpreted through the fusion of speech signals, lip movements and 

gestures. The output of this module is a series of actions translated from the real-world 

crisis event and represented according to a pre-defined world model/ontology (section 5).                                                                                                                                                                                      

 

2) the reasoning and mining module 
The reasoning and mining module plays important role in the system. First, it intends 

to deal with information overload by grouping reduplicate information together and 

provides statistics for contradicting facts. Second, it reasons about the available facts and 

causal relations, attempting to select information which needs more concern, and in turn, 

has higher presentation priority. As the effects of the foregoing two functions and the 

data fusing function, the crisis information quality is improved and the quantity is 

reduced. Furthermore, when the user consults the system via the query interface (see 

figure 1), this module fulfils searching processes for relevant information. 

 

3) the system memory and the information query interface 
We construct a crisis world model (ontology) to describe all real-world entities 

involved in the crisis and all possible types of actions. Based on the ontology, the system 

records the crisis scenario into a context-aware graph structure. The graph representation 

extends with time as the crisis event develops. Human beings have a limited amount of 

working memory, especially in a stressful situation. The memory of the system serves as 

an extension of the crisis managers’ working memory. Via the information query 

interface, the users have access to all previous data. Necessary recalls can be made at any 

time to support their decision making.  

 

4) the multimodal presentation generation module 
The function of the multimodal presentation generation module is to present the crisis 

information in an effective and efficient manner. Effectiveness means that the 

information is conveyed correctly; while efficiency means that the presentation manner 

helps to prevent or repair the user’s cognitive overload. The optimum presentation 

manner is achieved by two main components: the order planning module and the 

modality planning module. The order planning module determines whether the 

presentation should follow the time sequences, the causal relations, the story lines, or a 

mixture of those three. The goal is to assist the development of a coherent understanding. 

The modality planning module calculates the optimum utilization of the available 

modalities. Different modality planning strategies are applied to different types of action 

input. Each strategy contains three modes, the choice among which is based on the user’s 

preferences and cognitive state. The default mode and its adaption to the user’s 
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preferences (if available) are applied when no cognitive overload of the user is 

recognized. If the user’s response gets slower and the number of pending reports/requests 

gets larger, the modality strategies switch to the light mode and let the most urgent and 

important information stand out from the others. Then the user has larger chance to 

recover from his cognitive overload soon.  

 

In summary, the information output by the system has higher quality and lower 

quantity than the real world information input. The presentation manner helps the user to 

prevent or repair cognitive overload. Therefore, we believe that the proposed information 

assistant system makes it more likely that the crisis managers stay aware of the actual 

situation, stay open minded to possibilities, and make proper decisions. 
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Figure 1: Information Assistant System structure 

 

In the ICIS project, another multimodal framework for crisis management has been 

proposed with the function of facilitating the communication among all human actors and 

devices involved in the crisis event [26]. This framework is able to fuse multimodal 

inputs from a wide range of users and communication devices, and generate synchronized 

multimodal response for each user. However, the proposal of the information assistant 

system was motivated by the prevention of tunnel vision and focuses on providing 

information service for the crisis managers located in the crisis response center. Due to 

the different motivations and functions, the existing framework does not meet the major 

requirements of our system. These include: 

• The framework does not apply any reasoning on the input data. The 

causal/spatial relations among the input data are not explored.  

• The framework does not have a memory for recording the development of the 

crisis event. Only the current world state is being presented.  

• The goal of the information presentation module is to deliver the same 

information contents and provide the same services to different communication 

devices. It does not address the effectiveness and the efficiency of the 
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presentation. The order planning issue and the modality planning issue are not 

investigated.   

Therefore, the information assistant system is designed as a stand-alone system which 

is operated on the powerful computer in the crisis response center.  We adopt the 

technology overlaps between the two systems, such as the multimodal data fusion 

technology (as described in [26]). Research efforts still need to be devoted to the 

following three aspects: 

• Knowledge representation of the crisis scenario 

• Context reasoning and graph-based data mining 

• Multimodal presentation generation (modality planning and order planning) 

However, it is desired that the two systems can be eventually integrated into one 

and provide more powerful support for the crisis managers in the crisis response center. 

The multimodal presentation generation module is chosen as the research focus of 

the author. The design proposal of this module is introduced in section 6. Section 5 

presents the knowledge representation strategy, which determines the format of the 

information to be presented. The function of the context reasoning and mining module 

will also be discussed with more details in section 7. However, it is not going to be part 

of the author’s individual research.  

 

5 Ontology-based Knowledge representation 
 

Knowledge representation aims to create a common understanding of the real world crisis 

scenario between human and computer. The crisis scenario needs to be represented in a 

manner that a computer program can process and interpret. In this research, we use an 

ontology to construct the world model of the crisis scene. The model contains the 

description of all real world entities possibly involved in the crisis event and all possible 

activities. Based on the ontology, the crisis scenario is represented and recorded as two 

parts: 1) a world state database which contains the instances of all real world entities, and 

2) a context-aware graph structure which contains all actions and the spatial/causal 

relations among them. This representation manner is expected to not only provide an 

effective memorization of the crisis development, but also enable the information mining 

and context reasoning for the reasoning and mining module.  

 

5.1 The world model – ontology 

Ontology can be generally understood as the theory of what exists. More specifically, 

ontology is defined as an "explicit specification of a conceptualization," which is, in turn, 

"the objects, concepts, and other entities that are presumed to exist in some area of 

interest and the relationships that hold among them."  [51] In the context of artificial 

intelligence, ontology is referred as the shared understanding of certain domain, which is 

often conceived as a set of entities, relations, functions, axioms and instances. Using an 

ontology, we are able to [52]: (1) share common understanding of the structure of 

information among people or software agents, (2) enable reuse of domain knowledge (3) 

make domain assumptions explicit, (4) separate domain knowledge from the operational 

knowledge, and (5) analyze domain knowledge.  
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Ontology design is a creative process which is deeply affected by the designer’s view 

of the domain and the potential applications. There is no single correct ontology for any 

domain. Fitrianie et al. [53] have designed an ontology for the crisis management domain. 

They employed the upper level ontology of the SmartKom [54] and a top-down 

development process. Physical objects in the world are categorized into 5 classes: area-

perspective, object, user, communication, and history. Based on the assumption that the 

system flow is controlled by the dialog manager, human communications are defined as 7 

dialog acts: report, prompt, answer, clarification, verification, command, and agreement. 

All possible processes that may be initiated by dialog manager are divided into: general 

process, mental process, physical process and social process. This ontology serves the 

task of facilitating crisis communication between human actors. It does not describe the 

time property of an action; therefore it is not suitable for memorizing the crisis 

development. It also does not describe the casual relations among actions, which is an 

important requirement of our ontology. As ontology design highly depends on the 

reference application, we need to construct an ontology for this research which serves the 

task of representing a crisis scenario. We use the ontology in [53] as a reference, reuse 

the relevant concepts, and add in our own needs.    

Our ontology construction process also follows a top-down development order, 

starting with the definition of the most general concepts and subsequently specializing 

them. A concept is expressed as a class. Classes and their sub-classes are organized in a 

hierarchy. The top level classes are entity and action. Entity refers to all physical objects 

which involve in the crisis event, including static entity and dynamic entity. Static entity 

describes the static surroundings of crisis location, such as building, street, tunnel etc. 

Their properties, such as location and size, have constant value. Dynamic entity includes 

any objects which can perform an action (e.g. human actors, sensors) and/or have time 

varying properties (e.g. vehicles, fires). Action stands for all the activities carried out by 

human actors, such as report, request, command, rescue etc. Figure 2 shows the ontology 

class hierarchy. 

The state of the world is formed by all entities and their properties. The properties of 

the dynamic entity are not constant; therefore the world state is developing. We assume 

that the world remains in the same state unless an action happens and changes the 

property of an entity. An action doesn’t necessarily have influence on the state of the 

world (for instance a request action); however only actions can lead to state changes. In 

order to memorize the development of the world state and the causal relations of major 

changes, we define ‘state_change’ as an additional concept, with the properties ‘entity’, 

‘property’, ‘new_value’, ‘time’, and ‘caused_by’. The initial world state (initial property 

values of all entities) is stored by the system. Given any time stamp in the past, the world 

state can be reconstructed by the initial world state and the state_change instances taking 

place before this time stamp. 

The feature of a concept and the relations between concepts are described by 

properties. Each concept owns certain properties and passes them down to its sub-concept. 

Except the inherited properties, sub-concepts may also have other own properties. The 

value of a property can be a data type or an instance of other classes. As shown in Figure 

3, the value of property ‘actor’ in class action is a dynamic entity instance; the value of 

the ‘caused_by’ property can be either an entity or another action. For instance, a fire 

(entity) causes a sensor alarm (action). The sensor alarm (action), in turn, causes a 
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command from the crisis manager (action). More detailed ontology class hierarchy and 

properties are shown in Appendix A. 

 

 
Figure 2: Ontology class hierarchy 

 

 

 
Figure 3: Property can be data type and/or instance 

 

 

5.2 Context-aware representation 

Context-aware means “to use context to provide relevant information and/or services to 

the user, where relevancy depends on the user’s task [55].” In this research, context can 

be understood as the correlations attached to every piece of information, including the 

time sequence and the causal relations. The advantage of context-aware representation is 

that it brings the opportunities to further apply context reasoning and data mining on the 

represented knowledge [56].  
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Graph representation is widely used in the context-aware computing domain. Graphs 

mostly contain a set of nodes and oriented arcs. Gu [57] presented a graph representation 

of their context model based on a home scenario. Nodes refer to individuals, while arcs 

indicate properties and relations (such as defined, deduced, and sensed). Li [58] defined a 

context map for modeling scenes of the real world. Nodes represent activity, place, 

people and object, while edges indicate relations and the valid period of a relation. 

Contextual graphs have been applied to several operational processes, such as a coffee 

preparation procedure [59] and security policy [60]. A contextual graph contains a 

parallel organization of nodes connected by oriented arcs. It allows a context-based 

representation of a given problem solving for operational processes by taking into 

account the working environment.  
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Figure 4: Knowledge representation of the real world crisis scenario 

 

In this research, we also use a context-aware graph structure, together with a world 

state database, to represent a crisis scenario (see figure 4). The graph structure records the 

real world actions (nodes) and the spatial/causal relations among them (arcs). The world 

state database contains all entity instances and their property values. If an action has a 

certain influence on the state of the world, a state_change instance is generated, which in 

turn updates the properties of the related instance in the world state database. As the crisis 

event develops, the graph structure continuously extends and updates the world state 
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database. Any previous action can be directly retrieved from the graph structure. The 

world state at any given time stamp in the past can also be reconstructed from the initial 

world state (stored by the system) and the state_change instances taking place before this 

time stamp. In this way, the on-going crisis event can be represented and recorded into 

the system memory. Via an information query interface, the system users are able to 

review any previous fact. This knowledge representation manner also determines the 

input format of the multimodal presentation generation module. The presentation task 

(information to be presented) will be a series of crisis actions. 

 

 

6 Multimodal presentation generation 
 

The function of the multimodal presentation generation module is to present the crisis 

information in an effective and efficient manner. Effectiveness means that the 

information is conveyed correctly; while efficiency means that the presentation manner 

helps to prevent or repair the user’s cognitive overload. The optimum presentation 

manner is achieved by two main components: the order planning module and the 

modality planning module. They are described in the following two sub-sections, 

respectively. Due to the current research progress, the discussion on the modality 

planning module is much more elaborated.   

 

6.1 Modality planning 

A modality is a way of presenting information that depends not only on the physical 

representation (the medium) but also on how it is processed (by human or machine) [61]. 

According to the five human perception senses (vision, hearing, touch, smell and taste), 

the output modalities of computer systems can be visual, auditory, tactile, olfactory and 

gustatory. HCI researches have shown that the usage of multiple modalities brings 

advantages from practical, biological and mathematical aspects [62]. Multimodal user 

interfaces evidently enhance ease of use, transparency, flexibility and efficiency [63]. 

They also permit sufficient flexibility for users to avoid many errors [64] and reduce the 

cognitive memory load through sharing the load of different perceptional channels [65].  

Once more than one modality is available for a computer system to generate its output, 

the question that naturally follows is that: how can these modalities be used to best 

perform a certain presentation task? The problem of modality planning can be generally 

described as (based on [66]):  

Given a particular user, task, application domain, and/or any other aspect of 

computer-user interaction that is considered critical for a particular 

application, determine the optimum allocation and combination of modalities, 

to convey given information that has certain characteristics.  

Modality planning is generally agreed to be highly complex, due to many issues 

involved. Some factors which need to be taken into consideration are [61, 65, 67-70]:  

1) The characteristics of the information to be conveyed 

2) The goal of the presentation  

3) The characteristics of each available modality 
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4) The perceiver’s interests and abilities (user profile) 

5) The user’s cognitive load status 

The modality planning task is often divided into two phases: modality allocation and 

modality combination. Descriptions of these two stages differ in the existing literatures. 

In this research, we adopt the description from Elouazizi et al. [65], which best aligns 

with our presentation goal.  

Modality allocation is the process that assigns for each mode of a 

presentation structure the modality or combination of modalities that can best 

encode the content of information that the presentation has to convey. 

Modality combination is the process that identifies for each particular node of 

a presentation structure whether the modality allocation generated is a 

cognitively overloading combination and if so reduces the number of 

presentation forming modalities to only those which can complement each 

other for most effective processing of the information by the user. 

Take a closer look at these two phases. The modality allocation phase focuses on the 

“meaning-making” aspect; while the modality combination phase focuses on the 

cognitive load aspect. This leads exactly to our presentation desirability – effectiveness 

and efficiency.  

 

6.1.1 Related work 

The modality planning task is generally agreed to be highly complex, due to many issues 

involved. So far, no solution in the form of a generally applicable automated modality 

planner has been devised yet. Instead, most of the existing approaches focus on a small 

set of modalities and a certain type of application. The modality planning task is 

commonly considered as a mapping process from the presentation task (convey certain 

information) domain to the modality domain, based on pre-designed rules or strategies.  

Robert [71] proposed a 3-step method to select modalities, dealing with modality 

expressiveness, modality effectiveness and modality adaptation, respectively. In the first 

step, each modality selects a range of the information it can express. The rules of 

expressiveness proposed in [72] are applied. The second step adjusts the amount of 

redundancy in order to form an effective presentation. Certain types of redundancy are 

considered as necessary, e.g. the additional indications for the relations between 

information presented in different modalities. The redundancy check procedure was 

controlled by a set of rules, such as a) given graphical and textual redundancy favor 

graphical modality, b) allow for pictorial and textual redundancy to connect the two 

modalities, for example. The third step adapts the final selection result to the user 

preference or experience.  

Kerpedijev et al. [69] proposed a framework for automatic presentation of large data 

sets, using nature language and information graphics. Modalities are allocated by rules, 

witch consider the presentation effectiveness as a function of parameters such as level of 

detail, cardinality of the datasets being presented, and accuracy. They consider that 

graphics provides more compact and rapidly searchable presentations; while language is 

superior to graphics when the communicative function must be explicitly conveyed to the 

user. For different tasks, the allocation rules are designed differently. Concerning the 
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cardinality of the dataset being presented, allocation rules were designed quantitatively 

for each task.  

Arens et al. [67] argue that media allocation rules should take into account not only 

the characteristics of the data, but also a more global view of the structure of the 

discourse. They first defined a discourse structure which embeds data and the presenter’s 

goals using purpose/relations. It provides the basic organization of the information to be 

presented and is neutral with respect to the modality and presentation layout. Following, 

a presentation structure was also defined to indicate the presentation details, e.g. modality, 

position, content. Finally, the presentation planner transforms a discourse structure into a 

presentation structure by applying approximately a dozen modality allocation rules. The 

procedure traverses the discourse structure bottom-up, creating presentation structure 

nodes at the leaves of the discourse structure and then gradually filtering them up-ward 

until finally the entire presentation structure emerges at the root mode. Examples showed 

that the presentation results were better compared to direct data-to-modality mappings. 

The COMET [73] system plans instructions for operating military radio, using text 

and graphics. After informal experiments and literature survey, six types of information 

units were distinguished in the representation structure. Modality allocation rules were 

defined for each type separately. For example, graphics alone for location and physical 

attributes, and text alone for communicating abstract actions and expressing connectives 

that indicate relationships among actions. Both text and graphics represent simple and 

compound actions. After modality allocation, the media coordinator combined the use of 

different modalities in a single explanation. By sharing a common content description, 

text modality and graphics modality interacted with each other bidirectionally and 

coordinated the sentence breaks with picture breaks and cross-references.   

In the WIP system [74], a set of presentation strategies has been defined for all 

presentation tasks. They are represented by a name, a header, the applicability conditions 

and a specification of modality choice. When the presentation planner receives a 

presentation task, it tries to match a presentation strategy which has the corresponding 

effect or header. When there are more than one matches, pre-defined meta-rules are 

applied to make a choice.  

In the SmartKOM system [75], based on 121 presentation strategies, the presentation 

planner recursively decomposes a high-level presentation task into primitive presentation 

tasks and allocates different output modalities to each primitive presentation task.  

In the EMBASSI system [76], the combination of several unimodalities is defined as 

a multimodality. The model of a multimodality includes the set of unimodalities, the 

combination strategy, and the assignment to a physical output device. The combination 

strategy describes the synchronization, the necessary coordinations for multimodal 

references to objects, and the possible cross-modal references of the unimodalities. When 

receiving a presentation task, the presentation planner examines the user preferences and 

the output device condition, and then assigns one or more multimodalities, and constructs 

the presentation according to the combination strategies. 

Zhou et al. proposed a graph-matching approach to dynamically create multimodal 

response to support context-sensitive information seeking in large and complex data sets 

[77]. Data content to be conveyed and available modalities are represented by two graphs. 

Data graph consists of data items and relationships between them. The media graph 

contains available modalities and the similarity and compatibility between two media. In 
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order to model all constraints, a set of metrics have been defined to assess the desirability 

of modality planning, including two selecting metrics and several coordination metrics. 

The first selection metric assesses one-to-one mapping. It takes into account factors like 

task-media, user-media and data-media compatibility. The second selection metric 

evaluates cross-media mappings. It considers the presentation recallability and affordance. 

Coordination metrics have been defined by data relationships, such as data importance 

order, data dependency, and data similarity. Finally, they apply a probabilistic graph-

matching algorithm (graduated assignment algorithm [78]) to find a set of data-media 

mapping that maximizes the overall desirability. The algorithm iteratively applies the 

gradient descent method to increase the mapping probability in each step until it 

converges and outputs the presentation plan which maximizes the overall objective 

function. 

 

According to Bernsen [79],  “the best current modality planning approach”  is to analyze 

and publicize “good compounds”. To obtain the “good compounds”, it is necessary to 

build systematic overviews of modality combinations, which have proved useful for a 

broad range of specified purposes. “At least, when using a modality combination which 

has been certified as a good one under particular circumstances, developers will know 

that they are not venturing into completely unexplored territory but can make the best use 

of what is already known about their chosen modality combination”. For example, the 

combination of linguistic modality and analogue modality is one of the most commonly 

used “good compounds” [73-76]. Linguistic modalities (e.g. text, discourse) surpass 

analogue modalities (e.g. images, graphics, diagrams) at explaining abstract concepts; 

while analogue modalities are better at expressing what things exactly look like. Their 

combination may have superior expressive power [80]. Another example of a “good 

compound” is the combination of visual modality and auditory modality. The dual coding 

theory of Paivio [81] claims that humans possess separate information processing 

channels for visual and auditory material. Therefore, working memory has partially 

independent processors for handling visual and auditory signals. Mousavi et al. [82] 

suggest that the mixed use of both modalities can reduce cognitive load, because more 

effective cognitive capacity is available. For this research, a more elaborated survey on 

the existing modality usage guidelines is desired.  

 

6.1.2 Modality taxonomy 

Provoked by the thought that the modality planning task should be addressed in a unified 

and systematized manner, Bernsen [83] proposed a taxonomy of unimodal output 

modalities which serves as a theoretical foundation for understanding and generating 

multimodal output. Based on the observation that different modalities have different 

representational power, Bernsen defined the following set of basic representational 

properties to identify modalities.  

• Linguistic / non-linguistic 

• Analogue / non-analogue 

• Arbitrary / non-arbitrary 

• Static / dynamic 

• Visual / auditory / tactile 



 21 

It is claimed that this modality classification is complete, unique, relevant, and 

intuitive [79]. Based on this set of properties, totally 48 combinations can be derived. 

After some closer analysis, several removals and fusions are made, which reduce the 

number of combinations from 48 to 20.  The 20 categories at the generic level are 

organized into 4 categories at the super level, as shown in table 1. The taxonomy further 

derived into 46 categories at the atomic level. Possible extensions to a subatomic level 

have also been suggested. 

 

 

 
Table 1.  Bernsen’s  ontology taxonomy [79], “li”: linguistic; “an”: analogue; “ar”: arbitrary; “sta”: 

static; “dyn”: dynamic; “gra”: graphics; “aco”: acoustics; “-”: not 

 

Bernsen’s modality taxonomy describes the representational features of modalities, which 

determine their capabilities to represent types of information. However, it does not 

address the perceptual features of modalities, which determine the way each modality is 

perceived and processed by human cognitive systems. Bachvarova [84] argued that the 

modality classification should be extended to 3 levels: 

1) The information presentation level models the properties of modalities which 

determine their capabilities to represent different types of information 
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2) The perception level models the properties that determine the way each modality 

is perceived and processed by human cognitive systems 

3) The structure level models the dependencies between different modalities 

The first level supports mainly the modality allocation process, while the second and 

the third level are used for calculating modality combinations. In this research, we 

combine these two modality taxonomies/ontologies. We use Bernsen’s modality 

taxonomy to describe the available modalities and their perception properties are taken as 

one of the factors during modality planning process.   

 

6.1.3 The modality planning module 

The function of the modality planning module is to calculate the optimum modality 

utilization to achieve an effective and efficient presentation manner (see p.11). The input 

of this module is a series of action instances generated from the on-going crisis event (see 

section 5.2). Different modality planning strategies are applied to different types of action. 

The output of this module contains the modality selection results and the inspections of 

how to generate instances for each selected modality. The instance-generation inspections 

also indicate the spatial and temporal  combination manner of the selected modalities. For 

instance, if two modalities are assigned the same starting time, theyFinally, the outputs of 

this module are passed on to the text generator, the graphics generator and the speech 

generator. They take their own relevant parts and implement the presentation.   

6.1.3.1 The available modalities for planning 

Both visual and auditory modalities are available for planning. Visual modalities include 

map, text, and image. Auditory modalities include speech and sound effects. Sutcliffe et 

al. [85] have introduced a set of attention effect advices for directing the user’s attention 

to the appropriate information at the correct level of detail. Following these advices, 

dynamic text and dynamic image are used when extra attention is needed. Based on 

Bernsen’s modality taxonomy [79], the properties of the available modalities are listed in 

table 2.  

 
Modality Properties 

Static Text (li,-an,-ar,sta,gra) 

Dynamic Text (li,-an,-ar,dyn,gra) 

Map (-li,an,-ar,sta,gra) 

Static Image (-li,an,-ar,sta,gra) 

Dynamic Image (-li,an,-ar,dyn,gra) 

Speech (li,-an,-ar,dyn,aco) 

Sound Effect (-li,-an,ar,sta/dyn,aco 

Table 2: The properties of the available modalities (based on [79]) 

 

In order to specify the detailed utilization of the modalities, modality models are 

constructed for text, map, image, speech, and alarm sound, respectively. The modality 

model contains a set of parameters which describes the utilization details of the modality 

(see table 3). It can be viewed as a template for creating modality instances. Here, we 

don’t separate static use and dynamic use. These properties are described by the 
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parameter value. Therefore, static text and dynamic text share the same modality model. 

The same goes for static images and dynamic images.  

 
Unimodality Model Parameters 

Text 
Content, ReferTo, Style, Size, Color, Blink, StartTime,  

Duration, DisplayArea, ScrollDirection, ScrollSpeed 

Map Country, Province, City, InvolvedArea, DisplayedArea 

Image Source, ReferTo, DisplayArea, StartTime, Duration, Blink 

Speech Content, ReferTo, Tone, Speed, StartTime, RepeatTime 

Sound Effect Source, ReferTo, StartTime, RepeatTime 

Table 3: The modality models 

 

When fulfilling a specific presentation task, one or more modality instances will be 

created. Their parameter values also indicate the combination manner. For example, the 

presentation task is to show the location of the policeman. The modality planner locates 

an image of a policeman on the map together with a text explanation. The image and text 

instances are created as follows. The parameter values are filled by the selected modality 

planning strategy (see section 6.1.3.2). The values of “StartTime”, “DisplayArea”, and 

“ReferTo” parameters indicate that the two modality instances will be shown at the same 

time, near to each other, and both refer to the policeman. 

 

Text-1 
- Content:        In Gate Street, 550M to tunnel 

- ReferTo:       Policeman.Location 

- Style:            Arial, bold 

- Size:             Middle 

- Color:           Black 

- Blink:            N 

- StartTime:     immediate, align with Image-1 

- Duration:      30 seconds 

- DisplayArea: Rectangle [DisplayCoordination(300,560), DisplayCoordination(450,590)] 

- ScrollDirection: N 

- ScrollSpeed:      N 

 

Image-1 
- Source:          policeman.jpg 

- ReferTo:        policeman 

- DisplayArea: Rectangle [DisplayCoordination(350,500), DisplayCoordination(400,550)] 

- StartTime:     immediate, align with Text-1 

- Duration:       30 seconds 

- Blink:            Y 

 

6.1.3.2 The modality planning strategies 

The design of the modality planning strategies aims at achieving the presentation goal, i.e. 

effectiveness and efficiency. The desired presentation manner conveys the information 

content correctly and helps to prevent cognitive overload. A design proposal is presented 

in this section. Each presentation task has its own modality planning strategy. A strategy 

contains three items: 1) a suitable modality list, 2) a default strategy, and 3) a light 

strategy. The choice between the default strategy and the light strategy is based on the 
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user’s cognitive state. When the user’s preference is available, an adapted version of the 

default strategy will be generated.  

 

The suitable modality list indicates which modalities are suitable for contributing to a 

certain type of presentation task and what each suitable modality expresses. The values of 

the “ReferTo” parameter will be filled in. In our crisis management application, the map 

is always shown as background on the display. However, it will be listed as a suitable 

modality only when the presentation of an action type needs to make use of it. Recall the 

example of showing the location of the policeman. Sound effects can do little to show a 

location. Image and text are selected as suitable modalities. The image refers to the 

policeman and the text refers to the location of the policeman.  

 

The default strategy and its adaption The default strategy is designed to achieve the 

optimum presentation manner for a certain type of task. First, one or more suitable 

modalities will be selected. Based on the dual-coding theory [81], if the suitable modality 

list contains both visual modalities and auditory modalities, their combination owns 

higher priority. Second, the default strategy contains a specification of how to generate 

modality instances of all the selected modalities. As mentioned before, the parameters of 

these modality instances also indicate their combination manner. Third, following the 

attention effect advices in [85], this strategy also attempts to attract the user’s attention to 

what is being presented. For instance, fire alarm (sound effect) is used for a fire report; 

ambulance alarm is used for a victim report. When necessary, the speech speed is 

increased with a warning tone. Dynamic texts and dynamic images are also often used. 

The default strategy will be applied when the user has no specific preference and no 

cognitive overload of the user is recognized. If the user especially prefers certain 

modalities, an adapted version of the default strategy will be made. The adaption to 

cognitive overload will be described in the following subsection. The adaptation to a 

user’s preferences intends to avoid undesired annoyance for the user. If the user prefers a 

certain modality, it will always be selected, as long as it is on the list of suitable 

modalities. The user can also indicate that he prefers a less intrusive presentation manner. 

Then attraction efforts (e.g. using sound effect, warning tone etc.) will be reduced. The 

user’s preferences are set up before using the system, but not during the crisis 

management process.  

 

The Light Strategy is less attracting. It often contains only visual modalities and it will 

be applied when the system recognizes that the user might be experiencing cognitive 

overload. When cognitive overload occurs, the user might become slow at responding to 

the newly-presented information. The system will notice that more requests/reports stay 

in pending state. For instance, a victim report stays in the pending state until the system 

hears a command to the doctor, addressing this victim. When possible cognitive overload 

is detected, the system still continues on presenting new-coming information. However, 

only a few most urgent tasks are presented with the default strategy, the rest will adopt 

the light strategy. In this way, the user’s attention is drawn to only the most urgent issues. 

When a light-presented task becomes one of the most urgent tasks, its presentation will 

be refreshed with the default strategy. When the user’s cognitive state recovers, all light-

presented tasks will be shown using the default strategy. 
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6.2 Order planning 

The assumption of the order planning module is that the order in which the information is 

presented has influence on the user’s understanding performance (correctness, easiness, 

time consumption etc.). First, the user may start to analyze the information and build his 

understanding as soon as the presentation starts. Once an understanding is forming, there 

is a chance that he will have the tendency to stick to it by biased information selection. 

Therefore, the information which is presented in the early stage of a presentation might 

be more critical to the user’s situation diagnose. Second, there are several orders a 

presentation can follow, such as the time sequence, the causal chain, and the sub-story 

line following a certain object or actor. Then, the question arises is that, at certain point 

of a presentation, how to decide which data instance should be presented next. Should it 

be the one with the earliest time stamp? Should it be the one which is the direct 

consequence of the data instance just presented? Is it better for understanding if the 

presentation continues on the same story line for some time period and then goes 

backwards to another story line? At the moment of writing, we don’t have clear answers 

for the above-mentioned questions. However, an intuitive answer would be that a 

presentation order which assists a correct and coherent understanding should be a good 

tradeoff among the three possible orders.  

Our assumption of the order effect has been proved by an experimental study from 

Schraagen et al. [32]. They designed a critical thinking tool to support decision making in 

crisis situations. A user experiment has been carried out to compare the crisis thinking 

tool with no support conditions. Users acted as crisis managers in the experiment. Their 

task was to interpret incoming information of an explosion crisis scenario and determine 

the likely cause of the explosion. The order effect was evaluated in two levels: 1) no 

framing condition: messages appeared in random, though fixed, order; 2) framing 

condition: messages supportive of a particular hypothesis appeared in one block after 

each other. Results show a large and significant performance improvement in the framing 

condition. Users under framing conditions developed more reliable stories in their minds, 

which in turn enabled more frequent confirmations of the correct information and less 

frequent confirmations of non-informative messages.  This result strongly confirmed that 

the presentation order is one of the important factors for the prevention of tunnel vision. 

However, it is insufficient to answer the above-mentioned questions. Research effort will 

be further devoted to this issue.  

 

 

7 Context reasoning and graph-based data mining 
 

As mentioned in chapter 2.2, crisis managers typically have to deal with information 

overload and large uncertainty. Information often contains redundancies, errors and 

contradictions. Inconsistent information chunks need to be pieced together into a coherent 

understandable picture of the reality. Aiming at assisting this process, the reasoning and 

mining module of the system intends to enhance the information quality and reduce the 

quantity by applying context reasoning technologies and graph mining technologies. The 
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functions of this module include 1) data cleaning in order to reduce the information 

quantity and deal with contradictions and errors, 2) context reasoning in order to enhance 

the consistency of the data, using semantic-based inference rules and domain specific 

rules, and 3) graph mining in order to extract graph contents or sub-graphs which are 

relevant to a user query. Figure 5 shows the structure of the envisaged reasoning and 

mining module. The four main components are the data cleaner, the context reasoner, the 

state-change generator and the graph miner.  

The functions of these four components will be explained in more detail in the 

remainder of this section. However, a more elaborated design proposal is out of the scope 

of the author’s research focus. 

 

 

  
 

Figure 5: Reasoning and Mining Module Structure 

 

7.1 Data cleaner 

The data cleaner deals with the redundancy, error and contradictions in the raw data 

instances. If certain information is repeated more than once, all data instances containing 

this piece of information will be grouped into one. The data cleaner has no general 

understanding of the real crisis situation; therefore it is not its function to make judgment 

on contradictions. However, it provides statistical calculation based on an authority list 

which indicates the experts associated with a certain type of object. For instance, the 

fireman’s expertise is linked with the fire object and the doctor’s expertise is linked with 

the wounded people. According to the list, the data cleaner combines the contradictory 

data instances into one with a probabilistic trust weight. Information coming from experts 

is given higher trust weight. In the example shown in Table 4, a fire happened on the 5
th

 

floor of the building A in the street B. The control room first received fire reports from 

two civilians in the street and one civilian in the building, but there were contradictions 

on the location of the fire. The reason might be that the heavy smoke made it difficult for 



 27 

people in the street to locate the fire. The data cleaner combined the three fire reports as 

one, giving the location property two values with different trust weights. After a while, 

doctor and fireman both arrived and reported the fire status. There was again 

contradiction on the location of the fire, but the data cleaner trusted the report from the 

fireman who was not only an expert but also inside the building. Therefore, the doctor’s 

report was discarded.  

 
Time slot time stamp t1 ~ t2 time stamp t3~t4 

Actor civilian1 

- street B 

civilian2 

- street B 

civilian3 

- building A 

doctor 

- street B 

fireman 

- building A 

Raw 

data 

instance 

Report 

- fire 

- building A 

- floor 4 

Report 

- fire 

- building A 

- floor 5 

Report 

- fire 

- building A 

- floor 5 

Report 

- fire 

- building A 

- floor 4 

Report 

- fire 

- building A 

- floor 5 

Data 

cleaner 

output 

Report 

- fire1 

- building A 

- floor 5(70%) 

    floor 4(30%) 

Report 

- fire1 

- building A 

- floor 5 

Table 4: An example of data cleaning 

 

7.2 Context reasoner 

The context reasoner reasons about the context information the data contains, based on 

semantic-based inference rules and domain specific rules. The goal is to enhance the data 

consistency. Semantic-based inference rules are often entailed by the knowledge 

representation framework/language. The domain specific rules are the general practice 

knowledge in a specific application domain. For instance, in the U-HealthCare 

information system presented by Ko et al. [86], the knowledge representation is based on 

the Web Ontology Language (OWL). Therefore, the OWL axiom is used as the semantic-

based infer rules. Doman specific rules are the healthcare service rules. They are used to 

inference personalized health care strategies from the physiological status of a patient. 

Wang et al. [87] present a context model in the home domain. They use the DL 

(description logic) reasoning rules entailed by OWL to reason about the physical 

locations of people at home. They also defined a set of home domain specific rules to 

enable the reasoning for questions like “what the user is doing?” 

Suppose that we use OWL to implement our world ontology and scenario 

representation structure. Then, DL reasoning rules can be applied to reason about the 

consistency of classes and the properties of data instances. Table 5 shows a selection of 

DL reasoning rules for instance property reasoning. “P (A, B)” stands for “property P of 

instance A has value B”. Notice that, in OWL, a data instance can have another data 

instance as property value. 

 
Transitive property P P(A, B) Λ P(B, C) ├ P(A, C) 

Functional property P P(A, B) Λ P(A, C) ├ B=C 

Inverse Functional property P P(A, B) Λ P(C, B) ├ A=C 

Symmetric property P P(A, B) ├ P(B, A) 

 

Table 5: A selection of DL reasoning rules for instance property reasoning 
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An example is given for further explanation. Suppose a doctor drives towards a 

victim after he receives a rescue command. At a certain moment, the automatic location 

report from the doctor’s PDA matches the location of the victim.  As the property 

“location” is functional, the system fulfills the following inference and concludes that the 

doctor has reached the victim. 
 

location ( doctor, location A ) Λ location ( victim, location A )  

├ doctor has reached victim 

 

During the crisis management training, the crisis managers are educated by a set of 

general guidelines associated with a certain type of crisis. They are mostly the 

experiences learned from historical cases. Although the rules might not always hold for 

each new crisis case, it is still dangerous if the crisis managers don’t take them into 

consideration during their decision making processes. These domain specific rules can be 

translated into inference rules and applied during the context reasoning. When necessary, 

warnings will be presented together with the data instance. Take the real Swiss tunnel fire 

crisis in 2001 as an example. Firemen were sent into the tunnel to rescue the victims. Due 

to extremely high temperature and heavy smoke, they were not able to locate themselves 

and communicate with each other. Finally, they lost both the victims and several firemen. 

Lesson learnt from this typical decision mistake is that the crisis managers should 

seriously consider the temperature and the visibility condition before they send the 

firemen into the fire. This rule can be translated into the following rule first-order logic 

rule.  
 

Temperature ( location B, >100 °C ) Λ Visibility ( location B, < 1m ) 

├ Warning ( location B, dangerous for entering) 

 

7.3 State change generator 

The state change generator creates the instances of state_change class according to an 

action-state mapping list and modifies the world state database. Table 6 shows a sample 

of the action-state mapping list. The data format of action and state_change instance look 

pretty much the same, however, they need to be distinguished for two reasons. First, 

some action types don’t have any direct influence on the world state, such as commands, 

requests and answers; therefore there are no state_change instances related to them. 

Second, action instances are processed by the data cleaner before they are mapped into a 

state_change instance.  

 

7.4 Graph miner 

As the crisis event develops, the context graph is extended by new-coming data instances. 

Via a query interface, the user is able to access the previous information. A user query 

consists of several keywords referring to a certain entity/action and the time 

stamp/interval. The function of the graph miner is to extract relevant contents from the 

large scale structured database based on a user query.  
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Graph-based data mining is a new branch of data mining. Though it is a pretty young 

research area, it has gained a great deal of research effort from many different areas, such 

as semantic web [88-90], bioinformatics [91] and computational chemistry [92, 93]. 

Conventional data mining algorithms mainly deal with the discovery of patterns in 

collections of Independently and Identically Distributed (IID) instances. However, real-

life large scale databases, such as molecule databases, email databases and webpage 

databases, often contain a variety of object types and rich link structure. They are 

described as networks and graphs. Graph-based data mining not only deals with the 

patterns in the data instances, but also mines the information embedded in the topological 

structures.  

Graph mining in this research can use either an object-based method, or a link-based 

method, or a combination of these two. A simple and intuitive object-based method 

would be to select all data instances which match the required key words. However, a 

large database requires an efficient graph search method in order to guarantee the speed 

of the searching process. Addressing this problem, there are five groups of graph 

searching approaches [94]: the greedy search based approach, the inductive logic 

programming (ILP) based approach, the inductive database based approach, the 

mathematical graph theory based approach, and the kernel function based approach. 

Lind-based mining is to exploit the link structure of a graph in order to prioritize a set of 

objects within the graph [95]. The most notable application is the web page ranking in the 

context of web information retrieval. Two basic algorithms which might be also plausible 

for this research are PageRank [96] and HITS [97]. A method combining the object-based 

method and the link-based method might be able to enhance the coherence of the 

searching results.  

 

 

 

Action 

class: Find 

Instance: f 

-  time 

-  finder 

-  object 

-  property1 

-  property2 

- … 

Class: Report 

Instance: r 

- time 

- reporter 

- object 

- property 

- new value 

 

Class: Solve 

Instance: s 

- time 

- actor 

- object 

 

State 

Change 

Class: New Object 

Instance: object(f)  

- name: object(f) 

- found at: time(f) 

- found by: founder(f) 

- property1: property1(f) 

- property2: property2(f) 

- … 

Class: Change 

Instance: object(r) 

- time: time(r) 

- reported by: reporter(r) 

- property: property(r) 

- value: new value(r) 

Class: Change 

Instance: object(s) 

- time: time(s) 

- solved by: actor(s) 

- urgency level *: -1  

 

 

* Negative urgency level indicates that the object is already solved. For instance, fire has been already 

put off; victim has been rescued, etc. 

Table 6: A sample of action-state mapping list 
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8 Conclusion 
 

During crisis management process, crisis managers (decision makers) typically have to 

deal with high urgency, high risk, high uncertainty and high information density. These 

challenges often lead to cognitive biases in their situation understanding and information 

confirmation processes, so called “tunnel vision”. In this report, we proposed an 

information assistant system to prevent tunnel vision. The information assistant system 

serves as a platform for monitoring the on-going crisis event. All data goes through the 

system before it arrives at the user. The multimodal data fusion module interprets the 

combined semantics of multimodal inputs and reduces the noises and errors a single input 

modality may contain. The reasoning and mining module applies data cleaning and 

context reasoning to the raw data instances, in order to reduce the information quantity 

and enhance the consistency. The development of the crisis scenario is recorded in the 

system memory. Via an information query interface, users are able to access the previous 

facts. In this way, the system memory serves as an extension of the human working 

memory. The multimodal presentation generation module intends to convey the crisis 

information in an effective and efficient manner. Effectiveness means that the 

information is conveyed correctly; while efficiency means that the presentation manner 

helps to prevent or repair the user’s cognitive overload. Two main components are the 

order planning module and the modality planning module. The order planning module 

determines a presentation order which enables a correct and coherent understanding. The 

modality planning module calculates the optimum utilization of the available modalities. 

The presentation manner adapts to the user’s preferences and cognitive state. In summary, 

the system enhances the data quality, reduces the data quantity and presents the crisis 

information in a manner that prevents or repairs the user’s cognitive overload. Working 

with such an information assistant system, the human managers are more likely to keep a 

clear mind about the actual situation and stay open-mined on their decisions. 
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Appendix A: Ontology class hierarchy and properties 
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Appendix B:  ICIS common scenario - Tunnel fire 

 
Prologue: a serious accident happened in a huge tunnel. A fireman is already on scene. A 

doctor is in his car nearby but due to the chaos, he is not able to get anywhere. In a police 

station not far from the tunnel, a police man is diligently filling out his forms. In the 

crisis’ control room, a controller is available and assists in the communication. 

 

16:45 The accident is detected by sensors and various persons have contacted the alarm 

number. A broadcast is sent to all cars approaching the tunnel to indicate the 

accident and make them halt. 

16:46 A doctor uses his car’s video phone to inform the system of his location and 

offers his services. He notes that he is stuck in the chaos and needs a police escort 

to get him to the tunnel. He receives an immediate response from the system that 

the situation is evaluated and an escort is sought. 

16:47 The fireman puts locations of victims on a map and sends these to the system. He 

receives a request to indicate which victims can be rescued without danger for the 

rescuer. 

16:48 A controller in the crisis’ control room is shown a map of the environment of the 

tunnel with all police stations and the location of the doctor. He is asked to 

indicate from which police station an escort must be appointed. The controller 

points at the police station closest to the doctor. 

16:49 Within the selected police station, the policeman who looks less stressed is 

selected by the system and is requested to escort the doctor. On his PDA, an icon 

map appears with the location of the doctor. A direct communication channel 

between doctor and police man is set up. 

16:50 The fireman has indicated which victims can be rescued without danger. The 

system communicates the locations of these victims to the police man. 

 

Later: The policeman escorts the doctor, the doctor saves all lives while the firemen put 

out all fires. Later that evening they all have a big party and, as it turns out, all 

victims are even able to make some nice dance moves because they have been 

rescued so quickly. They all sing: “Chim chim… hooray!” 

 
 

 


