Mechanism of single-shot damage of Ru thin films irradiated by femtosecond extreme UV free-electron laser


Abstract: Ruthenium is a perspective material to be used for XUV mirrors at free-electron laser facilities. Yet, it is still poorly studied in the context of ultrafast laser-matter interaction. In this work, we present single-shot damage studies of thin Ru films irradiated by femtosecond XUV free-electron laser pulses at FLASH. Ex-situ analysis of the damaged spots, performed by different types of microscopy, shows that the weakest detected damage is surface roughening. For higher fluences we observe ablation of Ru. Combined simulations using Monte-Carlo code XCASCADE(3D) and the two-temperature model reveal that the damage mechanism is photomechanical spallation, similar to the case of irradiating the target with optical lasers. The analogy with the optical damage studies enables us to explain the observed damage morphologies.
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1. Introduction

Radiation parameters of extreme ultraviolet (XUV) free-electron laser (FEL) light sources such as FLASH [1] or FERMI [2] create challenges for the optical elements operating at such facilities. High-peak power femtosecond pulses generated by FELs induce ultrafast and highly non-equilibrium processes in the irradiated material. Such processes may lead to degradation and significant damage of the material, strongly reducing its optical performance. In order to prevent optics from being damaged and, thus, to increase its lifetime, fundamental understanding of the nature of XUV laser-induced damage formation is required.

Previous studies of XUV-induced damage focused on various materials that are of interest for XUV optics. Mo/Si-based multilayers are commonly used as normal incidence mirrors optimized for a wavelength of 13.5 nm. Thermally-induced compaction of the multilayer due to energetically stable silicide formation was found to be the leading damage mechanism for both nanosecond pulses generated with a table-top laser produced plasma (LPP) source [3] and femtosecond pulses at FLASH [4], with the latter damage threshold being several factors lower than in the ns case. In order to increase the damage threshold value, Mo/Si multilayers with different capping layers [5,6], diffusion barriers [5] or thermodynamically stable compounds [7] were also considered.

Other materials used in XUV optics as grazing incidence mirrors are metal or carbon-based films that work on the principle of total external reflection. For B$_4$C and SiC samples it was found that the damage threshold strongly depends on the photon energy. In the range of 38 - 830 eV it was typically of the order of the fluence required for thermal melting [8–10]. Another damage mechanism, namely solid-solid phase transition (graphitization), was reported when irradiating a-C samples with femtosecond pulses with 91.8 and 177.1 eV photon energies [11,12]. For gold films surface melting with subsequent complete removal of the film was observed when exposed to XUV light from an LPP source [3]. Similar damage morphologies showing a step-like complete removal of the gold film were reported for a femtosecond pulse case [13].

Ablation of metals with optical lasers was extensively studied in the literature [14 –18]. However, the interaction of XUV light with metals is fundamentally different. The photons with higher energy can create strongly non-equilibrium states of the electronic system and also excite deep shells of target atoms, not only the conduction band. Additionally, since in our experiments grazing incidence conditions are applied, the energy is absorbed in a very thin (few nanometers) layer. This may result in realization of more extreme conditions in the material compared to the excitation with optical lasers having the same amount of absorbed energy. In this work, we investigate whether these differences have a significant impact on the single-shot damage process.

We study the nature of single-shot damage induced in ruthenium (Ru) thin films by femtosecond XUV pulses generated by FLASH. Ru is chosen as optically favorable material, since it has a high XUV reflectance in a wide range of grazing incidence angles [19] and is relatively resistant to oxidation [20]. Ru is also a standard material for grazing incidence hard X-ray optics [21].

In order to understand the mechanisms responsible for the observed damage, we perform simulations of the interaction of femtosecond XUV laser pulses with the Ru target. Generally for metals, such interaction proceeds in three characteristic stages. (i) The absorption of XUV photons induces non-equilibrium electron kinetics in the near surface region of the metal. During that stage, photo- and secondary electrons travel ballistically with velocities high above the Fermi velocity. After several collisions these electrons thermalize to a Fermi-Dirac distribution with an elevated electron temperature, while the lattice remains cold. (ii) The second stage is characterized by thermal non-equilibrium between electrons and the lattice. During that stage thermalized electrons diffuse into the depth of the metal, while simultaneously heating up the lattice via electron-phonon interaction, until electron and lattice temperatures are equal. (iii) Equilibrium thermal diffusion proceeds in the third stage. When the laser pulse fluence is sufficiently high, various damage processes such as melting and resolidification, mechanical
fracture or phase explosion may occur after the interaction with the laser pulse [17].

In the present work, apart from the experimental study, we use a combined computational approach to describe the interaction of XUV FEL femtosecond pulses with a Ru film. The first stage mentioned above, non-equilibrium electron kinetics induced by XUV light, is simulated with the classical Monte Carlo code XCASCADE(3D) [22]. The code models the absorption of XUV photons by the target and follows the temporal and spatial evolution of the electron cascades produced upon photoabsorption.

The second and third stages are described using the two-temperature model (TTM) [23]. Typically, the TTM is used to simulate the interaction of optical lasers with solids [14, 15, 24–27]. It assumes that the electronic system is always in thermal equilibrium, so it can be described with a temperature. Contrarily to visible light, XUV photons have sufficient energy to ionize core shells of the target atoms, creating highly non-equilibrium electronic states, which is not possible to describe with the TTM alone.

For that reason, the XCASCADE(3D) calculations are performed prior to the TTM, so that XUV-induced non-equilibrium electron kinetics is taken into account. Coupling of the two models is realized in the following way: the transient energy density depth profiles of thermalized electrons obtained from XCASCADE(3D) are used to calculate the heat source term for the TTM.

Our calculations give detailed information about the ultrafast heating of the Ru lattice, which is of crucial importance for understanding the mechanisms responsible for the observed damage phenomena.

2. Experiment

We performed single-shot damage experiments with Ru thin films at FLASH. The FEL in the configuration used in the experiment provided single pulses of 100 fs duration (FWHM) at 13.5 nm wavelength (92 eV photon energy) with 1% spectral bandwidth. The FEL beam was p-polarized with respect to the sample surface and focused using a carbon coated ellipsoidal mirror. The experiment was performed in a high vacuum experimental chamber with a base pressure better than $10^{-6}$ mbar. The samples, clamped on a sample holder that was controlled by a motorized manipulator, were exposed to FEL radiation at 20° grazing incidence angle. For each single shot pristine material was exposed. Sample position monitoring and in-situ investigation of strongly damaged spots were performed using an optical microscope mounted onto the vacuum chamber. The energy of each pulse was attenuated with gas and/or solid attenuators with calibrated transmission factors and was measured with a gas monitor detector [28]. The energy range of 0.2 – 46 µJ per pulse was chosen so that the highest values create heavily damaged surfaces, while for the lowest values no damage was observed by means of the in-situ optical microscope. More details about the experimental set-up and procedures can be found elsewhere [19, 29].

The spatial energy distribution of FEL beams is typically non-Gaussian. Therefore, the beam profile should be characterized prior to laser-matter interaction experiments. The fluence scan method [30, 31], based on single-shot ablative imprints on PMMA, was used to measure the effective area of the beam, $A_{\text{eff}}$. In this experiment $A_{\text{eff}}$ was measured to be 41 µm² in the normal incidence condition, which corresponds to 120 µm² at 20° grazing incidence. The peak fluence $F$ of each pulse can be calculated from the pulse energy $E_p$, which is directly measured in the experiment, and the effective area $A_{\text{eff}}$ as $F = E_p / A_{\text{eff}}$. The total error for the peak fluence determination is estimated to be $\sim 20\%$. This value represents a combined error of pulse energy measurements and determination of the effective area of the beam.

A ruthenium polycrystalline metal film of 50 nm thickness was used as a target. The sample was prepared by depositing ruthenium on a naturally oxidized superpolished silicon substrate using the magnetron sputtering technique. The thickness of the film was determined with X-ray reflectivity measurements.
Fig. 1. (a) HR-SEM image of the damaged spot produced by the 100 fs XUV FEL pulse with an incident peak fluence of $F = 213 \text{ mJ/cm}^2$. The dashed vertical line indicates where the AFM line profile is made. (b) Line profile in the center of the spot extracted from the AFM scan.

Fig. 2. (a) HR-SEM image of the damaged spot produced by the 100 fs XUV FEL pulse with an incident peak fluence $F = 234 \text{ mJ/cm}^2$. (b) HR-SEM image of the same spot obtained with the ESB detector. (c) TEM cross-section made at the center along the short axis of the damaged spot produced by the 100 fs XUV FEL pulse with an incident peak fluence of $F = 232 \text{ mJ/cm}^2$. The spot has a similar morphology as the one shown in (a) and (b).

Ex-situ analysis of the damage morphologies was performed by means of differential interference contrast microscopy (DIC) with a Nomarski prism, high-resolution scanning electron microscopy (HR-SEM), transmission electron microscopy (TEM) and atomic force microscopy (AFM).

2.1. Ex-situ analysis of damaged spots

We report a detailed analysis of the damage morphologies in the energy range of $\sim 0.2 \sim 0.6 \mu\text{J}$ per pulse, which corresponds to a peak fluence range of $\sim 190 \sim 500 \text{ mJ/cm}^2$. By applying higher fluences we start to damage the Si substrate underneath Ru, studying which is beyond the focus of the present work.

HR-SEM image of the damaged spot produced by the laser pulse with an incident fluence of $F = 213 \text{ mJ/cm}^2$ is shown in Fig. 1(a). This is the minimal damage detectable by means
of HR-SEM. Note that DIC microscopy is not able to resolve such minor surface changes. A damaged spot with a lateral size of about 4.5 µm is observed and can be characterized as increased surface roughness and cracks. The roughness gradually decreases from the center of the spot towards the edge, which is confirmed with the AFM line profile taken in the center along the short axis of the spot, Fig. 1(b). No other signatures of damage such as compaction of Ru layer were detected.

Different morphology is observed when irradiating the target with slightly higher fluences. The damaged spot produced with an incident fluence of \( F = 234 \text{ mJ/cm}^2 \) is shown in Fig. 2(a). Three distinct regions can be distinguished: nanoroughness and cracks at the edge (region 1), similar to that observed in Fig. 1(a), a smooth “ring” structure with cracks (region 2) and spherical nanofeatures in the center of the spot (region 3). The lateral size of the nanofeatures varies in the range of \( \sim 20 - 70 \text{ nm} \). The HR-SEM image obtained with an energy selective backscattered (ESB) detector is shown in Fig. 2(b). This detector enables one to resolve the elemental composition of the surface of the material under investigation. Since the difference in atomic number between Si and Ru is large, these elements result in a very different contrast. The ESB image shows that the surface consists of Ru only, while the cracks reach down to the Si substrate. The grain structure of the damaged spot happened to be better resolved with the ESB detector, since this detector is also sensitive to the atomic planes orientation. Interestingly, the grains in region 2, having an increased size and asymmetrical shape, are different from the grains in region 1 and 3 and in the non-irradiated region.

TEM cross-section is made in one of the spots that have a similar morphology as the spot in Fig. 2(a,b). The cross-section is made in the center along the short axis of the spot. During sample preparation, a layer of Pt was deposited on top of Ru to protect the surface from focused ion beam cycles. The results are shown in Fig. 2(c), revealing the in-depth structure of the damaged spot. The TEM image shows that the smooth “ring” region observed with HR-SEM is a delaminated top layer of Ru. The thickness of that layer varies from 5 to 16 nm being the thickest in the part where it is still connected to the sample and decreasing towards the far end. At the center of the spot, where the local fluence is higher than at the edge, the delaminated layer is
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Fig. 3. (a) HR-SEM image of the damaged spot produced by the 100 fs XUV FEL pulse with an incident peak fluence of \( F = 374 \text{ mJ/cm}^2 \). The dashed horizontal line indicates where the AFM line profile is made. (b) AFM line profile illustrating the flat bottom in the central part of the damage crater.
either completely removed (as in the spot shown in Fig. 2(a), region 3) or remained at the surface in the form of a large Ru particle, Fig. 2(c). Spherical nanofeatures in the center of the spot and below the delaminated layer seem to be droplets of molten and resolidified Ru. The remaining thickness of the Ru in the central part is measured to be roughly 35 nm, which corresponds to the thickness of the delaminated layer in this part to be ~ 15 nm.

Figure 3 illustrates a typical damage spot produced by laser pulses with an incident peak fluence in the range of 327 – 458 mJ/cm². Same morphologies (nanoroughness 1, delaminated layer 2 and spherical nanofeatures 3) as in the previous stages of damage, Fig. 2, are observed with a new feature in the center of the spot (region 4). This region has a well-defined border in the form of a crack, see Fig. 3(a) magnification, and appears to be more flat compared to region 3. A line cross-section extracted from the AFM scan of the spot illustrates the flattening in the center, see Fig. 3(b). It also shows that the depth of the crater does not extend into the Si substrate. The thickness of the delaminated layer in the center of the spot is estimated to be ~ 23 nm. Low density of nanofeatures in region 4 (white dots in the HR-SEM images) enables one to resolve the grain structure of the surface in this region. Separate grains are clearly observed and are larger than the grains in the non-irradiated part of Ru surface.

Delamination or spallation induced by ultra-short laser pulses in metal targets is a phenomenon that was extensively studied in literature, but in case of irradiation with optical lasers [18, 32]. The damage morphologies in Ru that we observe in our experiments with XUV light resemble the same features. In the discussion part, based on our calculations, we suggest that the mechanism responsible for the XUV single-shot ablation of Ru is the same as was previously reported for the case of damage with optical lasers, namely, photomechanical spallation.

2.2. Damage threshold determination

Two types of morphologies detected during ex-situ analysis of the damaged spots exhibit clear threshold behavior: spallation and flattening of the surface in the center of the spot. The damage threshold values for both processes are obtained using the Liu’s plot method [33], where the dependence of the damaged area on the peak fluence is plotted on a semilogarithmic scale, Fig. 4. The spallated areas are measured using DIC microscopy. For the second type of morphology the HR-SEM images are used to measure the areas surrounded by the crack, region 4 in Fig. 3(a), since

![Fig. 4. Liu’s plot for the two damage threshold processes: spallation (circles) and flattening in the center of the crater (diamonds). The dashed lines represent the best fit of the experimental data.](image)
DIC microscopy was not accurate enough to resolve such fine features of the damage morphology. By extrapolating the linear fit of the experimental data to zero damaged area, we determine the spallation and flattening thresholds to be $F_{spal} = 200 \pm 40 \, \text{mJ/cm}^2$ and $F_{flatt} = 311 \pm 62 \, \text{mJ/cm}^2$ respectively. Data points with zero damage area are not taken into account in the fitting procedure. The uncertainty of the presented approach is mostly determined by the error of peak fluence determination since the uncertainty of the damage area measurement is much lower ($\sim 1.5\%$).

3. Simulations

In this part we describe the XCASCADE(3D) [22] and the TTM [23] that are used to simulate the interaction of the XUV femtosecond laser pulse with a thin Ru film. Within the XCASCADE(3D) approach, the target is assumed to be a homogeneous arrangement of atoms (atomic approximation) with a density corresponding to the chosen material. The code uses an event-by-event Monte Carlo simulation scheme. For simulations of photoabsorption, the cross sections are taken from the EPDL97 database [34]. A photoelectron receives an amount of energy equal to the difference between the photon energy and the ionization potential of the corresponding atomic shell, extracted from the EADL database [35].

Electron propagation is simulated using atomic binary-encounter-Bethe (BEB) cross sections of the impact ionization [36] and Mott’s atomic cross sections for the elastic collisions [37]. In an impact ionization event, an incident electron triggers emission of a secondary electron from an atomic shell chosen according to relative cross sections [38]. In an elastic scattering event, an incident electron scatters on an atom without energy loss, so only the direction of electron propagation changes. The scattering angle of an incident electron in both scattering processes is calculated using the anisotropic scattering scheme, described in [22]. The scattering angle of the impact-ionized electron follows from the momentum conservation law.

The XCASCADE(3D) code provides a good description of electron cascades in the regime of “low” fluence. The latter means that: (i) the electrons are non-interacting and the electron cascades develop independently, i.e. the density of high-energy electrons participating in the cascading is at least ten times less than the atomic density and (ii) the material properties are not affected during the electron cascading, i.e. the photoionization and impact ionization cross sections do not change significantly. Correspondingly, cross sections for the unexcited material are applied.

The holes created in atomic core-levels recombine via an Auger decay process releasing an Auger electron, which is the dominant recombination channel for outer atomic shells. When impact ionization or a core hole decay generate a valence hole, its energy and position are recorded. Within the atomic approximation we consider that the energy stored in the valence holes corresponds to the energy of thermalized electrons in the conduction band in a real metal system.

Polarization of light is known to affect the direction of photoelectrons. Separate XCASCADE(3D) calculations were performed to estimate the influence of polarization on the development of electron cascades. Two limiting cases were compared. In the first one, the direction of photoelectrons was chosen to be isotropic (no polarization assumed). In the second case, we chose the direction of photoelectrons to be perpendicular to the surface (up and down, mimicking p-polarization under grazing incidence). The results showed only insignificant difference proving that the role of the polarization is small for the conditions considered in this work.

All photo- as well as secondary electrons are traced until their energy falls below a cut-off energy, which is chosen to be 10 eV [22,38]. As soon as an electron loses its energy below this cut-off, it is considered as a slow electron thermalized in the conduction band of the material. The Monte Carlo simulations are repeated $> 10^5$ times for sufficient statistics to provide reliable results.

To calculate the energy density depth profiles we first perform simulations for bulk material
assuming all photons are absorbed at \( z = 0 \) (“surface”). Here and further \( z \) denotes the in-depth direction. Then the realistic absorption positions are taken into account by applying a convolution with the Lambert-Beer’s law taking the light penetration depth corresponding to the particular angle of incidence. Here we treat the region \( z \geq 0 \) as Ru, while region \( z < 0 \) is considered as vacuum above the Ru surface. This approach enables one to estimate the total energy emitted from the sample, but not the actual distribution of energy above the surface.

As a result, we obtain the energy density of the thermalized electrons, \( U_e(r, t) \), and valence holes, \( U_h(r, t) \), as functions of space and time. The time derivative of the total energy density \( U = U_e + U_h \) is used to calculate the source term for the TTM.

The TTM is formulated as a set of two coupled nonlinear differential equations, which describe the spatial and temporal evolution of electron \((T_e)\) and lattice \((T_l)\) temperatures:

\[
\begin{aligned}
P_e(T_e) \frac{dT_e}{dt} &= \frac{\partial}{\partial z} \left( k_e(T_e, T_l) \frac{dT_e}{\partial z} \right) - G(T_e)(T_e - T_l) + S(z, t) \\
P_l(T_l) \frac{dT_l}{dt} &= G(T_e)(T_e - T_l),
\end{aligned}
\]

where \( P_e \) and \( P_l \) are the electron and lattice heat capacities, respectively, \( k_e \) is the electron thermal conductivity, \( G \) is the electron-phonon coupling factor, which describes the energy exchange rate between electrons and the lattice, and \( S(z, t) \) is the heat source. All thermal parameters are temperature-dependent (see Appendix for details). The problem is formulated in only one, in-depth, dimension, since the laser spot size (\( \sim \mu m \)) is much larger than the penetration depth of the radiation (\( \sim \text{nm} \)), which makes the temperature gradients in lateral direction much smaller than in the in-depth direction.

As a source term, we use the time derivative of the total energy density \( U(z, t) \) inside the Ru film, projected into the in-depth direction \( z \):

\[
S(z, t) = \frac{\partial U(z, t)}{\partial t}, \quad 0 \leq z \leq L,
\]

where \( L \) is the film thickness. To evaluate the importance of the non-equilibrium electron kinetics stage, we also perform the TTM calculations without XCASCADE(3D) using a standard source term, representing heating of the electronic system with a temporally Gaussian laser pulse with exponential decay of the absorbed energy:

\[
S(z, t) = \sqrt{\frac{4ln2}{\pi}} \frac{F(1 - R)}{\delta \tau_p} e^{-z/\delta} e^{-4ln2(1/\tau_p)^2},
\]

where \( F \) is the incident fluence, \( R \) is the surface reflectivity, \( \delta \) is the light penetration depth and \( \tau_p \) is the pulse duration. With this standard TTM approach it is assumed that electrons are always in thermal equilibrium during the heating process.

We neglect the lattice thermal conductivity since electrons are considered as the main heat carriers in metals. The system (1) is solved numerically using the finite-difference method with Neumann boundary conditions (no heat flux at both interfaces). Both electrons and lattice are at room temperature \( T_0 = 300 K \) at the beginning of the simulations. The choice of thermal and optical parameters is described in Appendix.

Melting of the Ru film is simulated within the TTM taking the latent heat of melting \( H_m \) into account using the enthalpy method [39]. The lattice temperature is reconstructed from the relationship between enthalpy and lattice temperature, taken from [40]. Here for simplicity we neglect the difference in thermal properties between the liquid and solid phase.

In the following two sections we present the results of the XCASCADE(3D) and TTM calculations. The incident fluence level used in most of the calculations in this work is chosen to
be \( F = 200 \text{ mJ/cm}^2 \), which is the spallation threshold measured in the experiment.

3.1. Results of the XCASCADE(3D) calculations

Transient number and energy densities of electrons and deep-shell holes generated in Ru with 92 eV photons and 200 mJ/cm\(^2\) incident fluence are calculated with the XCASCADE(3D) code. Figure 5 presents the integral densities of (a) cascading electrons and (b) deep-shell holes. We assume a Gaussian temporal profile of the laser pulse in the simulations of photoabsorption. Here and further, \( t = 0 \) corresponds to the moment of time when the maximum of the laser pulse intensity is at the surface of the Ru film. The density of electrons participating in the cascading, i.e. those with an energy above the cut off threshold of 10 eV, follows closely the Gaussian temporal profile of the FEL pulse with 100 fs FWHM, Fig. 5(a), which shows that there is virtually no cascading after the laser pulse. The duration of electron cascades in Ru at this photon energy, defined as FWHM of the electron density increase [38], is found to be \(< 1 \text{ fs}\). Please note, that the density of cascading electrons is much lower than the atomic density of Ru (7.4 \( \times \) 10\(^{22}\) cm\(^{-3}\)), ensuring the applicability of the XCASCADE(3D) code.

A photon with an energy of 92 eV is capable of ionizing 4s, 4p, 4d and 5s electrons in Ru. The 4d and 5s valence levels in our atomic approximation represent the conduction band of the material, and, thus, photoabsorption by these electrons is considered simply as heating of the conduction band electronic system. The holes, created in those levels do not recombine via Auger processes, and the energy stored in these holes is treated as the energy of electrons thermalized in the conduction band.

The 4s-, 4p\(_{1/2}\)- and 4p\(_{3/2}\)-level holes have characteristic Auger or Coster-Kronig decay times of 0.04 fs, 0.13 fs and 0.12 fs, respectively [35]. Thus, they are quickly decaying into the conduction band within the pulse duration, see Fig. 5(b).

For the heat source in the TTM, we need the spatiotemporal distributions of the energy density of thermalized electrons, \( U_e(z,t) \), and valence holes, \( U_h(z,t) \), which are obtained from the XCASCADE(3D) calculations. The time derivative of the total energy density \( \partial U(z,t)/\partial t = \partial (U_e(z,t) + U_h(z,t))/\partial t \) is used to generate the heat source. The resulting 2D map of the power density \( \partial U(z,t)/\partial t \) is shown in Fig. 6(a). The first 20 nm of the 50 nm thick Ru film are shown together with 5 nm of vacuum above the Ru surface. One can see that most of the energy (92\%) stays inside the Ru, while 8\% escapes from the surface via electron emission. The
values are obtained by integrating the power density below and above the surface, respectively. The energy escapes via photo- and secondary electrons that have sufficient energy to travel to the surface and overcome the work function of Ru (4.7 eV).

Figure 6(b) illustrates the depth profiles of the power density $\partial U(z, t)/\partial t$ at different moments of time, indicated with vertical dashed lines in Fig. 6(a). The average distance electrons travel before thermalization (electron ballistic range) can be extracted. The spatial profiles in Fig. 6(b) are the result of convolution with the Lambert-Beer’s exponent $\exp(-z/\delta)$ with light penetration depth $\delta = 3.5$ nm (20° grazing incidence). Therefore, the actual electron ballistic range $\delta_{ball}$ is obtained as the difference between the final profile (solid lines) and the Lambert-Beer’s exponent (dashed line) at $1/e$ level. Following this procedure, the electron ballistic range in Ru is found to be 1.6 nm in case of irradiation with 92 eV photons.

In summary, our XCASCADE(3D) calculations show a small electron cascading effect in Ru under XUV exposure. Excited electrons thermalize within $< 1$ fs and travel only 1.6 nm ballistically before thermalization. About 8% of the absorbed energy escapes from the surfaces due to high-energy electron emission. Note, however, that we expect longer cascading times and electron ranges with increase of the photon energy.

3.2. Results of the two-temperature model calculations

In this section we present the results of the TTM calculations of electron and lattice temperature evolution, Eq. (1). As a heat source for the TTM we use the time derivative of the total energy density $U(z, t)$ inside the Ru film, Eq. (2) with $L = 50$ nm. In that way, only the energy that stays inside the Ru film is taken into account in the TTM calculations. The results are compared with the TTM calculations with a standard heat source, Eq. (3).

Figure 7 shows the temporal evolution of electron and lattice temperatures at the front surface of the Ru film. Solid lines are the results of the TTM calculations with the XCASCADE(3D) heat source, Eq. (2). There is strong thermal non-equilibrium between electrons and lattice just
after the absorption of the FEL pulse, with electrons having significantly higher temperature than the lattice. The non-equilibrium occurs since the pulse duration of 100 fs is shorter than the electron-phonon thermalization time $\tau_{el-ph}$ [24]. The latter is calculated from the TTM results as the time when the difference between electron and lattice temperatures at the surface decreases to the $1/e$ level and is equal to $\tau_{el-ph} \sim 0.5$ ps. The incident fluence level of $F = 200$ mJ/cm$^2$ corresponds to the absorbed fluence of $F_{abs} = F(1 - R)(1 - \alpha) = 59$ mJ/cm$^2$, where $\alpha$ is the fraction of energy emitted from the surface obtained from the XCASCADE(3D) calculations (8%).

The dotted lines are the results of the TTM calculations with a standard heat source, Eq. (3). The absorbed fluence in that case is $F_{abs} = F(1 - R) = 64$ mJ/cm$^2$, since electron emission from the surface is not taken into account in the standard TTM approach. As expected, the temperatures are overestimated since the absorbed fluence is higher compared to the TTM + XCASCADE(3D) calculations.

In order to take into account the electron emission within the TTM, we decrease the absorbed fluence by 8% in the TTM calculations with a standard heat source (dashed lines). The results are closer to the ones obtained with the TTM + XCASCADE(3D) approach. The 13% difference at the electron temperature peak is due to the fact that in the TTM + XCASCADE(3D) calculations, before thermalization, electrons travel ballistically for a distance of 1.6 nm, see Fig. 6, which effectively increases the volume where the energy was absorbed. This results in a lower peak value of the electron temperature compared to the standard TTM calculations where ballistic transport is not taken into account. The difference becomes smaller with time (2% at $t = 2$ ps), since the diffusion of thermalized electrons dominates the ballistic transport of electrons after thermalization. The diffusion length $L_{c}$, which is the distance electrons travel diffusively before
thermal equilibration with the lattice at the surface, can be extracted from the electron temperature profile at $t = \tau_{el-ph}$ as the depth where the temperature decreases to $1/e$ level. It is found to be $\sim 10$ nm, which is $\sim 6$ times larger than the ballistic range. The difference in the lattice temperatures at the surface between the TTM calculations with the fluence correction and those with the XCASCADE(3D) source term stays below 10%.

This comparison suggests that although using the XCASCADE(3D) source term we obtain lower electron temperatures just after the absorption of the laser pulse compared to the standard TTM calculations due to the effects of electron emission from the surface and electron ballistic transport, neither of these effects has a significant impact on the dynamics of the lattice heating, which is the crucial process in the damage mechanism, as will be shown in the discussion section.

The lattice temperature plateau at $T_l = 2607$ K, Fig. 7, corresponds to the melting process. The surface of Ru reaches the melting temperature at the beginning and becomes liquid at the end of the plateau. The melting threshold can thus be determined as the incident fluence required to melt the front surface of Ru. With a separate set of TTM + XCASCADE(3D) calculations we determine the melting threshold to be $F_{melt,\text{th}}^\text{melt} = 44 \text{ mJ/cm}^2$, corresponding to the absorbed fluence of $F_{abs} = 13 \text{ mJ/cm}^2$, which is 5 times lower than the spallation threshold, observed in the experiment. That suggests that melting occurs before spallation, which is also supported by our experimental observations. Figure 8 illustrates the onset of melting showing the evolution of electron and lattice surface temperatures for an absorbed fluence of $F_{abs} = 14 \text{ mJ/cm}^2$.

Further, we present the lattice temperature evolution on a longer timescale compared to Fig. 7, in order to illustrate the melting dynamics of the top part of the Ru film. The corresponding TTM + XCASCADE(3D) simulations are performed for a 100 nm thick film. The thickness is increased compared to the 50 nm Ru used in the experiment, so that the heat flux into the thick Si substrate is also modeled, albeit in a simplified way, where the bottom 50 nm of Ru in the calculations represent the substrate. In order to select the optimal thickness of the film we perform calculations with increasing thickness until convergence of the results is reached.

The 2D map of the lattice temperature as a function of depth and time calculated for the absorbed fluence of $F_{abs} = 59 \text{ mJ/cm}^2$ is shown in Fig. 9. This fluence level corresponds to the
onset of spallation observed in the experiment. Thus, the lattice temperature behavior presented in Fig. 9 can be treated as melting of the top Ru layer that occurs just before spallation (in terms of fluence). The black solid line marks the border between the liquid and the solid phases of Ru. Fast melting of the top 10 nm during the first 1.2 ps is followed by a much slower propagation of the melting front into the depth of the material. Similar two-step melting dynamics was previously reported for other metals [17,27]. The melting starts at 0.08 ps and the maximum melted depth of 17 nm is reached at 30 ps after the laser pulse. The vertical white dashed line, plotted at the moment of time when $T_e = T_l$ at the surface, see Fig. 7, separates the two melting regimes. Hence, the fast melting of the top 10 nm is due to the diffusion of hot electrons and transfer of their energy to the lattice during the thermal non-equilibrium stage, while the second melting stage is a slow propagation of the solid-liquid interface after electrons and lattice equilibration. The calculated maximum melted depth (17 nm) is larger than the estimated thickness of the spallated layer observed in the experiment at a comparable fluence ($\sim 5 - 16$ nm), see Fig. 2(c), which indicates that the spallation occurs inside the liquid layer.

4. Discussion

The experimentally observed features of XUV-induced ablation of the Ru film resemble the phenomenon of photomechanical spallation in metal targets induced by optical lasers. It was shown that the generation of a thermo-induced compressive stress wave followed by a tensile stress wave propagating in the irradiated target is the cause of spallation [17,18,32,41,42]. Large stresses are generated because the heating of the lattice is faster than the time needed for the system to mechanically react to that ultrafast heating by expanding. This situation is referred to as the stress confinement regime, which occurs under the following conditions: $\tau_{el-ph} \leq \tau_a$, where $\tau_{el-ph}$ is the electron-phonon thermalization time which represents the characteristic time of lattice heating and $\tau_a$ is the acoustic relaxation time. From our calculations we obtain that $\tau_{el-ph} = 0.5$ ps, see Fig. 7. Acoustic relaxation time can be estimated as $\tau_a \sim L_c / C_s$, where $L_c \sim 10$ nm is the diffusion length described above, and $C_s$ is the bulk speed of sound. The latter
is calculated as \( C_s = \sqrt{\frac{B}{\rho}} \sim 5000 \text{ m/s} \), where \( B \) is the bulk modulus and \( \rho \) is the density of Ru. Thus, \( \tau_a \sim 2 \text{ ps} \) and the condition of the stress confinement regime is satisfied. Therefore, we conclude that the mechanism responsible for the XUV induced single-shot ablation of Ru is photomechanical spallation in the stress confinement regime.

As one can see from Fig. 7, the incident fluence level of 200 mJ/cm\(^2\) is sufficient not only to melt the surface of Ru, but also to heat the resulting liquid up to \( \sim 2.5 \) times above the boiling temperature at atmospheric pressure (\( T_{\text{boil}} = 4423 \text{ K} \)). Although such high temperatures are reached, boiling is not considered here as a damage mechanism since homogeneous explosive boiling with a vapor bubble nucleation rate of the order of \( J \sim 10^{36} \text{ m}^{-3}\text{s}^{-1} \) is only possible in close vicinity of the critical point of the material [43, 44]. The bubble nucleation rate is determined using the heated depth of about \( L_c \sim 10 \text{ nm} \) and the acoustic time of \( \tau_a \sim 2 \text{ ps} \), which were determined above, as \( J = 1/(L_c^3\tau_a) \). The morphology of damage craters also does not support the idea of boiling to be the damage mechanism.

Our XCASCADE(3D) calculations support the hypothesis that XUV-induced spallation in Ru has the same nature as spallation in metals induced by optical lasers. Namely, the electron cascading effect is found to be small: electrons thermalize very quickly within the pulse duration and travel ballistically for a short distance before thermalization. Only a small part of the absorbed energy escapes from Ru via electron emission.

Electron thermal diffusion length is found to dominate both the light penetration depth and the electron ballistic range. Therefore, despite the difference in the light penetration depth between XUV used in our experiment and optical lasers, electrons should diffuse the absorbed energy over comparable volumes, which should result in the same damage process – photomechanical spallation. Hence, according to our investigations, XUV light does not introduce any other significant effects into the single-shot damage process compared to visible light.

Within the proposed damage mechanism, we suggest the explanation of some of the damage morphologies observed in our experiment, using the analogy with the optical damage studies. The absorption of the high fluence femtosecond laser pulse first results in the ultrafast melting of the top part of the Ru film. The depth of melting depends on the incident fluence and is equal to 17 nm for \( F = 200 \text{ mJ/cm}^2 \) according to our calculations, Fig. 9. If the fluence of the pulse is below the spallation threshold of \( F_{\text{spal}}^{\text{th}} = 200 \pm 40 \text{ mJ/cm}^2 \), the melted layer of Ru cools down and recrystallizes, which may result into increased surface roughness. The fact that we did not observe compaction of Ru layer can be supported by the argument that Ru is magnetron deposited on top of a wafer, so the sample already has near bulk density.

During this pre-spallation stage cavitation below the surface typically occurs as a result of propagation of a tensile stress wave in the melted material [18, 32, 41, 45]. When the absorbed energy is not sufficient to cause complete spallation, the cavities in the cavitation zone collapse due to the surface tension. If the recrystallization front from the depth of the metal arrives before the collapse, the cavities may remain frozen below the surface [46–48]. The existence of such frozen cavities may also explain the nanoroughness observed in the pre-spallation stage, Fig. 1 and region 1 in Figs. 2(a) and 3(a), although detailed atomistic calculations are required to confirm this hypothesis.

When the incident fluence overcomes the spallation threshold, spallation of the top 6 – 23 nm of Ru occurs, see Figs. 2 and 3. Increased grain size in the spallated layer, that remained attached to the surface, see Fig. 2(b), compared to the grains outside the damage spot, shows that the spallated layer was melted and resolidified having a different grain structure in the final state. During the spallation process the cavitation zone that is formed in the liquid layer by the tensile stress is stretched until it finally breaks [45]. Part of the liquid material between the spallated layer and the rest of the film is drawn into the spallated layer and the other part is attracted back to the bottom of the damage crater by the surface tension. As a result, spherical nanoparticles of Ru are observed at the bottom of the crater, Figs. 2 and 3.
The flattening in the center of the spot at even higher fluences, Fig. 3, can be explained as the interplay between two processes: rupture of the cavitation zone and arrival of the recrystallization front that propagates from the depth to the surface of the material. In the central part of the spot, where the local fluence is higher, the recrystallization front arrives much later than the rupture of the cavitation zone and subsequent spallation of the top part of the film, “freezing” the remaining liquid layer that had sufficient time to equilibrate into a smooth surface. At the edge of the spot, where the fluence is lower, the rupture of the cavitation zone occurs later, while the recrystallization front arrives earlier. As a result, the rough surface, that is formed just after spallation, is frozen. The existence of a similar flat central region in the damage crater of Al irradiated by 800 nm light [47], again, illustrates the similarities between XUV and optical damage of metals.

The fact that the calculated melting threshold of Ru is 5 times lower than the spallation threshold supports the assumption that melting takes place before spallation. A similar trend was reported for other metals damaged by optical lasers. It was calculated [17] that the melting threshold of bulk Ni irradiated with a 1 ps laser pulse is ~ 5 times lower than the spallation threshold. Spallation starts inside the liquid layer of melted Ni with the thickness of the spallated layer smaller than the melted depth. The experimentally measured melting threshold of epitaxial Ag(001) [27] is ~ 6 times lower than the fluence at which surface swelling of single-crystal Ag(001) was observed [48], which can be considered as the onset of spallation.

In our experiments we detect the surface modifications (roughening and cracks, Fig. 1) that happen before spallation in the incident fluence range from 190 to 213 mJ/cm². No exposures were performed with lower fluences. The minimum damage induced by 190 mJ/cm² pulses could only be detected by AFM measurements. Hence, we suggest that AFM is the most accurate microscopy technique to detect minor surface modifications produced by laser pulses.

In future work, we plan to supplement our model with detailed molecular dynamics simulations of melting, cavitation, spallation and possibly recrystallization processes. This would allow tracing the entire material evolution and benchmarking our model with the experimental data.

5. Summary and conclusions

We performed single-shot damage experiments at the free-electron laser FLASH, where 50 nm Ru films were exposed to 100 fs XUV (13.5 nm) pulses with varying fluences. The ex-situ analysis of the damaged spots revealed the following picture of damage development with increasing fluence. The first observable damage at the lowest applied fluence is roughening of the top surface of the Ru film. Melting and resolidification together with the possible existence of subsurface voids produced by a tensile stress wave propagating in the melted material are suggested as the processes responsible for increased surface roughness. The melting threshold is calculated as the incident fluence required to melt the top surface of Ru and is equal to $F_{\text{melt}} = 44$ mJ/cm². Spallation of the top 5 – 23 nm of Ru was observed for fluences above the spallation threshold, which was measured to be $F_{\text{spall}} = 200 \pm 40$ mJ/cm². There are two types of morphologies observed inside the damage craters: spherical nanofeatures and flattening in the central part of the crater. The flattening occurs when the incident fluence is above the flattening threshold $F_{\text{flat}} = 311 \pm 62$ mJ/cm². The interplay between the rupture of the cavitation zone that is formed during the spallation process and the dynamics of resolidification may explain the observed morphologies inside the damage crater.

For better understanding of the observed damage morphologies we performed simulations of the interaction of the 100 fs XUV FEL pulse with a Ru target using the combined TTM + XCASCADE(3D) approach. We modeled the absorption of the laser pulse and the non-equilibrium electron kinetics with the Monte Carlo code XCASCADE(3D), while the diffusion of thermalized electrons and heating of the lattice were calculated with the two-temperature model. The results of the XCASCADE(3D) calculations were used as the heat source for the TTM. Based
on our calculations we suggest that the spallation observed in Ru under XUV exposure occurs in the stress confinement regime, similar to what was previously reported in studies of damage of metals with optical lasers. The results of XCASCADE(3D) calculations support the similarities between XUV- and optically-induced spallation, showing only a small electron cascading effect in Ru induced by XUV (92 eV) photons. Excited electrons thermalize within $<1$ fs and travel ballistically over a distance of 1.6 nm before thermalization takes place. We calculated that $\sim 8\%$ of the absorbed energy escapes from the surface due to electron emission. Together with ballistic transport it affects the electron temperature just after the absorption of the FEL pulse, although both effects were found to have a small impact on the lattice temperature evolution, with the latter being crucial in understanding the single-shot damage mechanism. The presented computational analysis of non-equilibrium electron kinetics and ultrafast lattice heating can be applied to describe material response in a wide range of photon energies, provided that other conditions of applicability are met, which makes it a promising tool to study performance of materials under XUV and X-ray irradiation.

A. Thermal parameters

The accuracy of TTM depends on the proper choice of the thermal parameters of the material under investigation, especially in the regime of high electron temperatures, where these properties can significantly differ from their room temperature values. In our TTM calculations we reach the maximum values of electron temperature of the order of $3.5 \times 10^4$ K, which is only $\sim 3$ times lower than the Fermi temperature $T_F = \epsilon_F / k_B \sim 9.9 \times 10^4$ K of Ru [49], where $k_B$ and $\epsilon_F$ are the Boltzmann constant and the Fermi energy, respectively. Therefore, the parameters that we use in the TTM calculations should be valid in the regime of high electron temperatures.

The dependencies of the electron heat capacity and electron-phonon coupling factor on the electron temperature are calculated using the formalism described in [50] within the effective one-band approximation and are shown in Fig. 10. The Ru density of states (DOS) is taken from [49]. The electron-phonon coupling factor is calculated within the harmonic approximation [50].

![Fig. 10. Electron temperature dependence of the electron heat capacity (a) and electron-phonon coupling factor (b) calculated with the DOS of Ru taken into account (solid lines). Linear approximation for the electron heat capacity is shown with the dotted line in (a). The vertical dashed line at $T_e = 0.1 T_F$ approximately marks the limit of validity of the linear approximation for the electron heat capacity. The constant values of the electron-phonon coupling factor available in the literature are shown with dashed lines in (b).]
The calculated electron heat capacity is compared with the linear approximation $C_e(T_e) = \gamma T_e$, with the electron specific heat constant $\gamma$ taken from [51], see Fig. 10(a). A significant difference is observed in the high electron temperature region where the linear approximation is no longer valid. The latter is limited to the electron temperature range $0 < T_e < 0.1 T_F$ [52,53].

Electron-phonon coupling $G$ is strong in Ru, which is typical for transition metals. The calculated dependence of $G$ on the electron temperature is shown in Fig. 10(b). The strong enhancement is followed by a decrease with a maximum value reached at $T_e \sim 1.2 \times 10^4$ K. A similar behavior of $G$ with increasing electron temperature was previously reported for titanium [54]. Both metals have hcp crystal structure and relatively low DOS at the Fermi level, which can explain the similar behavior. Our calculations are in a good agreement with previously reported values of $G$ at room temperature [25,26].

The electron thermal conductivity is expressed as

$$k_e(T_e, T_l) = K \cdot \left(\frac{\theta^2 + 0.16}{(\theta^2 + 0.092)^{1/2}}(\theta^2 + b \theta_l)\right)^{5/4},$$

where $\theta = k_B T_e/\epsilon_F$ and $\theta_l = k_B T_l/\epsilon_F$ [16,55]. $K$ and $b$ are material dependent constants. This expression is valid in a wide range of electron temperatures up to the temperatures considerably larger than the Fermi temperature. In order to determine $K$ and $b$ for Ru we fit Eq. (4) to the experimental curve of equilibrium thermal conductivity from [56] with $K$ and $b$ as fitting parameters, taking $T_e = T_l = T$ in Eq. (4). Values of thermal conductivity measured between 300 and 2500 K are used in the fitting procedure. Following this scheme we find $K = 35$ W/m/K and $b = 0.04$. Here we neglect phonon thermal conductivity in the metal and consider electron thermal conductivity to be equal to the total thermal conductivity.

The dependence of the lattice heat capacity on lattice temperature and the relationship between enthalpy and lattice temperature are taken from [40]. Surface reflectivity and light penetration depth are calculated using IMD software [57]. The summary of thermal and optical parameters used in this work is shown in Table 1.

<table>
<thead>
<tr>
<th>Parameter values used in calculations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron specific heat constant$^a$ $\gamma = 400$ J/m$^3$/K$^2$</td>
</tr>
<tr>
<td>Latent heat of melting$^b$ $H_m = 4.7 \times 10^9$ J/m$^3$</td>
</tr>
<tr>
<td>Surface reflectivity$^c$ $R = 68%$</td>
</tr>
<tr>
<td>Light penetration depth$^c$ $\delta = 3.5$ nm</td>
</tr>
<tr>
<td>Pulse duration $\tau_p = 100$ fs</td>
</tr>
<tr>
<td>Bulk modulus$^d$ $B = 310$ GPa</td>
</tr>
<tr>
<td>Density$^b$ $\rho = 12.3$ g/cm$^3$</td>
</tr>
</tbody>
</table>

$^a$Ref. [51].
$^b$Ref. [40].
$^c$Ref. [57], at 13.5 nm wavelength, 20° grazing incidence.
$^d$Ref. [58].
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