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Abst ract

Pre- Congestion Notification (PCN)

is a nmeans for protecting the

quality of service for inelastic traffic adnmitted to a Diffserv

donai n.

The overal

PCN architecture is described in RFC 5559. This

meno i s one of a series describing possible boundary-node behavi ors

for a PCN- donai n.
nmeasur enent - based | oad contro
mar ked,

The behavi or described here is that for a form of
usi ng three PCN marking states: not-
t hreshol d- mar ked, and excess-traffic-marked. This behavi or

is known informally as the Controlled Load (CL) PCN boundary-node
behavi or.
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Thi s docunent

is not an Internet Standards Track specification; it is

publ i shed for exam nation, experinental inplenentation, and

eval

uati on.

Thi s docunent defines an Experinmental Protoco

for the |Internet

community. This docunment is a product of the Internet Engineering
Task Force (I1ETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for

publication by the Internet Engineering Steering Goup (IESG. Not
docunents approved by the | ESG are a candidate for any |evel of
Internet Standard; see Section 2 of RFC 5741.

al |
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1.

I nt roducti on

The objective of Pre-Congestion Notification (PCN) is to protect the
quality of service (QS) of inelastic flows within a Diffserv donain,
in a sinple, scalable, and robust fashion. Two nmechanisns are used:
admi ssion control to decide whether to admit or block a new fl ow
request and, in abnormal circunstances, flow ternination to decide
whether to terninate sonme of the existing flows. To achieve this,
the overall rate of PCN-traffic is nmetered on every link in the PCN
domai n, and PCN- packets are appropriately marked when certain
configured rates are exceeded. These configured rates are bel ow the
rate of the link, thus providing notification to PCNboundary-nodes
about incipient overl oads before any congestion occurs (hence the
"pre" part of "pre-congestion notification"). The Ievel of marking
al | ows decisions to be made about whether to admit or term nate PCN
flows. For nore details, see [ RFC5559].

Thi s docunent describes an experinmental edge-node behavior to

i mplemrent PCN in a network. The experinent may be run in a network
in which a substantial proportion of the traffic carried is in the
formof inelastic flows and where admi ssion control of mcro-flows is
applied at the edge. For the effects of PCN to be observable, the
committed bandwidth (i.e., level of non-best-effort traffic) on at

| east sonme |inks of the network should be near or at |ink capacity.
The amount of effort required to prepare the network for the
experinent (see Section 5.1) may constrain the size of network to
which it is applied. The purposes of the experinent are:

0o to validate the specification of the CL edge behavior

0 to evaluate the effectiveness of the CL edge behavior in
preserving quality of service for adnmitted fl ows; and

0 to evaluate PCN s potential for reducing the anmount of capital and
operational costs in conparison to alternative nethods of assuring
quality of service

For the first two objectives, the experiment should run | ong enough
for the network to experience sharp peaks of traffic in at |east some
directions. It would also be desirable to observe PCN perfornmance in
the face of failures in the network. A period on the order of a
month or two in busy season nay be enough. The third objective is
more difficult and could require observation over a period |ong
enough for traffic demand to grow to the point where additiona
capacity nust be provisioned at some points in the network.

Charny, et al. Experi ment al [ Page 4]



RFC 6661 PCN CL Boundary- Node Behavi or July 2012

Section 3 of this docunment specifies a detailed set of algorithns and
procedures used to inplenment the PCN nmechani sns for the CL node of
operation. Since the algorithns depend on specific nmetering and
mar ki ng behavior at the interior nodes, it is also necessary to
specify the assunptions made about PCN-interior-node behavi or
(Section 2). Finally, because PCN uses Diffserv codepoint (DSCP)
values to carry its markings, a specification of PCN boundary-node
behavi or must include the per-domai n behavior (PDB) tenplate
specified in [RFC3086], filled out with the appropriate content
(Section 4).

Note that the terms "block" or "terminate" actually translate to one
or nmore of several possible courses of action, as discussed in
Section 3.6 of [RFC5559]. The choice of which action to take for
bl ocked or termnated flows is a matter of |ocal policy.
A conpani on docunent [ RFC6662] specifies the Single Marking (SM PCN
boundary- node behavior. This docunent and [ RFC6662] have a great
deal of text in common. To sinplify the task of the reader, the text
in the present docunent that is specific to the CL PCN- boundary-node
behavior is preceded by the phrase "[CL-specific]". A simlar
distinction for SMspecific text is nmade in [ RFC6662].

1.1. Termnol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

This docunment uses the following ternms defined in Section 2 of
[ RFC5559] :

0 PCN-domain

0 PCN-ingress-node

0 PCN- egress-node

0 PCN-interior-node

0 PCN- boundary-node

0 PCN-flow

0 ingress-egress-aggregate

0 [CL-specific] PCN-threshold-rate
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0 PCN-excess-rate

0 PCN-adnissible-rate

0 PCN-supportable-rate

0 PCN-marked

0 [CL-specific] threshol d-marked

0 excess-traffic-nmarked

It also uses the terns PCN-traffic and PCN- packet, for which the

definition is repeated from [ RFC5559] because of their inportance to

t he understanding of the text that foll ows:

PCN-traffic, PCN packets, PCN BA
A PCN-dormain carries traffic of different Diffserv behavior
aggregates (BAs) [RFC2474]. The PCN- BA uses the PCN nechanisns to
carry PCN-traffic, and the correspondi ng packets are PCN- packets.
The sane network will carry traffic of other Diffserv BAs. The
PCN-BA i s distinguished by a conbination of the Diffserv codepoint
and the ECN fi el d.

Thi s docunment uses the following terns from[RFC5670]:

0 [CL-specific] threshol d-neter;

0 excess-traffic-neter.

To conplete the list of borrowed terms, this document reuses the
followi ng terms and abbreviations defined in Section 2 of [RFC6660]:

0 not-PCN codepoi nt;

o not-marked (NVM codepoi nt;

0 [CL-specific] threshol d-marked (ThM codepoi nt;

0 excess-traffic-marked (ETM codepoint.

Thi s docunment defines the follow ng additional terns:

Deci si on Poi nt
The node that makes the decision about which flows to admt and to
termnate. |In a given network deploynent, this can be the PCN

i ngress-node or a centralized control node. |In either case, the
PCN-i ngress-node is the point where the decisions are enforced.
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NM rat e
The rate of not-nmarked PCN-traffic received at a PCN egress-node
for a given ingress-egress-aggregate in octets per second. For
further details, see Section 3.2.1

[CL-specific] ThMrate
The rate of threshold-marked PCN-traffic received at a PCN-egress-
node for a given ingress-egress-aggregate in octets per second.
For further details, see Section 3.2.1

ETMrate
The rate of excess-traffic-marked PCN-traffic received at a PCN
egress-node for a given ingress-egress-aggregate in octets per
second. For further details, see Section 3.2.1

PCN-sent-rate
The rate of PCN-traffic received at a PCN-ingress-node and
destined for a given ingress-egress-aggregate in octets per
second. For further details, see Section 3.4.

Congestion |level estimte (CLE)
The ratio of PCN-marked to total PCN-traffic (nmeasured in octets)
received for a given ingress-egress-aggregate during a given
measur enent period. The CLE is used to derive the PCN adni ssion-
state (Section 3.3.1) and is also used by the report suppression
procedure (Section 3.2.3) if report suppression is activated.

PCN- admi ssi on-state
The state ("adnit" or "block") derived by the Decision Point for a
gi ven ingress-egress-aggregate based on statistics about PCN
packet marking. The Decision Point decides to adnit or block new
flows offered to the aggregate based on the current value of the
PCN- admi ssion-state. For further details, see Section 3.3.1

Sust ai nabl e aggregate rate (SAR)
The estimated maximumrate of PCN-traffic that can be carried in a
gi ven ingress-egress-aggregate at a given nonment wthout risking
degradation of quality of service for the admitted flows. The
intention is that if the PCN-sent-rate of every ingress-egress-
aggregate passing through a given link is limted to its
sust ai nabl e aggregate rate, the total rate of PCN-traffic flow ng
through the link will be linited to the PCN-supportable-rate for
that link. An estinmate of the sustainable aggregate rate for a
gi ven ingress-egress-aggregate is derived as part of the flow
term nation procedure and is used to determ ne how much PCN-
traffic needs to be termnated. For further details, see
Section 3.3.2.
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CLE-reporting-threshol d
A configurabl e val ue against which the CLE is conpared as part of
the report suppression procedure. For further details, see
Section 3.2.3.

CLE-limt
A configurabl e val ue agai nst which the CLE is conpared to
determ ne the PCN-adni ssion-state for a given ingress-egress-
aggregate. For further details, see Section 3.3.1

T_meas
A configurable tine interval that defines the neasurenent period
over which the PCN egress-node collects statistics relating to
PCN-traffic marking. At the end of the interval, the PCN- egress-
node cal cul ates the values NMrate, [CL-specific] ThMrate, and
ETMrate as defined above and sends a report to the Decision
Poi nt, subject to the operation of the report suppression feature.
For further details, see Section 3.2.

T_maxsuppress
A configurable time interval after which the PCN-egress-node MJST
send a report to the Decision Point for a given ingress-egress-
aggregate regardl ess of the nobst recent values of the CLE. This
mechani sm provi des the Decision Point with a periodic confirmation
of liveness when report suppression is activated. For further
details, see Section 3.2.3.

T fail
An interval after which the Decision Point concludes that
communi cati on froma given PCN-egress-node has failed if it has
received no reports fromthe PCN egress-node during that interval
For further details, see Section 3.3.3.

Tcrit
A configurable interval used in the calculation of T fail. For
further details, see Section 3.3.3.
2. [CL-Specific] Assuned Core Network Behavior for CL

This section describes the assunmed behavior for PCN-interior-nodes in
the PCN-dormain. The CL nobde of operation assunes that:

0 PCN-interior-nodes perform both threshol d- marki ng and excess-

traffic-marki ng of PCN- packets, according to the rules specified
in [ RFC5670] ;
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o For IP transport, threshol d-marki ng of PCN packets uses the ThM
codepoi nt defined in [ RFC6660]; for MPLS transport, an equival ent
marking i s used as di scussed in Appendi x C of [ RFC6660];

o For IP transport, excess-traffic-marking of PCN packets uses the
ETM codepoi nt defined in [ RFC6660]; for MPLS transport, an
equi val ent marking is used as discussed in Appendix C of
[ RFC6660] ;

0 On each link, the reference rate for the threshold-neter is
configured to be equal to the PCN-adnissible-rate for the link

0 On each link, the reference rate for the excess-traffic-neter is
configured to be equal to the PCN-supportable-rate for the Iink

0 The set of valid codepoint transitions is as shown in Sections
5.2.1 and 5.2.2 of [RFC6660].

3. Node Behaviors
3.1. Overview

This section describes the behavior of the PCNingress-node, PCN
egress-node, and the Decision Point (which MAY be collocated with the
PCN-i ngr ess- node) .

The PCN- egress-node collects the rates of not-marked, [CL-specific]

t hr eshol d- mar ked, and excess-traffic-marked PCN-traffic for each

i ngress-egress-aggregate and reports themto the Decision Point.
[CL-specific] It MAY also identify and report PCN-flows that have
experienced excess-traffic-marking. For a detailed description, see
Section 3. 2.

The PCN-ingress-node enforces flow adm ssion and term nation
decisions. It also reports the rate of PCN-traffic sent to a given
i ngress-egress-aggregate when requested by the Decision Point. For
details, see Section 3.4.

Finally, the Decision Point makes fl ow adm ssion decisions and
selects flows to ternm nate based on the information provided by the
PCN-i ngress-node and PCN-egress-node for a given ingress-egress-
aggregate. For details, see Section 3.3.

Specification of a signaling protocol to report rates to the Decision
Point is out of scope of this docunent. [If the PCN-ingress-node is
chosen as the Decision Point, [RSVP-PCN] specifies an appropriate

si gnal i ng protocol
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Section 5.1.2 describes howto derive the filters by nmeans of which
PCN-i ngress-nodes and PCN-egress-nodes are able to classify incom ng
packets into ingress-egress-aggregates.

3.2. Behavior of the PCN- Egress-Node
3.2.1. Data Collection

The PCN- egress-node needs to neter the PCN-traffic it receives in
order to calculate the following rates for each ingress-egress-
aggregate passing through it. These rates SHOULD be cal cul ated at
the end of each neasurenent period based on the PCN-traffic observed
during that neasurenent period. The duration of a neasurenent period
is equal to the configurable value T_neas. For further information
see Section 3.5.

0 NMrate: octets per second of PCN-traffic in PCN-packets that are
not-marked (i.e., marked with the NM codepoint);

0 [CL-specific] ThMrate: octets per second of PCN-traffic in PCN
packets that are threshold-marked (i.e., marked with the ThM
codepoi nt) ;

o0 ETMrate: octets per second of PCN-traffic in PCN packets that are
excess-traffic-marked (i.e., marked with the ETM codepoi nt).

Note: metering the PCN-traffic continuously and using equal -1 ength
measurenent intervals mnimzes the statistical variance introduced
by the neasurenment process itself. On the other hand, the operation
of PCNis not affected if the starting and ending tinmes of the
measurenent intervals for different ingress-egress-aggregates are
different.

[CL-specific] As a configurable option, the PCN egress-node MAY
record flowidentifiers of the PCN-flows for which excess-traffic-
mar ked packets have been observed during this neasurenent interval

If this set is large (e.g., nore than 20 flows), the PCN- egress-node
MAY record only the nost recently excess-traffic-marked PCN-fl ow
identifiers rather than the conplete set.

These can be used by the Decision Point when it selects flows for
termnation. In networks using nultipath routing, it is possible
that congestion is not occurring on all paths carrying a given

i ngress-egress-aggregate. Assuning that specific PCN-flows are
routed via specific paths, identifying the PCN-fl ows that are
experiencing excess-traffic-marking helps to avoid ternination of
PCN-fl ows not contributing to congestion
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3.2.2. Reporting the PCN Data

Unl ess the report suppression option described in Section 3.2.3 is
activated, the PCN egress-node MJST report the |atest values of NM
rate, [CL-specific] ThMrate, and ETMrate to the Decision Point each
time that it calculates them

[CL-specific] If the PCN egress-node recorded a set of flow
identifiers of PCN-flows for which excess-traffic-marking was
observed in the nost recent neasurement interval, then it MJST al so
include these identifiers in the report.

3.2.3. Optional Report Suppression

Report suppressi on MJST be provided as a configurable option, along
with two configurable paraneters, the CLE-reporting-threshold and the
maxi mum report suppression interval T _nmnaxsuppress. The default val ue
of the CLE-reporting-threshold is zero. The CLE-reporting-threshold
MUST NOT exceed the CLE-Iinmit configured at the Decision Point. For
further information on T_maxsuppress, see Section 3.5.

If the report suppression option is enabl ed, the PCN egress-node MJST
apply the follow ng procedure to deci de whether to send a report to
the Decision Point, rather than sending a report autonmatically at the
end of each neasurenent interval

1. As well as the quantities NMrate, [CL-specific] ThMrate, and
ETMrate, the PCN- egress-node MJST cal cul ate the congestion | eve
estimate (CLE) for each neasurenent interval. The CLE is
conmput ed as:

[ CL-specific]
CLE = (ThMrate + ETMrate) / (NMrate + ThMrate + ETMrate)

if any PCN-traffic was observed, or CLE =0 if all the rates are
zero.

2. If the CLE calculated for the | atest neasurenent interval is
greater than the CLE-reporting-threshold and/or the CLE
calculated for the imedi ately previous interval was greater than
the CLE-reporting-threshold, then the PCN egress-node MJST send a
report to the Decision Point. The contents of the report are
descri bed bel ow.
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3. 3.

3. 3.

The reason for taking into account the CLE of the previous
interval is to ensure that the Decision Point gets inmediate
feedback if the CLE has dropped bel ow CLE-reporting-threshol d.
This is essential if the Decision Point is running the flow
term nation procedure and observing whether (further) fl ow
term nation is needed. See Section 3.3.2.

3. If an interval T_maxsuppress has el apsed since the |last report
was sent to the Decision Point, then the PCN egress-node MJST
send a report to the Decision Point regardl ess of the CLE val ue.

4. If neither of the preceding conditions holds, the PCN egress-node
MUST NOT send a report for the | atest neasurenent interval

Each report sent to the Decision Point when report suppression has
been activated MUST contain the values of NMrate, [CL-specific] ThMm
rate, ETMrate, and CLE that were calculated for the nost recent
measurenent interval. [CL-specific] If the PCN egress-node recorded
a set of flowidentifiers of PCN-flows for which excess-traffic-
mar ki ng was observed in the npst recent nmeasurement interval, then it
MUST al so include these identifiers in the report.

The above procedure ensures that at |east one report is sent per
interval (T_maxsuppress + T_meas). This denonstrates to the Decision
Poi nt that both the PCN egress-node and the communi cation path

bet ween that node and the Decision Point are in operation

Behavi or at the Deci sion Point

Operators can choose to use PCN procedures just for flow adni ssion
or just for flow ternination, or for both. Decision Points MJST

i mpl ement bot h nechani sns, but configurable options MJST be provi ded
to activate or deactivate PCN-based fl ow adm ssion and fl ow

term nation i ndependently of each other at a given Decision Point.

If PCN-based flow ternmination is enabled but PCN based fl ow admi ssion
is not, flow term nation operates as specified in this docunent.

Logically, sone other system of flow adm ssion control is in
operation, but the description of such a systemis out of scope of
this docunent and depends on | ocal arrangenents.

1. Fl ow Admi ssion

The Decision Point determ nes the PCN-adnission-state for a given
i ngress-egress-aggregate each tine it receives a report fromthe
egress node. It nakes this deternination on the basis of the
congestion level estimate (CLE). |If the CLEis provided in the
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egress-node report, the Decision Point SHOULD use the reported val ue.
If the CLE was not provided in the report, the Decision Point MIST
calculate it based on the other values provided in the report, using
the formul a:

[ CL-specific]
CLE = (ThMrate + ETMrate) / (NMrate + ThMrate + ETMrate)

if any PCN-traffic was observed, or CLE = 0 if all the rates are
zero.

The Deci si on Point MJST conpare the reported or calculated CLE to a
configurable value, the CLE-linit. |If the CLEis less than the CLE-
limt, the PCN-adm ssion-state for that aggregate MJST be set to
"admit"; otherwise, it MJST be set to "bl ock".

If the PCN-admi ssion-state for a given ingress-egress-aggregate is
"adnit", the Decision Point SHOULD allow new flows to be adnitted to
that aggregate. |If the PCN adnission-state for a given ingress-
egress-aggregate is "block", the Decision Point SHOULD NOT all ow new
flows to be adnmitted to that aggregate. These actions MAY be

nodi fied by policy in specific cases, but such policy intervention

ri sks defeating the purpose of using PCN.

A performance study of this admnission control method is presented in
[ MeLel2].

3.3.2. Flow Term nation

[ CL-specific] Wien the report fromthe PCN egress-node includes a
non-zero value of the ETMrate for some ingress-egress-aggregate, the
Deci si on Poi nt MJUST request the PCN-ingress-node to provide an
estimate of the rate (PCN-sent-rate) at which the PCN-ingress-node is
receiving PCN-traffic that is destined for the given ingress-egress-
aggr egat e.

If the Decision Point is collocated with the PCN-ingress-node, the
request and response are internal operations.

The Decision Point MUST then wait, for both the requested rate from
the PCN-ingress-node and the next report fromthe PCN- egress-node for
the ingress-egress-aggregate concerned. |If this next egress-node
report also includes a non-zero value for the ETMrate, the Decision
Poi nt MJST deternine the anbunt of PCN-traffic to term nate using the
foll owi ng steps:
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1. [CL-specific] The sustainable aggregate rate (SAR) for the given
i ngress-egress-aggregate is estimated by the sum

SAR = NMrate + ThMrate
for the latest reported interval
2. The anount of traffic to be termnated is the difference:
PCN-sent-rate - SAR

where PCN-sent-rate is the value provided by the PCN-ingress-
node.

See Section 3.3.3 for a discussion of appropriate actions if the
Decision Point fails to receive a tinely response to its request for
the PCN-sent-rate.

If the difference calculated in the second step is positive (traffic
rate to be termnated), the Decision Point SHOULD sel ect PCN-fl ows
for termnation. To that end, the Decision Point MAY use upper rate
limts for individual PCN-flows (known, e.g., fromresource signaling
used to establish the PCN-fl ows) and select a set of PCN-flows whose
sum of upper rate linmits is up to the traffic rate to be terninated.
Then, these PCN-flows are term nated. The use of upper linits on
PCN-fl ow rates avoids over-termnation

Term nation may be continuously needed after consecutive neasurenent
intervals for various reasons, e.g., if the used upper rate linits
overestimate the actual flowrates. For such cases it is RECOMVENDED
that enough tinme el apses between successive ternination events to
all ow the effects of previous term nation events to be reflected in

t he measurenents upon which the term nation deci sions are based;
otherw se, over-term nation may occur. See [Satohl0] and Sections
4.2 and 4.3 of [MeLelO].

In general, the selection of flows for ternination MAY be guided by
policy. [CL-specific] If the egress node has supplied a list of
identifiers of PCN-flows that experienced excess-traffic-marking
(Section 3.2), the Decision Point SHOULD first consider term nating
PCN-flows in that |ist.

The Deci sion Point SHOULD | og each round of termination as described
in Section 5.2.1.2.
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3.3.3. Decision Point Action for M ssing PCN Boundary-Node Reports

The Decision Point SHOULD start a tinmer t_recvFail when it receives a

report fromthe PCN-egress-node. t _recvFail is reset each tinme a new
report is received fromthe PCN-egress-node. t _recvFail expires if it
reaches the value T fail. T fail is calculated according to the

foll owi ng | ogic:

a. T _ fail = the configurable duration T_crit, if report suppression
is not depl oyed;

b. T fail = Tecrit also if report suppression is deployed and the
| ast report received fromthe PCN egress-node contained a CLE
val ue greater than CLE-reporting-threshold (Section 3.2.3);

c. T fail =3 * T maxsuppress (Section 3.2.3) if report suppression
i s deployed and the | ast report received fromthe PCN egress-node
contai ned a CLE value less than or equal to CLE-reporting-

t hr eshol d.

If tinmer t_recvFail expires for a given PCN egress-node, the Decision
Poi nt SHOULD notify managenent. A log format is defined for that
purpose in Section 5.2.1.1. Oher actions depend on |ocal policy,

but MAY include bl ocking of new fl ows destined for the PCN egress-
node concerned until another report is received fromit. Termination
of already adnmitted flows is also possible, but could be triggered by
"Destination unreachabl e" nmessages received at the PCN-ingress-node.

If a centralized Decision Point sends a request for the estinated

val ue of PCN-sent-rate to a given PCN-ingress-node and fails to
receive a response in a reasonable anbunt of time, the Decision Point
SHOULD repeat the request once. [CL-specific] Wiile waiting after
sending this second request, the Decision Point MAY begin sel ecting
flows to termnate, using ETMrate as an estinmate of the anount of
traffic to be termnated in place of the quantity specified in
Section 3.3.2:

PCN-sent-rate - SAR

Because ETMrate will over-estimate the amount of traffic to be

term nated due to dropping of PCN packets by interior nodes, the

Deci sion Point SHOULD terminate | ess than the full anobunt ETMrate in
the first pass and recal cul ate the additional amobunt to terminate in
addi ti onal passes based on subsequent reports fromthe PCN egress-
node. |If the second request to the PCN-ingress-node also fails, the
Deci sion Point MJUST select flows to term nate based on the ETMrate
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3. 4.

3.

5.

approxi mati on as just described and SHOULD notify managenent. The
Il og format described in Section 5.2.1.1 is also suitable for this
pur pose.

The response tiner t_sndFail with upper bound T crit is specified
in Section 3.5. The use of T crit is an approximtion. A nore
precise lint would be on the order of two round-trip tines, plus
an al l owance for processing at each end, plus an all owance for
vari ance in these val ues.

See Section 3.5 for suggested val ues of the configurable durations
T_crit and T_naxsuppress.

Behavi or of the Ingress Node

The PCN-ingress-node MJUST provide the estimated current rate of PCN
traffic received at that node and destined for a given ingress-
egress-aggregate in octets per second (the PCN-sent-rate) when the
Deci sion Point requests it. The way this rate estimate is derived is
a matter of inplenentation

For exanple, the rate that the PCN-ingress-node supplies can be
based on a quick sanple taken at the tinme the information is
required.

Summary of Tinmers and Associ ated Configurabl e Durations

Here is a sumary of the tinmers used in the procedures just
descri bed:

t_neas
Wher e used: PCN-egress-node.
Used in procedure: data collection (Section 3.2.1).
I nci dence: one per ingress-egress-aggregate.
Reset: inmediately on expiry.
Expiry: when it reaches the configurable duration T _neas.
Action on expiry: calculate NMrate, [CL-specific] ThMrate,

and ETMrate and proceed to the applicable reporting procedure
(Section 3.2.2 or Section 3.2.3).
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t _maxsuppress
Wher e used: PCN-egress-node.
Used in procedure: report suppression (Section 3.2.3).
I nci dence: one per ingress-egress-aggregate.

Reset: when the next report is sent, either after expiry or
because the CLE has exceeded the reporting threshold.

Expiry: when it reaches the configurable duration
T_maxsuppr ess.

Action on expiry: send a report to the Decision Point the next
time the reporting procedure (Section 3.2.3) is invoked,
regardl ess of the value of CLE

t _recvFail
Wher e used: Decision Point.
Used in procedure: failure detection (Section 3.3.3).

I nci dence: one per ingress-egress-aggregate.

Reset: when a report is received for the ingress-egress-

aggr egat e.
Expiry: when it reaches the cal cul ated duration T fail. As
described in Section 3.3.3, T fail is equal either to the

configured duration T crit or to the calculated value 3 *
T_maxsuppress, where T_maxsuppress is a configured duration

Action on expiry: notify managenent, and possibly other
actions.

t _sndFai l
Wiere used: centralized Decision Point.
Used in procedure: failure detection (Section 3.3.3).

I nci dence: only as required, one per outstanding request to a
PCN-i ngr ess- node.

Started: when a request for the value of PCN-sent-traffic for a
gi ven ingress-egress-aggregate is sent to the PCN-ingress-node.
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Term nated wi thout action: when a response is received before
expiry.

Expiry: when it reaches the configured duration T crit.
Action on expiry: as described in Section 3.3.3.
3.5.1. Recommended Val ues for the Configurable Durations

The tiners just described depend on three configurable durations,

T nmeas, T _maxsuppress, and T crit. The recomendati ons gi ven bel ow
for the values of these durations are all related to the intended PCN
reaction time of 1 to 3 seconds. However, they are based on

j udgenment rather than operational experience or mathematica
derivati on.

The value of T neas is RECOVWENDED to be on the order of 100 to 500
ms to provide a reasonabl e trade-off between demands on network
resources (PCN egress-node and Deci si on Poi nt processing, network
bandwi dth) and the time taken to react to inpendi ng congestion

The val ue of T nmaxsuppress is RECOWENDED to be on the order of 3 to
6 seconds, for simlar reasons to those for the choice of T neas.

The value of T_crit SHOULD NOT be less than 3 * T_meas. O herw se,
it could cause too many managenent notifications due to transient
conditions in the PCN-egress-node or along the signaling path. A
reasonabl e upper bound on T crit is on the order of 3 seconds.

4. Specification of Diffserv Per-Donai n Behavi or

This section provides the specification required by [ RFC3086] for a
per - dormai n behavi or.

4.1. Applicability
This section quotes [RFC5559].

The PCN CL boundary node behavior specified in this docunment is
applicable to inelastic traffic (particularly video and voice) where
quality of service for adnitted flows is protected primarily by

admi ssion control at the ingress to the donmain.

In exceptional circumstances (e.g., due to rerouting as a result of
network failures) already admtted flows nmay be term nated to protect
the quality of service of the remaining flows. [CL-specific] The
performance results in, e.g., [MLelO], indicate that the CL boundary
node behavi or provi des better service outcones under such
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4.
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circunstances than the SM boundary node behavi or described in
[ RFC6662], because CL is less likely to term nate PCN-fl ows
unnecessarily.

Techni cal Specification
1. dassification and Traffic Conditioning

Packet classification and treatnent at the PCN-ingress-node is
described in Section 5.1 of [RFC6660].

PCN packets are further classified as bel onging or not belonging to

an admitted flow PCN packets not belonging to an admitted flow are
"bl ocked". (See Section 1 for an understanding of howthis termis

interpreted.) Packets belonging to an adnitted flow are policed to

ensure that they adhere to the rate or flowspec that was negoti ated

during flow adm ssion.

2. PHB Configuration

The PCN CL boundary node behavior is a metering and marki ng behavi or
rat her than a scheduling behavior. As a result, while the encoding

uses a single DSCP value, that value can vary from one depl oynent to
anot her. The PCN wor ki ng group suggests using admi ssion control for
the followi ng service classes (defined in [ RFC4594]):

o Tel ephony (EF)

0 Real-tinme interactive (C$4)

0 Broadcast Video (CS3)

o Miltinmedi a Conferencing (AF4)

For a fuller discussion, see Appendi x A of [RFC6660].

4.3. Attributes

The purpose of this per-domain behavior is to achieve |ow | oss and
jitter for the target class of traffic. The design requirenent for
PCN was that recovery from overl oads through the use of fl ow

term nati on should happen within 1-3 seconds. PCN probably perforns
better than that.

4. 4. Paraneters

The set of paraneters that needs to be configured at each PCN-node
and at the Decision Point is described in Section 5.1
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5.

5.  Assunptions

It is assuned that a specific portion of link capacity has been
reserved for PCN-traffic.

.6. Exanpl e Uses

The PCN CL behavior may be used to carry real-tinme traffic,
particul arly voice and video.

.7. Environnental Concerns

The PCN CL per-donmain behavior could theoretically interfere with the
use of end-to-end ECN due to reuse of ECN bits for PCN marking.
Section 5.1 of [RFC6660] describes the actions that can be taken to
protect ECN signaling. Appendix B of that docunent provides further
di scussi on of how ECN and PCN can coexi st.

.8. Security Considerations

Pl ease see the security considerations in [RFC5559] as well as those
in [ RFC2474] and [ RFC2475].

Operational and Managenent Consi derations

.1. Deploynment of the CL Edge Behavi or

Depl oyment of the PCN Controlled Load edge behavi or requires the
fol |l owi ng steps:

o0 selection of deploynent options and gl obal paraneter val ues;
o derivation of per-node and per-link information

o installation, but not activation, of parameters and policies at
all of the nodes in the PCN donain;

o activation and verification of all behaviors.
1.1. Selection of Deploynent Options and d obal Paraneters

The first set of decisions affects the operation of the network as a
whole. To begin with, the operator needs to nake basic design
deci si ons such as whether the Decision Point is centralized or
collocated with the PCN-ingress-nodes, and whet her per-flow and
aggregate resource signaling as described in [ RSVP-PCN] is depl oyed
in the network. After that, the operator needs to decide:
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0

(0]

whet her PCN packets will be forwarded unencapsul ated or in tunnels
bet ween the PCN-ingress-node and the PCN- egress-node.
Encapsul ati on preserves incom ng ECN settings and sinplifies the
PCN- egress-node’s job when it comes to relating i ncom ng packets
to specific ingress-egress-aggregates, but |owers the path MU and
i mposes the extra | abor of encapsul ati on/ decapsul ati on on the PCN
edge- nodes.

whi ch service classes will be subject to PCN control and what DSCP
will be used for each. (See [ RFC6660] Appendix A for advice on
this topic.)

the markings to be used at all nodes in the PCN-domain to indicate
not - marked (NM, [CL-specific] threshol d-marked (ThM, and excess-
traffic-marked (ETM PCN packets;

the marking rules for re-marking PCN-traffic | eaving the PCN
domai n;

whet her PCN-based fl ow adm ssion is enabl ed;

whet her PCN-based flow term nation is enabl ed.

The follow ng paraneters affect the operation of PCNitself. The
operator needs to choose:

(0]

the value of CLE-limt if PCN-based flow adm ssion is enabl ed.
[CL-specific] In practice, the operation of flow adm ssion is not
very sensitive to the value of the CLE-linit, because when

t hreshol d-marki ng occurs it tends to persist |ong enough that

t hreshol d-marked traffic becones a | arge proportion of the
received traffic in a given interval

the value of the collection interval T neas. For a recommended
range of val ues, see Section 3.5.1 above.

whet her report suppression is to be enabled at the PCN egress-
nodes and if so, the values of CLE-reporting-threshold and

T _maxsuppress. It is reasonable to | eave CLE-reporting-threshold
at its default value (zero, as specified in Section 3.2.3). For a
recommended range of values of T naxsuppress, see Section 3.5.1
above.

the value of the duration T crit, which the Decision Point uses in
deci di ng whet her conmmuni cations with a gi ven PCN-edge-node have
failed. For a recommended range of values of T crit, see

Section 3.5.1 above.
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1.

0 [CL-specific] Activation/deactivation of recording of individua
flowidentifiers when excess-traffic-marked PCN-traffic is
observed. Reporting these identifiers has value only if PCN based
flow termnation is activated and Equal Cost Milti-Path (ECVP)
routing is enabled in the PCN donai n.

2. Specification of Node- and Link-Specific Paraneters

Filters are required at both the PCN-ingress-node and the PCN egress-
node to classify incom ng PCN packets by ingress-egress-aggregate.
Because of the potential use of multipath routing in donains upstream
of the PCN-dorain, it is inpossible to do such classification
reliably at the PCN egress-node based on the packet header contents
as originally received at the PCN-ingress-node. (Packets with the
same header contents could enter the PCN-domain at nultiple PCN

i ngress-nodes.) As a result, the only way to construct such filters
reliably is to tunnel the packets fromthe PCNingress-node to the
PCN- egr ess- node.

The PCN-ingress-node needs filters in order to place PCN packets into
the right tunnel in the first instance, and also to satisfy requests
fromthe Decision Point for adm ssion rates into specific ingress-
egress-aggregates. These filters select the PCN egress-node, but not
necessarily a specific path through the network to that node. As a
result, they are likely to be stable even in the face of failures in
the network, except when the PCN-egress-node itself becones
unreachable. If all PCN packets will be tunnel ed, the PCN-ingress-
node al so needs to know the address of the peer PCN egress-node
associ ated with each filter.

Qperators may wi sh to give some thought to the provisioning of
alternate egress points for sone or all ingress-egress-aggregates in
case of failure of the PCN- egress-node. This could require the
setting up of standby tunnels to these alternate egress points.

Each PCN-egress-node needs filters to classify inconming PCN packets
by ingress-egress-aggregate, in order to gather measurenents on a
per-aggregate basis. |If tunneling is used, these filters are
constructed on the basis of the identifier of the tunnel from which
the incom ng packet has energed (e.g., the source address in the
outer header if |P encapsulation is used). The PCN egress-node al so
needs to know the address of the Decision Point to which it sends
reports for each ingress-egress-aggregate.
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A centralized Decision Point needs to have the address of the PCN-

i ngress-node correspondi ng to each ingress-egress-aggregate.

Security considerations require that information al so be prepared for
a centralized Decision Point and each PCN-edge-node to allow themto
aut henti cate each ot her.

Turning to link-specific paraneters, the operator needs to derive

val ues for the PCN- adm ssible-rate and [CL-specific] PCN- supportabl e-
rate on each link in the network. The first two paragraphs of
Section 5.2.2 of [RFC5559] discuss how these val ues may be derived.

5.1.3. Installation of Paraneters and Policies

As discussed in the previous two sections, every PCN node needs to be
provi sioned with a nunber of paraneters and policies relating to its
behavi or in processing incom ng packets. The Diffserv MB [ RFC3289]
can be useful for this purpose, although it needs to be extended in
sone cases. This MB covers packet classification, netering,
counting, policing, dropping, and marking. The required extensions
specifically include an encapsul ation action foll ow ng

recl assification by ingress-egress-aggregate. 1In addition, the MB
has to be extended to include objects for marking the ECN field in
the outer header at the PCN-ingress-node and an extension to the
classifiers to include the ECN field at PCN-interior and PCN egress-
nodes. Finally, new objects may need to be defined at the PCN
interior-nodes to represent the netering algorithns for threshol d-
mar ki ng and packet -si ze-i ndependent excess-traffic-marking.

Val ues for the PCN- admi ssible-rate and [CL-specific] PCN supportabl e-
rate on each link on a node appear as netering paraneters. Operators
shoul d take note of the need to deploy neters of a given type
(threshol d or excess-traffic) either on the ingress or the egress
side of each interior |link, but not both (Appendix B.2 of [RFC5670].

The follow ng additional information has to be configured by other
means (e.g., additional M Bs, NETCONF nodel s).

At the PCN-egress-node:
o the neasurenent interval T neas (units of ns, range 50 to 1000);

0 [CL-specific] whether specific flowidentifiers nust be captured
when excess-traffic-marked packets are observed;

o whether report suppression is to be appli ed;
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o if so, the interval T_maxsuppress (units of 100 ns, range 1 to
100) and the CLE-reporting-threshold (units of tenths of one
percent, range O to 1000, default value 0);

o0 the address of the PCN-ingress-node for each ingress-egress-
aggregate, if the Decision Point is collocated with the PCN
i ngress-node and [ RSVP-PCN] is not depl oyed;

o the address of the centralized Decision Point to which it sends
its reports, if there is one.

At the Decision Point:
o whet her PCN-based fl ow adm ssion is enabl ed;
o whether PCN-based flow ternmination is enabl ed;

o the value of CLE-Iimt (units of tenths of one percent, range 0 to
1000) ;

o the value of the interval T_crit (units of 100 ms, range 1 to
100);

o whether report suppression is to be appli ed;

o if so, the interval T_maxsuppress (units of 100 ns, range 1 to
100) and the CLE-reporting-threshold (units of tenths of one
percent, range 0 to 1000, default value 0). These MJST be the
sanme val ues that are provisioned in the PCN egress-nodes;

o if the Decision Point is centralized, the address of the PCN
i ngress-node (and any other information needed to establish a
security association) for each ingress-egress-aggregate.

Dependi ng on the testing strategy, it nmay be necessary to install the
new configuration data in stages. This is discussed further bel ow

5.1.4. Activation and Verification of Al Behaviors

It is certainly not within the scope of this docunent to advise on
testing strategy, which operators undoubtedly have well in hand.
Quite possibly an operator will prefer an increnental approach to
activation and testing. |Inplenenting the PCN marking schene at PCN
i ngress-nodes, correspondi ng schedul i ng behavi or in downstream nodes,
and re-marking at the PCN-egress-nodes is a | arge enough step in
itself to require thorough testing before going further
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Testing will probably involve the injection of packets at individua
nodes and tracking of how the node processes them This work can
make use of the counter capabilities included in the Diffserv MB.
The application of these capabilities to the nanagenent of PCN is
di scussed in the next section

. 2.  Managenent Considerations

This section focuses on the use of event |ogging and the use of
counters supported by the Diffserv MB [RFC3289] for the various
nmoni toring tasks involved in managenent of a PCN network

.2.1. Event Logging in the PCN Domain

It is anticipated that event |ogging using SYSLOG [ RFC5424] will be
needed for fault managenent and potentially for capacity nanagenent.
| npl enent ati ons MUST be capabl e of generating |logs for the follow ng
event s:

o detection of |oss of contact between a Decision Point and a PCN
edge-node, as described in Section 3.3.3;

0 successful receipt of a report froma PCN egress-node, follow ng
detection of loss of contact with that node;

o flowterm nation events

Al'l of these logs are generated by the Decision Point. There is a
strong likelihood in the first and third cases that the events are
correlated with network failures at a lower level. This has

i mplications for how often specific event types should be reported,
so as not to contribute unnecessarily to | og buffer overfl ow
Recommendati ons on this topic follow for each event report type.

The field nanmes (e.g., HOSTNAME, STRUCTURED- DATA) used in the
foll owi ng subsections are defined in [ RFC5424].

5.2.1.1. Logging Loss and Restoration of Contact

Section 3.3.3 describes the circunstances under which the Decision
Point may determine that it has |ost contact, either with a PCN\

i ngress-node or a PCN-egress-node, due to failure to receive an
expected report. Loss of contact with a PCN-ingress-node is a case
primarily applicable when the Decision Point is in a separate node.
However, inplementations MAY inplenent |ogging in the collocated case
if the inplenentation is such that non-response to a request fromthe
Deci si on Point function can occasionally occur due to processor |oad
or other reasons.
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The log reporting the loss of contact with a PCN-ingress-node or PCN
egress-node MJST include the follow ng content:

0 The HOSTNAME field MUST identify the Decision Point issuing the
| og.

0 A STRUCTURED- DATA el enent MJST be present, containing paraneters
identifying the node for which an expected report has not been
received and the type of report lost (ingress or egress). It is
RECOMMVENDED t hat the SD-ID for the STRUCTURED- DATA el enent have
the form "PCNNode" (w thout the quotes), which has been registered
with | ANA.  The node identifier PARAM NAME is RECOWENDED to be
"ID'" (without the quotes). The identifier itself is subject to
the preferences expressed in Section 6.2.4 of [RFC5424] for the
HOSTNAME field. The report type PARAM NAME i s RECOMVENDED to be
"RTyp" (without the quotes). The PARAM VALUE for the RTyp field
MUST be either "ingr" or "egr".

The follow ng values are al so RECOWENDED for the indicated fields in
this log, subject to |ocal practice:

o PRI initially set to 115, representing a Facility value of (14)
"log alert" and a Severity level of (3) "Error Condition". Note
that |oss of contact with a PCN egress-node inplies that no new
flows will be admtted to one or nore ingress-egress-aggregates
until contact is restored. The reason a higher severity |eve
(l ower value) is not proposed for the initial log is because any
corrective action would probably be based on alerts at a | ower
subsystem | evel

0 APPNAME set to "PCN' (without the quotes).
o MSGE D set to "LOST" (without the quotes).

If contact is not regained with a PCN-egress-node in a reasonabl e
period of time (say, one ninute), the | og SHOULD be repeated, this
time with a PRI value of 113, inplying a Facility value of (14) "log
alert"” and a Severity value of (1) "Alert: action nmust be taken

i medi ately". The reasoning is that by this time, any nore genera
conditions shoul d have been cleared, and the problemlies
specifically with the PCN-egress-node concerned and the PCN
application in particular.

Whenever a | oss-of-contact log is generated for a PCN-egress-node, a
I og indicating recovery SHOULD be generated when the Decision Point
next receives a report fromthe node concerned. The | og SHOULD have
the sane content as just described for the | oss-of-contact log, with
the follow ng differences:
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o0 PRI changes to 117, indicating a Facility value of (14) "log
alert" and a Severity of (5) "Notice: normal but significant
condi tion".

0o MG D changes to "RECVD' (without the quotes).
5.2.1.2. Logging Flow Term nati on Events

Section 3.3.2 describes the process whereby the Decision Point
decides that flow termnation is required for a given ingress-egress-
aggregate, calculates how nuch flowto termnate, and selects flows
for termination. This section describes a |log that SHOULD be
generated each time such an event occurs. (In the case where

term nation occurs in nultiple rounds, one | og SHOULD be generated
per round.) The log may be useful in fault managenent, to indicate
the service inpact of a fault occurring in a |ower-level subsystem
In the absence of network failures, it may al so be used as an

i ndi cation of an urgent need to review capacity utilization along the
pat h of the ingress-egress-aggregate concerned.

The log reporting a flow termnation event MJST include the follow ng
content:

0 The HOSTNAME field MIUST identify the Decision Point issuing the
| og.

0 A STRUCTURED- DATA el ement MJUST be present, containing paraneters
identifying the ingress and egress nodes for the ingress-egress-
aggregate concerned, indicating the total anount of flow being
term nated, and giving the nunber of flows terninated to achieve
t hat objective.

It is RECOMWENDED that the SD-ID for the STRUCTURED- DATA el enment
have the form "PCNTerm (w thout the quotes), which has been
registered with | ANA. The paraneter identifying the ingress node
for the ingress-egress-aggregate i s RECOWENDED to have PARAM NAME
"I'ngri D' (without the quotes). The paraneter identifying the
egress node for the ingress-egress-aggregate i s RECOMVENDED t o
have PARAM NAME "EgrI D' (without the quotes). Both identifiers
are subject to the preferences expressed in Section 6.2.4 of

[ RFC5424] for the HOSTNAME fi el d.

The paraneter giving the total anpunt of flow being termnated is
RECOMVENDED t 0 have PARAM NAME "TernRate" (w thout the quotes).
The PARAM VALUE MUST be the target rate as cal cul ated according to
the procedures of Section 3.3.2, as an integer value in thousands
of octets per second. The paraneter giving the nunber of flows
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2

selected for termination is RECOWENDED to have PARAM NAME "FCnt"
(wi thout the quotes). The PARAM VALUE for this paraneter MJST be
an integer, the nunber of flows sel ected.

The follow ng values are al so RECOVWENDED for the indicated fields in
this log, subject to |ocal practice:

o PRI initially set to 116, representing a Facility value of (14)
"log alert” and a Severity |level of (4) "Warning: warning
condi tions".

0 APPNAME set to "PCN' (without the quotes).
o MSGE@ D set to "TERM' (without the quotes).
2. Provision and Use of Counters

The Diffserv MB [ RFC3289] allows for the provision of counters al ong
the various possible processing paths associated with an interface
and flow direction. It is RECOVWENDED that the PCN-nodes be
instrunmented as described below. It is assunmed that the cunul ative
counts so obtained will be collected periodically for use in
debuggi ng, fault nanagenent, and capacity nanagenent.

PCN-i ngress- nodes SHOULD provide the follow ng counts for each

i ngress-egress-aggregate. Since the Diffserv MB installs counters
by interface and direction, aggregation of counts over mnultiple
interfaces nmay be necessary to obtain total counts by ingress-egress-
aggregate. It is expected that such aggregation will be perfornmed by
a central systemrather than at the PCNingress-node.

o total PCN packets and octets that were received for that ingress-
egr ess-aggregate but were dropped;

o total PCN packets and octets adnitted to that aggregate.

PCN-i nterior-nodes SHOULD provide the followi ng counts for each
interface, noting that a given packet MJUST NOT be counted nore than
once as it passes through the node:

o total PCN packets and octets dropped;

o total PCN packets and octets forwarded w thout re-narking;

0 [CL-specific] total PCN packets and octets re-marked to threshol d-
mar ked;

o total PCN packets and octets re-narked to excess-traffic-marked.
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PCN- egr ess- nodes SHOULD provide the followi ng counts for each

i ngress-egress-aggregate. As with the PCN-ingress-node, so with the
PCN-egress-node it is expected that any necessary aggregation over
multiple interfaces will be done by a central system

o total not-nmarked PCN packets and octets received;

0 [CL-specific] total threshol d-marked PCN packets and octets
recei ved,

o total excess-traffic-marked PCN packets and octets received.

The followi ng continuously cunul ati ve counters SHOULD be provided as
i ndi cated, but require new MBs to be defined. |I|f the Decision Point
is not collocated with the PCN-ingress-node, the |atter SHOULD
provide a count of the nunber of requests for PCN-sent-rate received
fromthe Decision Point and the nunber of responses returned to the
Deci sion Point. The PCN egress-node SHOULD provide a count of the
nunber of reports sent to each Decision Point. Each Decision Point
SHOULD provi de the foll ow ng:

o total nunmber of requests for PCN-sent-rate sent to each PCN\-
i ngress-node with which it is not collocated;

o total nunber of reports received fromeach PCN egress-node;

o total nunber of |oss-of-contact events detected for each PCN-
boundar y- node;

o total cumul ative duration of "block" state in hundreds of
m | 1iseconds for each ingress-egress-aggregate;

o total nunber of rounds of flow term nation exercised for each
i ngress-egress-aggr egat e.

6. Security Considerations

[ RFC5559] provides a general description of the security
considerations for PCN. This nmeno introduces one new consi deration
related to the use of a centralized Decision Point. The Decision
Point itself is a trusted entity. However, its use inplies the

exi stence of an interface on the PCN-ingress-node through which
communi cati on of policy decisions takes place. That interface is a
poi nt of vulnerability that nust be protected from deni al -of -service
att acks.
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7. | ANA Consi derati ons

| ANA has added the following entries to the "syslog Structured Data
I D Val ues" registry.

Structured Data | D: PCNNode OPTI ONAL
Structured Data Paraneter: |D MANDATORY
Structured Data Paraneter: Ryp MANDATORY

Ref erence: RFC 6661

Structured Data | D: PCNTerm OPTI ONAL
Structured Data Paraneter: IngrlD MANDATORY
Structured Data Parameter: EgrlD MANDATORY
Structured Data Paraneter: TernRate MANDATORY
Structured Data Paraneter: FCnt MANDATCRY

Ref erence: RFC 6661
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