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Abstract

Access to historical audio collections is typically very restricted: conterités@nly avail-
able on physical (analog) media and the metadata is usually limited to keywgivihg
access at the level of relatively large fragments, e.g., an entirelégp®; spoken word her-
itage collections are now being digitized, which allows the introduction of mdvareced
search technology. This paper presents an approach that supploresaxcess and search
for recordings of historical speeches. A demonstrator has beendaskd on the so-called
Radio Oranje collection, which contains radio speeches by the Dutch Qgleeimina
that were broadcast during World War Il. The audio has been aligrigdits original
1940s manual transcriptions to create a time-stamped index that enablgsetches to
be searched at the word level. Results are presented together with pHated from an
external database.

1 Introduction

At present, audio(visual) collections from the culturafitege (CH) domain are
at risk of becoming inaccessible, because (i) both the gradta carriers they are
stored on are deteriorating and corresponding playbackeleare becoming ob-
solete, and (ii) the materials are insufficiently disclofadfast and easy access.
In this paper we present a demonstrator for online acceshigiaical audio col-
lection. The technical approach is based on a combinatiapeéch processing
and interaction design, and it has been applied to the ¢imlteof radio speeches
that Queen Wilhelmina (1880-1962) addressed to the Dutoplpaluring World
War Il — referred to as the ‘Radio Oranje collection’. The exfees were broad-
cast via Radio Oranje, a radio channel set up in London, Bdglep inform the
Dutch people in occupied areas. This demonstrator is angeashhow indexing
and access to audiovisual collections from the CH domaidco& organized to
overcome the limitations of traditional indexing methodsA/V material.
Preservation issues have been taken up in retrospectitizalign projects for
historic audio(visual) collections such as the EU IST Rlﬁpadg project and the
Dutch Beelden Voor De ToekondstIn the case of the Radio Oranje collection,
most recordings as well as their original 1940s transcripiderwent preserva-
tion measures and have recently been digitized by the Natis Institute for
War Documentation (NIO[@)and the Netherlands Institute for Sound and Vision

Lhttp://www.prestospace.org/
http://iwww.beeldenvoordetoekomst.nl
Shttp://www.niod.nl/
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(NIBG) 4. Without these measures, the Radio Oranije collection conillglbe ac-
cessed by reading the transcripts kept at the NIOD (in Ardata) and/or visiting
the NIBG (in Hilversum) to obtain copies of the audio files. édlections be-
come available digitally, they can be made accessible anatjnciple, searchable
via the Web.

To facilitate keyword search, some textual representatiotihe audiovisual
documents is needed. For the kind of content under disqussire, descriptions
typically consist of a set of keywords for long stretchesmdech, e.g. an entire
hour or tape. This type of metadata is not useless, but itsisfliciently specific
to support all needs of a researcher: both the lack of pmctisi the description
and the coarse time-resolution of retrieved results makeeiploration of A/V
documents quite cumbersome. Moreover, for most of theigkgltand digital-born
audiovisual documents, disclosure based on manual désarip not an option,
since manual annotation takes one to ten times the durati@mnezording.

To improve access to digitized audiovisual collections ihierefore necessary
to automatically generate time-stamped textual repraiens that describe the
spoken content with much more precision (i.e. a higher tiegslution) than is
the case in current practice. Automatic generation of aildetandex into the
audio can be achieved in several ways, depending on the drobometadata that
is available for a collection. The extremes of the metadatedsion are a full
manual transcript on one end, and no metadata at all at tee erldl. In the former
case, aligning the transcription to the audio is sufficienglenerating an index, in
the latter case automatic speech recognition (ASR) can péoged for generating
a textual representation of the spoken content.

In contrast to the broadcast news domain, which has been #ne anea of
speech recognition research and benchmarks, speech fe@Hhdomain can
contain relatively large amounts of spontaneous speechl{iich speakers over-
lap, hesitate, repeat themselves, etc.) and of speech #sategorded in adverse
conditions (e.g. out on the street) or using suboptimalmgent. A number of re-
search projects have aimed to advance ASR and spoken docretreval specif-
ically for the CH domain. In The National Gallery of the Spoké/ord project,
the SpeechFind spoken document retrieval system was g@¢kld automatically
generates metadata for audio documents by segmenting diee and generating
ASR transcripts, and also makes the audio searchable thrayeb interface,
(Hansen, Huang, Zhou, Deadle, Deller, Gurijala, Kurimo Andkititrakul 2005).
The MALACH (Multilingual Access to Large spoken ArCHivesjggect inves-
tigated access to a vast collection of testimonies from Bhsavivors, (Byrne,
D.Doermann, Franz, Gustman, Hajic, Oard, Picheny, PsiRkaabhadran, So-
ergel, Ward and Zhu 2004). The goal of that project was to Belv&English
and Czech ASR for the oral history domain and to study howgeition can
be best incorporated in further processing and retrieegisst(Gustman, Soergel,
Oard, Byrne, Picheny, Ramabhadran and Greenberg 2002 Metherlands, the

“http:/iwww.beeldengeluid.nl/
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CHoral projetﬁ, part of the NWO-CATCI4 program, investigates technology for
indexing and accessing Dutch, historically relevant spa@@uments, (Ordelman,
de Jong and Heeren 2006).

In this paper we will describe a framework for improved asdesspoken CH-
content. More specifically, we will describe the steps talceimprove access to
the Radio Oranje collection. In sectioh 2 we will focus onglgachronization step,
also called alignment, where the 1940s transcripts were tetsgenerate a time-
stamped index of the spoken documents. Section 3 discussethls index was
exploited to support online search and browsing and how & wsed to enhance
presentation. The generation of cross-links to presenspleeches together with
related photos from an external database will also be engaain this section.
Remaining issues and future work are discussed in section 4.

2 Optimizing alignment

Given the poor sound quality of the speeches — the origiardings were made
on historical equipment and contain hiss, pops, and s@atehan ASR engine
would not be able to generate an adequate transcript. Inafeaf an alignment
task, audio frames are linked to a phonetic representafi@ennoanual transcript
using acoustic models from an ASR system. Alignment is muohemobust to-

wards mismatches between models and data than ASR. An exarhatcess to
a video archive using alignment of manual transcripts cafobed in Christel,

Richardson and Wactlar (2006).

The collection of speeches in the Radio Oranje project haem lully tran-
scribed during the war and therefore alignment could be donthis collection.
The data under consideration consisted of 29 speeches Bn@ithelmina, with
lengths varying between 5 and 19 minutes. All speeches waneially segmented
at the sentence level, giving a total of 853 sentence-sizgahents with an average
length of 15.7 seconds. For evaluation purposes, two faktepes were segmented
at the word level yielding 2028 manually aligned word boureta The alignment
tool from an off-the-shelf multi-mixture Gaussian HMM-lealsspeech recognition
engine was used (Pellom 2001), which produces Viterbi ap&chword-based
alignments.

21 Experiment |: Acoustic models

In contrast to an ASR system, which generates a hypothesibaifwas said, an
alignment task only has to decidgeéheresomething was said. Traditionally the
same acoustic models are used for both alignment and remmygriut this need
not automatically lead to the best alignment result.

We first performed an alignment using gender- and speakiependent
acoustic models, optimized for broadcast news (BN), (dgJ@rdelman and
Huijbregts 2006). Both triphone (context-dependent) armhophone (context-

Shittp://hmi.ewi.utwente.nl/choral
Bhttp://www.nwo.nl/catch
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independent) BN models were used. New acoustic models waned from the
resulting alignments leading to a speaker-dependent ticausdel. This was
then used to perform a second iteration for training the fikigthelmina models.
In total, three different acoustic models were evaluatettipaone BN model, a
monophone BN model and a monophone Wilhelmina model. Faetlesperi-
ments, sentence-sized segments were used as input andstifitngealignment
was evaluated at the word level.

2.2  Experiment II: Segment size

An alignment tool assigns acoustic model states to eacleafudio frames, based
on the phonemes that are predicted from the transcriptibis i$ done in such a
way that the total likelihood of this state sequence, givenaudio, is maximized.
Due to the complexity of the task it is not feasible to exhizest explore all
possible alignments. In practice, some pruning is applietithe alignment will
converge around a local optimum.

An anchor point is a mark in the audio and the transcriptian ties two equiv-
alent positions together. A segment can be viewed as the &adjment between
two adjacent anchor points. When more anchor points are gedvio the align-
ment tool, the task of aligning becomes easier and prunitgrhes less of an
issue. To determine the influence of segment size on alighmeality, experi-
ments were performed in which alignment was done on varyipgtisizes. The
results were evaluated at the word level.

2.3 Experiment I11: Grapheme-to-phoneme conversion

Alignment between text and speech is not done directly naugh a phoneme
representation of the text. First the orthographic trapson is converted into
a phonetic representation and then a sequence of acoudlielsrarresponding
to these phonemes can be aligned to the audio. The convestigraphemes
to phonemes has been extensively studied in the past, skeadr Cucchiarini

(1999) for a review. Most grapheme-to-phoneme (G2P) cawmertools produce
a canonical phonetic transcription based on a backgrowt@dary that is aug-
mented with a rule-based system. Both the background Iexacal the rules are
usually based on modern spelling and the correspondingmipronunciation.

In the CH domain, transcriptions can use archaic spellimyeuotions as was
the case with this collection (e.gischinstead okis meaning ‘demand’, angbor-
teekenerinstead ofvoortekenenmeaning ‘omens’). To investigate the influence
of the G2P conversion on alignment performance, threerdiffgphonetic versions
of the reference texts were produced and compared: (i)yadutiomatic G2P ver-
sion, (ii) a G2P performed on a version of the reference taftes conversion to
modern spelling conventions, and (iii) a manually checkbdnetic conversion
(thus excluding automatic G2P errors from the process).
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Figure 1: Acoustic model performance. For each of the three acaunstiels the amount of
data complying with a certain amount of deviation from the referencedrgss shown.

24  Results

Figure 1 shows the percentage of word boundaries (vertids) that fall within
a certain deviation from the manual reference alignmentiZbotal axis). The
dots mark the average deviation from the reference. Whendemirsg this aver-
age deviation, BN monophone acoustic models performedyn@@® better than
traditional BN triphone models on this task. Acoustic madilat were specifi-
cally trained on these speeches provided an added improneshalmost 20%.
The maximum deviation from the reference for all monophormelefs was less
than one second. Regardless of the performance level egljuronophone mod-
els scored better than triphone models and data-matcheelssmbred better than
generic BN models.

The performance figures that were found for this set are Ithaar those found
in previous studies, see for example Brugnara, FalavigaaGmologo (1993),
where 89% of the aligned phonemes were found within 20 mseféference.
This stresses the mismatch that exists between the genNriacBustic models
and the historic audio under consideration. Another redsothis difference is
that evaluation was done for word-boundaries only, not fameme boundaries.
This affected the accuracy of the manual placement of neferéoundaries, but
—as was found in for example Rapp (1995) — it also leads ta@htsleduction in
overall alignment performance.

Figure 2 shows the average alignment error for varying segsizes. When
the data-matched Wilhelmina model is used, segment siressedatively uncrit-
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Figure 2: Alignment performance as a function of segment size f@kh&iphone models
and the speaker-adapted Wilhelmina models.

ical. Segments with a length of up to around five minutes dshotv a significant
reduction in alignment performance when compared to thggrai sentence-sized
segments. Aligning long segments with BN triphone modedgiired a reduction
in pruning that led to a high increase in processing tim&( times longer).

Phones Average
altered (%)| deviation (ms)
Original spelling 0 55
Modern spelling 1 56
Manual conversio 5 54

Table 1: The effect of grapheme-to-phoneme conversion methatiggnment performance.

Tablel 1 gives the results for the three types of G2P when thenBNophone
acoustic models are used. Not only is the impact of old spgeltionventions on
G2P quite limited (only 1% of all phonemes is affected), tifeecences that do
exist turn out to be of no consequence for finding the word Hades. Remov-
ing all grapheme-to-phoneme conversion errors from thestndption also shows
no significant improvement on alignment performance atehellof word bound-
aries.
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25 Summary

Overall, alignment performance was more than adequatédiotask. The dura-
tion of an average syllable lies in the range of 100-300 msaved 90% of all

detected word boundaries were found within 100 ms of thereefee. The use
of monophone models resulted in better alignment perfoomdhan use of tra-
ditional triphone models. Segment size was relatively itinaf when the models
were well matched to the data. In the case that mismatch kettiee audio and the
models was high, much more processing time was requiredtemacceptable
alignment results. Finally, despite the 1940s spellingveations, there was no
impact of grapheme-to-phoneme conversion errors on legatord boundaries.

3 Radio Oranje Web interface

On the basis of the alignment, a time-stamped index wasezi¢lat allows word-
level access to the speeches through the Radio Oranje Wetard. The index
also facilitated development of additional functionaktifor user support. The
user experience was enhanced through the generation sflan&s to a topically-
related photo collection.

3.1  Accessing the spoken word documents

For search and browsing, the interface allows entry to thieat@n at two levels:
an entire speech or a speech fragment. It is expected thet wilkenter their
queries in contemporary Dutch spelling, whereas the indexains Dutch in the
1940s spelling. To prevent that words written in the oldifased spelling become
irretrievable, a dictionary was used to translate termsfuser queries into index
terms. This dictionary was created manually given theikalt small scale of the
task. Boolean retrieval is currently supported and quesylts are ranked by date,
showing the speech'’s title, broadcast date and duratioreigs/an excerpt of the
relevant sentence fragment. If the framework is used fagelaCH collections,
more advanced (ranked) retrieval techniques should be used

Once the user selects a particular spoken word documerit, fdagback op-
tions (start-stop-pause) are insufficient for navigatasilinear examination of the
fragments from the result list is relatively inefficient. &refore, more elaborate
and dynamic user controls and content visualization optare needed. In earlier
research, visual content representations have been gedtioat for instance indi-
cate speaker turns (e.g., Slaughter, Oard, Warnick, Hauattid Wilkerson (1998))
or the occurrence(s) of query terms in time (e.g., Whittakiirschberg, Choi,
Hindle, Pereira and Singhal (1999), Christel et al. (2006}her tools developed
for faster browsing allow users to speed up audio playbaskegime-compressed
speech remains intelligible up to double its original speed., Hirst, Lauer and
Gotz (2004).

http://hmi.ewi.utwente.nl/choral/radiooranje.html (imtdh)
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To offer a proper mix of flexibility and transparency we deyedd an inter-
active visualization of the audio content on the basis oftiime-stamped index.
It shows an overview of the entire speech as well as a zoomegakiv of a 45 s
window around the cursor. The exact positions of highligatg. query terms and
sentence boundaries, are shown in both bars. Through thibination of bars it
gives a clear overview of the document as well as detaileatimbtion on the frag-
ment that is currently being played. This combination is n&urthermore, the
visualization is interactive: clicking any point on eitHgar will restart the audio
at that point in time, which allows the user to quickly broviseough the spoken
document.

During audio playback, users prefer to take control of péejbover predeter-
mined play durations, since restricted playback may stamptedictable places,
(Whittaker, Hirschberg and Nakatani 1998). Another issa thay be encoun-
tered during playback is that query terms occur right at thgiriming of the re-
trieved fragment. The relevant term may be played beforesuse well-aware of
it. In the W.F. Hermans systéithis problem was overcome by enabling the user to
select the size of the fragment’s context, (Huijbregts,ébrdn and de Jong 2005).
In the current interface we chose to add an extra button &tareng the fragment
from the original entry point.

The second functionality that was added to support useisgiptayback was
subtitling. This highlights the word being spoken and shivesquery terms in a
contrasting color. Subtitling was added to aid intelligitpigiven the sometimes
poor audio quality and the old-fashioned, formal languagge@encountered in the
speeches of Queen Wilhelmina.

3.2 Cross-medialinking

In the CH domain, the ongoing digitization of historical t&xmages, pamphlets,
photos, audiovisual materials etc. makes it possible tauipmatically identify
links between documents from a variety of modalities andé@lections and (ii)
present related documents in one multimedia presentaftuese possibilities cre-
ate new opportunities for comparative research in for mstathe historical do-
main and for the presentation of documents from audioviapetives for edu-
cational purposes. In cross-media linking, content froffedint media types is
associated. This is done by linking the semantic repregensafrom each media
type either directly or through, for instance, a thesaurusntology. An example
is the cross-media browser Infolink that combines broaduass videos with data
from a historical video archive and textual informationnfr@ newspaper corpus
(Morang, Ordelman, de Jong and van Hessen 2005).

In our demonstrator, spoken word fragments and photogtaphterial on the
same topic, i.e. World War II, were linked. The photographiaterial was taken
from a collection of over 55,000 photos maintained by the Ni@he photos are
partly from the same period as the Radio Oranje broadcastsettr, since unre-
stricted access to the photo database with elaborate pggos was not obtained,

8http://www.willemfrederikhermans.nl/multimedia/



Radio Oranje: Enhanced Access to a Historical Spoken WottGn 9

fully automatic search could not be investigated. The icstt metadata that was
available consisted of a few keywords per photo. These keyswvere automati-
cally extracted from the online catalog for the photo cditet

Searching and browsing functionality were developed ferghoken content,
and as a pre-processing step sets of photos were semi-digaligdinked to the
speeches. Since the Radio Oranje collection is charaeteby a very formal
and metaphorical speaking style, it was not possible toraatically match the
spoken content to the keywords from the photo databaseefdrer semantic rep-
resentations for the speeches were generated by manusiliyiag one or more
keywords from the photo thesaurus to each speech. This wes @othe basis
of its title and global content. The 29 speeches were destiily (combinations)
of 18 keywords such as Liberation, May 1940, Christmas ohiands Indies.
These keywords defined photo sets ranging in size from 2 to 200umber of
keywords that were relevant to the entire collection wasctetl as a default set of
photos when speech-level sets are too small, for exampéggallPress & Radio,
Queen Wilhelmina and Dutch Street Scenes.

wij gedenken de tallooze slachtoffers die in rotterdam

en elders vielen waar of de vijand

00:00.0 068413

> (m ([0 Terug

Figure 3: Screen shot of the playback interface showing a related,@hdittling and the
interactive browsing bars.

While the audio is being played, photos that relate to thectap shown with
a refresh rate of ten seconds. Figure 3 shows the resultifignmedia presenta-
tion: during audio playback the information visualizatisnbtitling and topically-
related photos are shown.

4 Discussion and future work

In this paper we have presented the Radio Oranje demornrstrdtich is an instan-
tiation of the framework for enhanced spoken word accessldped as part of the
CHoral project. It shows how access to audiovisual databfisen the CH do-
main can be changed using currently available technologgftomatic indexing,
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information retrieval and content visualization.

With respect to the alignment results presented in sectiéntBe improved
performance from using monophone vs triphone models wagsénwith expec-
tations (van Santen and Sproat 1999). Although there are $echniques avail-
able to improve alignment, such as systematic bias rembaé§, Sridharan and
Moody 2002) or spectral boundary correction (Kim and Co€ie2), these were
not deemed necessary for the development of this partisy&iem.

To support users during audio browsing and to make theickearas efficient
and satisfactory as possible, we developed the informafiguralization compo-
nent presented in sectibn 3.1. It enables the user to quésitiate the location of
the most important regions within a document given his/luarg In the present
demonstrator system, those regions truly contain the queenys given the accu-
rate transcripts. Even if the transcripts were not fullyiaate (due to ASR errors
for example), the user is expected to be much faster in judgifragment’s rel-
evance using this visualization than without any informaton the location of
highlights or with less specific information visualizatirsee e.g. (Whittaker et
al. 1999, Hearst 1995). Future work in the CHoral projectaétermine how users
can be supported even better during retrieval of histoepaken documents.

Another issue for future research concerns semantics. dinargtic gap, i.e.
the fact that the match between the words spoken and thettwits being talked
about is only partial, should be investigated further. 8intanual annotation of
high-level semantic information is too (time-)costly, @uatic extraction might be
a feasible approach. Keywords should ideally be limiteddorgrolled vocabulary
to enable cross-linking with other collections and mediapiging the terms in the
transcription to this vocabulary can be done using a thesawr ontology-type
approach as in Wordnet, Fellbaum (1998). Moreover, ausi@lidocuments on
specific periods or events in history — such as World War liquie the addition of
expert knowledge for successfully matching user queriezrdgé/get specific con-
notations in the context of certain historical periods cgres (e.g., euphemisms)
that cannot be solved by standard solutions such as documguoery expansion
using synonyms, hyponyms and hypernyms. Such mappings ftamew — only
be provided through manual effort.

In sum, the framework for enhanced spoken word access witldveloped
further within the CHoral project in order to enable widesgt use of Dutch his-
torical spoken word documents in research, education amgcbproduction.
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