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Invited Talk 
 
 

Foundations of Human Computing: 
Facial Expression and Emotion 

 
 

Jeffrey F. Cohn 
Departments of Psychology & Psychiatry, University of Pittsburgh 
Adjunct Faculty, Robotics Institute, Carnegie Mellon University 

http://www.pitt.edu/~jeffcohn 
 
 
 
Many people believe that emotions and subjective feelings are one and the same and that a goal 
of human-centered computing is emotion recognition. The first belief is outdated; the second 
mistaken. For human-centered computing to succeed, a different way of thinking is needed. 
Emotions are species-typical patterns that evolved because of their value in addressing 
fundamental life tasks. Emotions consist of multiple components that may include intentions, 
action tendencies, appraisals, other cognitions, central and peripheral changes in physiology, and 
subjective feelings. Emotions are not directly observable, but are inferred from expressive 
behavior, self-report, physiological indicators, and context. This talk will focus on expressive 
behavior because of its coherence with other indicators and the depth of research on the facial 
expression of emotion in behavioral and computer science. Among the topics to be discussed are 
approaches to measurement, timing or dynamics, individual differences, dyadic interaction, and 
inference. The main argument that this talk will support is that design and implementation of 
perceptual user interfaces may be better informed by considering the complexity of emotion, its 
various indicators, measurement, individual differences, dyadic interaction, and problems of 
inference. 
 
 
Jeffrey Cohn is Professor of Psychology and Psychiatry at the University of Pittsburgh and 
Adjunct Faculty at the Robotics Institute, Carnegie Mellon University, where he leads the Face 
Group together with Professor Takeo Kanade. He earned his PhD in Clinical Psychology from the 
University of Massachusetts in Amherst and completed Clinical Internship at the University of 
Maryland Medical Center. For the past 20 years, he has conducted investigations in the theory 
and science of emotion, depression, and nonverbal communication. He has co-led 
interdisciplinary and inter-institutional efforts to develop methods of automated analysis of facial 
expression and prosody and applied these tools to research in human emotion, communication, 
biometrics, and human-computer interaction. He has published over 90 papers on these topics. 
His research has been supported by grants from the National Institute of Mental Health, the 
National Institute of Child Health and Human Development, the National Science Foundation, 
and the Defense Advanced Research Projects Agency. 
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Abstract 
Many people believe that emotions and subjective 
feelings are one and the same and that a goal of hu-
man-centered   computing is emotion recognition. 
The first belief is outdated; the second mistaken.  
For human-centered computing to succeed, a differ-
ent way of thinking is needed.  
Emotions are species-typical patterns that evolved 
because of their value in addressing fundamental life 
tasks (Ekman, 1992a).  Emotions consist of multiple 
components that may include intentions, action ten-
dencies, appraisals, other cognitions, central and pe-
ripheral changes in physiology, and subjective feel-
ings.  Emotions are not directly observable, but are 
inferred from expressive behavior, self-report, 
physiological indicators, and context. I focus on ex-
pressive behavior because of its coherence with 
other indicators and the depth of research on the fa-
cial expression of emotion in behavioral and com-
puter science. In this paper, among the topics I in-
clude are approaches to measurement, timing or dy-
namics, individual differences, dyadic interaction, 
and inference. I propose that design and implemen-
tation of perceptual user interfaces may be better in-
formed by considering the complexity of emotion, 
its various indicators, measurement, individual dif-
ferences, dyadic interaction, and problems of infer-
ence.   

1 Introduction 
How can computers recognize human emotions? Is this even 
the correct question? By emotion, people often think of sub-
jective feelings, but emotions are more than that and subjec-
tive feeling is in no sense essential. There is no sin qua non 
for emotion.  Emotions are species-typical patterns consist-
ing of multiple components that may include intentions, 
action tendencies, appraisals, other cognitions, neuromuscu-
                                                 

∗ A previous version of this paper was originally published in 
the Proc. ACM Int'l Conf. Multimodal Interface 2006 (Copyright 
© ACM Press). 

lar and physiological changes, expressive behavior, and 
subjective feelings. None of these is necessary or sufficient. 
In human-human interaction, intentions and action tenden-
cies often are more important than what an individual may 
be feeling.  People may or may not be aware of what they’re 
feeling, and feelings often come about some time late in the 
temporal unfolding of an emotion.  

A goal of human-centered computing is computer sys-
tems that can unobtrusively perceive and understand human 
behavior in unstructured environments and respond appro-
priately.  Much work has strived to recognize human emo-
tions. This effort is informed by the importance of emotion 
to people’s goals, strivings, adaptation, and quality of life 
(Ekman, 2003; Lazarus, 1991) at multiple levels of organi-
zation, from intra-personal to societal (Keltner & Haidt, 
1999).  Efforts at emotion recognition, however, are inher-
ently flawed unless one recognizes that emotion – inten-
tions, action tendencies, appraisals and other cognitions, 
physiological and neuromuscular changes, and feelings – is 
not an observable.  Emotion can only be inferred from con-
text, self-report, physiological indicators, and expressive 
behavior (see Figure 1).  The focus of the current paper is on 
expressive behavior, in particular facial expression, and 
approaches to measurement, feature selection, individual 
differences, interpersonal regulation, and inference. 

Facial expression is a useful place to begin when thinking 
about foundations of human computing. Facial expression 
has been a subject of keen study in behavioral science for 
more than a hundred years(Darwin, 1872/1998; Ekman & 
Rosenberg, 2005), and within the past 10 years considerable 
progress has been made in automatic analysis of facial ex-
pression from digital video input (Pantic & Patras, 2006; 
Pantic & Rothkrantz, 2000; Tian, Cohn, & Kanade, 2005).  
 Facial expression correlates moderately with self-reported 
emotion (Ekman & Rosenberg, 2005), pain (Prkachin, 
1992), craving (Sayette et al., 2003)  and emotion-related 
central and peripheral physiology (Davidson, Ekman, Saron, 
Senulis, & Friesen, 1990; Levenson, Ekman, & Friesen, 
1990).  Facial expression and self-reported emotion have 
similar underlying dimensions (e.g., positive and negative 
affect) (Watson & Tellegen, 1985) and serve interpersonal 
functions by conveying communicative intent, signaling 

Foundations of Human Centered Computing: Facial Expression and Emotion∗ 

Jeffrey F. Cohn 
University of Pittsburgh 

Department of Psychology, Pittsburgh, PA 15260 
jeffcohn@cs.cmu.edu 
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affective information in social referencing, and contributing 
to the regulation of social interaction (Cohn & Elmore, 
1988; Schmidt & Cohn, 2001). Cultural differences in how 
and when to express emotion emerge in infancy (Malatesta 

& Haviland, 1982; Oster et al., 1996). As a measure of trait 
affect and socialization, stability in facial expression 
emerges early in life (Cohn & Campbell, 1992). By 
adulthood, stability is moderately strong, comparable to 
what has been found for self-reported emotion (Cohn, 
Schmidt, Gross, & Ekman, 2002). Expressive changes in the 
face are a rich source of cues about intra- and interpersonal 
indicators and functions of emotion  (Gottman, Levenson, & 
Woodin, 2001; Keltner & Haidt, 1999). 

 Here, I present key issues to consider in designing 
interfaces that approach the naturalness of face-to-face 
interaction.  These include approaches to measurement, 
types of features, individual differences, dyadic interaction, 
and inference. 

2 Approaches to Measurement 
Two major approaches are sign- and message judgment 
(Cohn, Ambadar, & Ekman, In press).   In message judg-
ment, the observer’s task is to make inferences about some-

thing underlying the 
facial behavior, such as 
emotion or personality.  
In measuring sign vehi-
cles, the task is to de-
scribe the surface of 
behavior, such as when 
the face moves a certain 
way. As an example, 
upon seeing a smiling 
face, an observer with a 
judgment-based ap-
proach would make 
judgments such as 
“happy,” whereas an 

observer with a sign-based approach would code the face as 
having an upward, oblique movement of the lip corners. 
Message judgment implicitly assumes that the face is an 
emotion “read out.” Sign-based measurement is agnostic 
and leaves inference to higher-order decision making.  

2.1 Message Judgment 

Message judgment approaches define facial expressions in 
terms of inferred emotion.  Of the various descriptors, those 
of Ekman have been especially influential. Ekman (Ekman, 
1992b) proposed six “basic emotions.” They are joy, sur-
prise, sadness, disgust, fear, and anger.  Each was hypothe-
sized to have universally recognized and displayed signals, 
universal elicitors, specific patterns of physiology, rapid, 
unbidden onset, and brief duration, among other attributes. 
Since then, some additional emotions, such as embarrass-
ment and contempt, have been added. Examples of facial 
expressions for the initial six basic emotions are shown in 
Figure 2.  Most research in automatic recognition of facial 
expression (Pantic & Rothkrantz, 2003; Pantic, Sebe, Cohn, 
& Huang, 2005) and much emotion research in psychology 
(Keltner & Ekman, 2000) has concentrated on one or more 
of these six emotions. This list, however, was never in-
tended as exhaustive of human emotion. Rather, it was pro-
posed in terms of conformity with the criteria noted. 

An especially important class of expressions is those that 
include traces of contradictory emotion 
expression. Masking smiles (Ekman, 
Friesen, & O'Sullivan, 1988), in which 
smiling is used to cover up or hide an 
underlying emotion are the best known.  
An example is shown in Figure 3.  
Signs of contempt (AU 14) and sadness 
(AU 15) can be seen along with the 
smile (AU 12). Negative emotion is 
believed to “leak” through the dominant 
positive expression. 

2.2 Sign Measurement 
Cohn & Ekman (Cohn & Ekman, 2005) review manual 
methods for labeling facial actions. Of the various methods, 
the Facial Action Coding System (FACS) (Ekman & 
Friesen, 1978; Ekman, Friesen, & Hager, 2002) is the most 
comprehensive, psychometrically rigorous, and widely used 
(Cohn, Ambadar, & Ekman, In press; Ekman & Rosenberg, 
2005). Using FACS and viewing video-recorded facial be-
havior at frame rate and slow motion, users can manually 
label nearly all possible facial expressions, which are de-
composed into action units (AUs). Action units, with some 
qualifications, are the smallest visually discriminable facial 
movements.  By comparison, other systems are less thor-

Expressive 
Behavior

Physiologic indices

Self-report

Subjective feeling

Action Tendencies

Intentions

Cognitions

Context

Expressive 
Behavior

Physiologic indices

Self-report

Subjective feeling

Action Tendencies

Intentions

Cognitions

Context

 
Figure 1. Components and indicators of emotion. Solid boxes 
represent observables, dashed boxes latent variables. Solid 
arrows indicate observable correlations among indicators. 
Large correlations among multiple indicators indicate greater 
coherence among indicators. Dashed arrows represent infer-
ential paths. Paths between emotion components are omitted. 

 
Figure 2. Emotion-specified ex-
pressions: disgust, fear, joy, sur-
prise, sadness, and anger.  

 
Figure 3. Exam-
ple of masking 
smile (AU 
12+14+15).   
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ough (Malatesta, Culver, Tesman, & Shephard, 1989), fail 
to differentiate between some anatomically distinct move-
ments (Oster, Hegley, & Nagel, 1992), consider as separable 
movements that are not anatomically distinct (Oster, He-
gley, & Nagel, 1992), and often assume a one-to-one map-
ping between facial expression and emotion (Cohn, Am-
badar, & Ekman, In press; Cohn & Ekman, 2005). 

 The most recent version of FACS specifies 9 action 

units in the upper face, 18 in the lower face, 11 for head 
position and movement, nine for eye position and move-
ment, and additional descriptors for miscellaneous actions, 
gross body movement, and supplementary codes.  
 Action units may occur singly or in combinations. Ac-
tion unit combinations may be additive or non-additive.  In 
additive combinations, the appearance of each action unit is 
independent; whereas in non-additive combinations they 
modify each other’s appearance. Non-additive combinations 
are analogous to co-articulation effects in speech, in which 
one phoneme modifies the sound of ones with which it is 
contiguous. An example of an additive combination in 
FACS is AU 1+2, which often occurs in surprise (along 
with eye widening, AU 5) and in the brow-flash greeting 
(Eibl-Eibesfeldt, 1989). The combination of these two ac-
tion units raises the inner (AU 1) and outer (AU 2) corners 
of the eyebrows and causes horizontal wrinkles to appear 
across the forehead.  The appearance changes associated 
with AU 1+2 are the product of their joint actions.   
 An example of a non-additive combination is AU 1+4, 
which often occurs in sadness (Darwin, 1872/1998) (see 
Figure 4).  When AU 1 occurs alone, the inner eyebrows are 
pulled upward.  When AU 4 occurs alone, they are pulled 
together and downward.  When AU 1 and AU 4 occur to-
gether, the downward action of AU 4 is modified.  An ex-
ample is shown in Figure 4. The result is that the inner eye-
brows are raised and pulled together. This action typically 
gives an oblique shape to the brows and causes horizontal 
wrinkles to appear in the center of the forehead, as well as 
other changes in appearance.  Automatic recognition of non-
additive combinations presents similar complexity to that of 
co-articulation effects in speech. Failure to account for non-
additive combination in automatic recognition exploits the 

correlation among AUs and can lead to inflated estimates of 
algorithm performance.  

2.3 Reliability 
The reliability of manually labeled images is a critical con-
cern for machine learning algorithms.  If ground truth is 
contaminated by 20-30% error, which is not uncommon, 
that is a significant drag on algorithm performance. For both 
message judgment and sign-based approaches, similar con-
cerns arise.  Using AUs as an example, at least four types of 
reliability (i.e., agreement between observers) are relevant 
to the interpretation of substantive findings.  These are reli-
ability for occurrence/non-occurrence of individual AUs, 
temporal precision, intensity, and aggregates. Most research 
in automatic facial expression analysis has focused on oc-
currence/non-occurrence (Pantic & Rothkrantz, 2000; Tian, 
Cohn, & Kanade, 2005).  

Temporal precision refers to how closely observers agree 
on the timing of action units, such as when they begin or 
end.  This level of reliability becomes important when ex-
amining features such as response latency and turn taking 
(see Section 5). Action unit intensity becomes important for 
questions such as whether facial expression is influenced by 
audience effects (Fridlund et al., 1990). Several groups have 
found, for instance, that people tend to smile more intensely 
in social contexts than when they are alone (Cohn & 
Schmidt, 2004; Fridlund et al., 1990). A related question is 
whether two measurement systems have concurrent validity 
for continuous measures of intensity. Our research group 
recently examined inter-system precision for intensity by 
comparing Automatic Facial Image Analysis (AFA v.4) 
with continuous ratings of affective intensity by human ob-
servers. Lip-corner displacement in spontaneous smiles was 
measured from video by AFA. Human observers made con-
tinuous ratings of affective intensity using a joy-stick like 
device. We found high concurrent validity between the two 
methods (see Figure 5 for an example) (Ibanez, Messinger, 
Ambadar, & Cohn, 2006; Messinger et al., 2006).  

3 Dynamics 
Both the configuration of facial features and the timing of 
facial actions are important in emotion expression and 
recognition.  The configuration of facial actions (whether 
emotion-specified expressions or individual action units) in 
relation to emotion, communicative intent, and action 
tendencies has been a major research topic. Less is known 
about the timing of facial actions, in part because manual 
measurement of timing is coarse and labor intensive.  We 
know, however, that people are highly sensitive to the 
timing of facial actions (Edwards, 1998) in social settings.  
Slower facial actions, for instance, appear more genuine 
(Krumhuber & Kappas, 2005), as do those that are more 
synchronous in their movement (Frank & Ekman, 1997). 
Especially subtle facial expressions become visible only 

Figure 4. Examples of individual action units and action unit 
combinations.  AU 1+2 is an additive combination. AU 1+4 
and AU 1+2+4 are non-additive, comparable to co-
articulation effects in speech. 
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when motion information is available to the perceiver 
(Ambadar, Schooler, & Cohn, 2005).  Rapid responses to 
perception of facial expression can be detected within 0.5 
seconds using facial EMG (Dimberg, Thunberg, & 
Grunedal, 2002). Recently, automatic facial image analysis 
has shown strong concurrent validity with facial EMG 

(Cohn & Kanade, in press), which suggests that it has 
similar capability.  

Dynamics is especially important to inferences about 
communicative intention.  Using automatic facial image 
analysis to quantify the timing of facial actions, research by 
the CMU/Pitt group found that dynamic features 

discriminated between deliberate and spontaneous smiles 
with 89% accuracy (Cohn & Schmidt, 2004). Adding 
duration and amplitude to the classifier increased accuracy 

to 93%. Comparable findings were recently reported by 
(Valstar, Pantic, Ambadar, & Cohn, 2006). Using similar 
features, amusement, embarrassment, and polite smiles were 
discriminated with 83% accuracy (Kanade, Hu, & Cohn, 
2005), which is comparable to that of human judges.  

Recent work suggests that multimodal coordination of 
facial expression, head motion, and gesture is a defining 
feature of embarrassment (Keltner, 1995). An example is 
illustrated in Figure 6. Note that head pitch is closely 
coordinated with smile intensity. As the head pitches down, 
smile intensity increases, decreasing again only as the head 
comes back to frontal. For human-computer interaction, 
dynamic features are important to empirically based 
inferences about the meaning of otherwise similar facial 
actions, such as lip corner raise in smiling. 

4 Individual Differences 
 As noted above, stable individual differences in facial ex-
pression emerge early in development and by adulthood 
represent 25% or more of the variation in emotion expres-
sion (Cohn, Schmidt, Gross, & Ekman, 2002; Moore, Cohn, 
& Campbell, 1997).  Individual differences include reaction 
range for positive and negative affect and specific emotions 
and the 
probability 
of conform-
ing to dis-
play rules.  
Display 
rules are 
culturally 
specific 
prescrip-
tions for 
when and 
how to 
show emo-
tion in 
various 
contexts. 
Sources of 
individual 
differences in emotion expression include temperament, 
personality, gender, socialization, and cultural background 
(Camras & Chen, 2006; Matsumoto & Willingham, 2006; 
Oster et al., 1996). In some cultures, for instance, children 
learn not to express anger; whereas in others, anger is con-
sidered important to self expression.  Among traditional 
Japanese, for instance, anger is less likely to be shown out-
side the family than in the U.S. (Markus & Kitayama, 
1991). As another example, European-American and Chi-
nese-American couples differ in proportion of positive and 
negative expressions, but not in autonomic reactivity or self- 

Infant

Seconds Seconds

MotherInfant

Seconds Seconds

Mother

Seconds

Mother

 
Figure 5. Time series for AFA-measured lip-corner dis-
placement and human-observer based ratings of positive 
affect in a mother-infant dyad. Data series for human ob-
servers are shifted by about ½ second to adjust for human 
reaction time. (Ibanez, Messinger, Ambadar, & Cohn, 
2006) 
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Figure 6. Multimodal coordination of head motion, lip-
corner displacement, and gaze in smiles of embarrassment. 
A: Selected frames from image sequence depicting embar-
rassment. B: Corresponding time series.  Reprinted with 
permission from (Cohn et al., 2004). (©2004 IEEE) 
 

 
Figure 7. Cultural differences in emotional 
expression between European-American and 
Chinese-American couples. Observations were 
made while they discussed conflicts in their 
relationship.   (Tsai, Levenson, & McCoy, 
2006). (©2004 APA)  
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reported emotion, when dis-
cussing conflicts in their rela-
tionship (Tsai, Levenson, & 
McCoy, 2006). Emotion ex-
pressions may also be ritualized 
and culture specific.  The 
tongue-bite display communi-
cates embarrassment/shame in 
parts of India and south Asia 
but not the U.S. (see Figure 8). 
Within a given culture, individ-
ual differences in facial expres-
sion of all sources are strong 
enough to serve as a biometric 
(Cohn, Schmidt, Gross, & Ek-
man, 2002). An important im-
plication for perceptual comput-

ing is that inferences about emotion will become more reli-
able when individual differences are taken into account.   

5 Dyadic Interaction 
Synchrony or coherence refers to the extent to which indi-
viduals are moving together in time with respect to one or 
more continuous output measures, such as affective valence 

or level of 
arousal.  Recip-
rocity refers to 
the extent to 
which behavior 
of one individual 
is contingent on 
that of the other. 
Both synchrony 
and reciprocity 
have proven in-
formative in 
studies of marital 
interaction, so-
cial develop-
ment, and social 
psychology. Fig-
ure 9 shows an 
example taken 
from mother-
infant interaction 

(Ibanez, Messinger, Ambadar, & Cohn, 2006; Messinger et 
al., 2006). Facial features and head motion were tracked 
automatically by the CMU/Pitt automated facial image 
analysis system version 4 (Cohn & Kanade, in press).  The 
time series plot shows displacement of mother and infant 
lip-corners during smiles. Note that while partners tend to 
cycle together, there is a pattern of non-stationarity in which 
mother and infant take turns in leading the dyad into shared 
smiling, which is indicated by mother and infant time series 
increasing together. An important advantage of measures 

derived from interaction analysis is that they are largely 
outside of people’s awareness and are difficult to manipu-
late intentionally.  

Coordinated interpersonal timing (CIT) is the extent to 
which participants in a social interaction match the duration 
of interpersonal pauses or floor switches (Jaffe, Beebe, 
Feldstein, Crown, & Jasnow, 2001). Floor switches are 
pauses that occur between the time when one person stops 
speaking and another begins. Coordination of floor switches 
follows an inverted U-shaped function in relation to affec-
tive intensity.  Mid-range values are associated with optimal 
affective involvement and interpersonal attraction. CIT has 
been studied most often with respect to vocal timing, but 
applies equally to facial expression and other modalities. 
CIT is impaired in clinical depression, with switching 
pauses becoming longer, more variable, and less predictable 
(Zlochower & Cohn, 1996).   

In behavioral science, time- and frequency domain analy-
ses have emphasized issues of quasi-periodicity in the tim-
ing of expressive behavior and bidirectional influence with 
respect to amplitude (Cohn & Tronick, 1988).  Lag-
sequential and related hidden Markov modeling have been 
informative with respect to the dynamics of discrete actions 
and individual and dyadic states (Cohn & Tronick, 1987). 
Recent work with dampened oscillator models considers 
regulation of changes in velocity and acceleration (Chow, 
Ram, Boker, Fujita, & Clore, 2005). Most approaches as-
sume that time series are stationary. This assumption may 
not always hold for behavioral data. Boker (Boker, Xu, Ro-
tondo, & King, 2002) identified “symmetry breaks,” in 
which the pattern of lead-lag relationships between partners 
abruptly shifts.  Failure to model these breaks may seriously 
compromise estimates of mutual influence.   

6 Conclusion 
Emotions are species-typical patterns that evolved because 
of their value in addressing fundamental life tasks (Ekman, 
1992b). They are central to human experience, yet largely 
beyond the comprehension of contemporary computer inter-
faces. Human-centered computing seeks to enable com-
puters to unobtrusively perceive, understand, and respond 
appropriately to human emotion, to do so implicitly, without 
the need for deliberate human input. To achieve this goal, it 
is argued that we forgo the notion of “emotion recognition” 
and adopt an iterative approach found in human-human in-
teraction.  In daily life, we continually make inferences 
about other people’s emotions – their intentions, action ten-
dencies, appraisals, other cognitions, and subjective feelings 
–   from their expressive behavior, speech, and context.   
The success of human-centered computing depends in part 
on its ability to adopt an iterative approach to inference. 
Computing systems are needed that can automatically detect 
and dynamically model a wide range of multimodal behav-
ior from multiple persons, assess context, develop represen-

 
Figure 8. Some expres-
sions appear in all or 
almost all cultures. Oth-
ers are culture specific 
(A and B, respectively). 
Examples here are for 
embarrassment. From 
(Haidt & Keltner, 1999).  
(©1998 Taylor & Fran-
cis) 

 
Figure 9. Example of interaction analy-
sis. Synchrony and reciprocity of smiling 
between mother and infant.  Source: 
(Ibanez, Messinger, Ambadar, & Cohn, 
2006; Messinger et al., 2006). 
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tations of individual differences, and formulate and test ten-
tative hypotheses though the exchange of communicative 
signals. Part of the challenge is that the computer becomes 
an active agent, in turn influencing the very process it seeks 
to understand.  Human emotions are moving targets.   
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Abstract 
A widely accepted prediction is that computing 
will move to the background, weaving itself into 
the fabric of our everyday living spaces and pro-
jecting the human user into the foreground. If this 
prediction is to come true, then next generation 
computing, which we will call human computing, 
should be about anticipatory user interfaces that 
should be human-centered, built for humans based 
on human models. They should transcend the tradi-
tional keyboard and mouse to include natural, hu-
man-like interactive functions including under-
standing and emulating certain human behaviors 
such as affective and social signaling. This article 
discusses a number of components of human be-
havior, how they might be integrated into com-
puters, and how far we are from realizing the front 
end of human computing, that is, how far are we 
from enabling computers to understand human be-
havior. 

1 Human Computing 
Futuristic movies often contain visions of human environ-
ments of the future. Fitted out with arrays of intelligent, yet 
invisible devices, homes, transportation means and working 
spaces of the future can anticipate every need of their in-
habitants (Fig. 1). This vision of the future is often referred 
to as “ubiquitous computing” [Weiser, 1991] or “ambient 
intelligence” [Aarts, 2005] . In this vision of the future, hu-
mans will be surrounded by intelligent interfaces that are 
supported by computing and networking technology em-
bedded in all kinds of objects in the environment and that 
are sensitive and responsive to the presence of different in-
dividuals in seamless and unobtrusive way. This assumes a 
shift in computing – from desktop computers to a multiplic-
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ity of smart computing devices diffused into our environ-
ment. It assumes that computing will move to the back-
ground, weave itself into the fabric of everyday living 
spaces and disappear from the foreground, projecting the 
human user into it. However, as computing devices disap-
pear from the scene, become invisible, weaved into our en-
vironment, a new set of issues is created concerning the 
interaction between this technology and humans [Nijholt et 
al., 2004, 2005, 2006; Streitz and Nixon, 2005; Zhai and 
Bellotti, 2005]. How can we design the interaction of hu-
mans with devices that are invisible? How can we design 
implicit interaction for sensor-based interfaces? What about 
users? What does a home dweller, for example, actually 
want? What are the relevant parameters that can be used by 
the systems to support us in our activities? If the context is 
key, how do we arrive at context-aware systems? 

One way of tackling these problems is to move away 
from computer-centered designs toward human-centered 
designs for human computer interaction (HCI). The former 
involve usually the conventional interface devices like key-
board, mouse, and visual displays, and assume that the hu-
man will be explicit, unambiguous and fully attentive while 
controlling information and command flow. This kind of 
interfacing and categorical computing works well for con-
text-independent tasks like making plane reservations and 
buying and selling stocks. However, it is utterly inappropri-
ate for interacting with each of the (possibly hundreds) 
computer systems diffused throughout future smart envi-
ronments and aimed at improving the quality of life by an-
ticipating the users needs. The key to human computing and 
anticipatory interfaces is the ease of use, in this case the 
ability to unobtrusively sense certain behavioral cues of the 
users and to adapt automatically to his or hers typical behav-
ioral patterns and the context in which he or she acts. Thus, 
instead of focusing on the computer portion of the HCI con-
text, designs for human computing should focus on the hu-
man portion of the HCI context. They should go beyond the 
traditional keyboard and mouse to include natural, human-
like interactive functions including understanding and emu-
lating certain human behaviors like affective and social sig-
naling. The design of these functions will require explora-
tions of what is communicated (linguistic message, nonlin-
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guistic conversational signal, emotion, attitude), how the 
information is passed on (the person’s facial expression, 
head movement, nonlinguistic vocalization, hand and body 
gesture), why, that is, in which context the information is 
passed on (where the user is, what his or her current task is, 
are other people involved), and which (re)action should be 
taken to satisfy user needs and requirements. 

This article discusses the front end of human computing, 
that is, what is communicated, how, and why [Pantic et al., 
2006]. It focuses on certain human behaviors such as affec-
tive and social signaling, how they might be understood by 
computers, and how far we are from realizing the front end 
of human computing. For discussions about the back end of 
human computing, readers are referred to, e.g., [Nijholt et 
al., 2006; Ruttkay, 2006; Maat and Pantic, 2006]. 

2 Scientific and Engineering Issues 
The scientific and engineering challenges related to the re-
alization of machine sensing and understanding of human 
behaviors like affective and social signaling can be de-
scribed as follows. 
♦ Which types of messages are communicated by 

behavioral signals? This question is related to psy-
chological issues pertaining to the nature of behav-
ioral signals and the best way to interpret them. 

♦ Which human communicative cues convey infor-
mation about a certain type of behavioral signals? 
This issue shapes the choice of different modalities 
to be included into an automatic analyzer of human 
behavioral signals. 

♦ How are various kinds of evidence to be com-
bined to optimize inferences about shown behav-
ioral signals? This question is related to issues such 
as how to distinguish between different types of 
messages, how best to integrate information across 

modalities, and what to take into account in order to 
realize context-aware interpretations. 

Which types of messages are communicated by behav-
ioral signals? The term behavioral signal is usually used to 
describe a set of temporal changes in neuromuscular and 
physiological activity that can last from a few milliseconds 
(a blink) to minutes (talking) or hours (sitting). Among the 
types of messages conveyed by behavioral signals are the 
following [Ekman and Friesen, 1969] (Fig. 2): 

♦ affective/attitudinal states (e.g. fear, joy, inatten-
tion, stress), 

♦ manipulators (actions used to act on objects in the 
environment or self-manipulative actions like 
scratching and lip biting), 

♦ emblems (culture-specific interactive signals like 
wink or thumbs up), 

Fig. 1. Human environments of the future envisioned in mov-
ies: (left) hand-gesture-based interface and speech- & iris-id 
driven car (Minority Report, 2002), (right) multimedia diagnos-
tic chart and a smart environment (The Island, 2005). 

♦ illustrators (actions accompanying speech such as 
finger pointing and raised eyebrows), 

♦ regulators (conversational mediators such as the 
exchange of a look, palm pointing, head nods and 
smiles). 

While there is agreement across different theories that at 
least some behavioral signals evolved to communicate in-
formation, there is lack of consensus regarding their speci-
ficity, extent of their innateness and universality, and 
whether they convey emotions, social motives, behavioral 
intentions, or all three [Izard, 1997]. Arguably the most of-
ten debated issue is whether affective states are a separate 
type of messages communicated by behavioral signals (i.e. 
whether behavioral signals communicate actually felt af-
fect), or is the related behavioral signal (e.g. facial expres-
sion) just an illustrator / regulator aimed at controlling “the 
trajectory of a given social interaction”, as suggested by 
Fridlund [1997]. Explanations of human behavioral signals 
in terms of internal states such as affective states are typical 
to psychological stream of thought, in particular to discrete 
emotion theorists who propose the existence of six or more 
basic emotions (happiness, anger, sadness, surprise, disgust, 
and fear) that are universally displayed and recognized from 
non-verbal behavioral signals (especially facial and vocal 
expression) [Keltner and Ekman, 2000; Juslin and Scherer, 
2005]. Instead of explanations of human behavioral signals 
in terms of internal states, ethologists focus on conse-
quences of behavioral displays for interpersonal interaction. 
As an extreme within the ethological line of thought, social 
constructivists argue that emotions are socially constructed 
ways of interpreting and responding to particular classes of 
situations. According to Fridlund, facial expressions should 
not be labeled in terms of emotions but in terms of Behav-
ioral Ecology interpretations, which explain the influence a 
certain expression has in a particular context [Fridlund, 
1997]. Thus, an “angry” face should not be interpreted as 
anger but as back-off-or-I-will-attack. However, as pro-
posed by Izard [1997], one may feel angry without the 
slightest intention of attacking anyone. In summary, is so-
cial communication the sole function of behavioral signals? 
Do they never represent visible manifestation of emotion / 
feeling / affective states? Since in some instances (e.g. 
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arachnophobia, acrophobia, object-elicited disgust, depres-
sion), affective states are not social, and their expressions 
necessarily have aspects other than “social motivation”, we 
believe that affective states should be included into the list 
of types of messages communicated by behavioral signals. 
However, it is not only discrete emotions like surprise or 
anger that represent the affective states conveyed by human 
behavioral signals. Behavioral cues identifying attitudinal 
states like interest and boredom, to those underlying moods, 
and to those disclosing social signaling like empathy and 
antipathy are essential components of human behavior. 
Hence, in contrast to traditional approach, which lists only 
(basic) emotions as the first type of message conveyed by 
behavioral signals [Ekman and Friesen, 1969], we treat af-
fective states as being correlated not only to emotions but to 
other, aforementioned social signals and attitudinal states as 
well. 

Which human communicative cues convey informa-
tion about a certain type of behavioral signals? Manipu-
lators are usually associated with self-manipulative gestures 
like scratching or lip biting and involve facial expressions 
and body gestures human communicative cues. Emblems, 
illustrators and regulators are typical social signals, spoken 
and wordless messages like head nods, bow ties, winks, 
‘huh’ and ‘yeah’ utterances, which are sent by means of 
body gestures and postures, facial expressions and gaze, 
vocal expressions and speech. The most complex messages 
communicated by behavioral signals are affective and atti-
tudinal states. Affective arousal modulates all human com-
municative signals. Hence, one could expect that automated 
analyzers of human behavior should include all human in-
teractive modalities (audio, visual, and tactile) and should 
analyze all verbal and non-verbal interactive signals 
(speech, body gestures, facial and vocal expressions, and 
physiological reactions). However, we would like to make a 
few comments here. Although spoken language is between 
200 thousand and 2 million years old [Gibson and Ingold, 
1993], and speech has become the indispensable means for 
sharing ideas, observations, and feelings, findings in basic 
research indicate that in contrast to spoken messages [Fur-
nas et al., 1987], nonlinguistic messages are the means to 
analyze and predict human behavior [Ambady and Rosen-
thal, 1992]. Anticipating a person’s word choice and the 
associated intent is very difficult [Furnas et al., 1987]: even 
in highly constrained situations, different people choose 
different words to express exactly the same thing. As far as 
nonverbal cues are concerned, it seems that not all of them 
are equally important in the human judgment of behavioral 
signals. People commonly neglect physiological signals, 
since they cannot sense them at all times. Namely, in order 
to detect someone’s clamminess or heart rate, the observer 
should be in a physical contact (touch) with the observed 
person. Yet, the research in psychophysiology has produced 
firm evidence that affective arousal has a range of somatic 
and physiological correlates including pupillary diameter, 
heart rate, skin clamminess, temperature, respiration veloc-
ity [Cacioppo et al., 2000]. This and the recent advent of 
non-intrusive sensors and wearable computers, which prom-

ises less invasive physiological sensing [Starner, 2001], 
open up possibilities for including tactile modality into 
automatic analyzers of human behavior [Pentland, 2005]. 
However, the visual channel carrying facial expressions and 
body gestures seems to be most important in the human 
judgment of behavioral cues [Ambady and Rosenthal, 
1992]. Human judges seem to be most accurate in their 
judgment when they are able to observe the face and the 
body. Ratings that were based on the face and the body were 
35% more accurate than the ratings that were based on the 
face alone. Yet, ratings that were based on the face alone 
were 30% more accurate than ratings that were based on the 
body alone and 35% more accurate than ratings that were 
based on the tone of voice alone [Ambady and Rosenthal, 
1992]. These findings indicate that to interpret someone’s 
behavioral cues, people rely on shown facial expressions 
and to a lesser degree on shown body gestures and vocal 
expressions. Note, however, that gestures like (Fig. 2) 
scratching (manipulator), thumbs up (emblem), finger point-
ing (illustrator), and head nods (regulator) are typical social 
signals. Basic research also provides evidence that observers 
tend to be accurate in decoding some negative basic emo-
tions like anger and sadness from static body postures 
[Coulson, 2004] and that gestures like head inclination, face 
touching, and shifting posture often accompany social affec-
tive states like shame and embarrassment [Costa et al., 
2001]. In addition, although cognitive scientists were unable 
to identify a set of vocal cues that reliably discriminate 
among affective and attitudinal states, listeners seem to be 
rather accurate in decoding some basic emotions from vocal 
cues like pitch and intensity [Juslin and Scherer, 2005] and 
some non-basic affective states such as distress, anxiety, 
boredom, and sexual interest from nonlinguistic vocaliza-
tions like laughs, cries, sighs, and yawns [Russell et al., 
2003]. Thus, automated human behavior analyzers should at 

Fig. 2. Types of messages conveyed by behavioural signals: (1st 
row): affective/attitudinal states, (2nd row, clockwise from left) 
emblems, manipulators, illustrators, regulators. 
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least include facial expression and body gestures modalities 
and preferably they should also include modality for per-
ceiving nonlinguistic vocalizations. Finally, while too much 
information from different channels seem to be confusing to 
human judges, resulting in less accurate judgments of 
shown behavior when three or more observation channels 
are available (face, body, and speech) [Ambady and Rosen-
thal, 1992], combining those multiple modalities (including 
physiology) may prove appropriate for realization of auto-
matic human behavior analysis. 

How are various kinds of evidence to be combined to 
optimize inferences about shown behavioral signals? 
Behavioral signals do not usually convey exclusively one 
type of messages but may convey any of the types (e.g. 
scratching is usually a manipulator but it may be displayed 
in an expression of confusion). It is crucial to determine to 
which class of behavioral signals a shown signal belongs 
since this influences the interpretation of it. For instance, 
squinted eyes may be interpreted as sensitivity of the eyes to 
bright light if this action is a reflex (a manipulator), as an 
expression of disliking if this action has been displayed 
when seeing someone passing by (affective cue), or as an 
illustrator of friendly anger on friendly teasing if this action 
has been posed (in contrast to being unintentionally dis-
played) during a chat with a friend, to mention just a few 
possibilities. To determine the class of an observed behav-
ioral cue, one must know the context in which the observed 
signal has been displayed – where the expresser is (outside, 
inside, in the car, in the kitchen, etc.), what his or her cur-
rent task is, are other people involved, and who the ex-
presser is. The latter is of particular importance for recogni-
tion of affective and attitudinal states since it is not probable 
that each of us will express a particular affective state by 
modulating the same communicative signals in the same 
way, especially when it comes to affective states other than 
basic emotions. Since the problem of context-sensing is 
extremely difficult to solve (if possible at all) for a general 
case, we advocate that a pragmatic approach (e.g. activ-
ity/application- and user-centered approach) must be taken 
when learning the grammar of human expressive behavior. 
In addition, because of the impossibility of having users 
instructing the computers for each possible application, we 
propose that methods for unsupervised (or semi-supervised) 
learning must be applied. Moreover, much of human ex-
pressive behavior is unintended and unconscious; the ex-
pressive nonverbal cues can be so subtle that they are nei-
ther encoded nor decoded at an intentional, conscious level 
of awareness [Ambady and Rosenthal, 1992]. This suggests 
that the learning methods inspired by human unconscious 
problem solving processes may prove more suitable for 
automatic human behavior analysis than the learning meth-
ods inspired by human conscious problem solving processes 
[Valstar and Pantic, 2006a]. Another important issue is that 
of multimodal fusion. A number of concepts relevant to 
fusion of sensory neurons in humans may be of interest 
[Stein and Meredith, 1993]: 

♦ 1+1 >2: The response of multi-sensory neurons 
can be stronger for multiple weak input signals 
than for a single strong signal. 

♦ Context dependency: The fusion of sensory signals 
is modulated depending on the sensed context – 
for different contexts, different combinations of 
sensory signals are made. 

♦ Handling of discordances: Based on the sensed 
context, sensory discordances (malfunctioning) are 
either handled by fusing sensory signals without 
any regard for individual discordances (e.g. when 
a fast response is necessary), or by attempting to 
recalibrate discordant sensors (e.g. by taking a 
second look), or by suppressing discordant and re-
combining functioning sensors (e.g. when one ob-
servation is contradictory to another). 

Thus, humans simultaneously employ the tightly coupled 
audio, visual, and tactile modalities. As a result, analysis of 
the perceived information is highly robust and flexible. 
Hence, one could expect that in an automated analyzer of 
human behavior input signals should not be considered mu-
tually independent and should not be combined only at the 
end of the intended analysis, as the majority of current stud-
ies do, but that they should be processed in a joint feature 
space and according to a context-dependent model [Pantic 
and Rothkrantz, 2003]. However, does this tight coupling 
persists when the modalities are used for multimodal inter-
faces as proposed by some researchers (e.g. [Gunes and 
Piccardi, 2005]), or not, as suggested by others (e.g. [Scan-
lon and Reilly, 2001])? This remains an open, highly rele-
vant issue.  

3 State of the Field 
Human sensing: Sensing human behavioral signals includ-
ing facial expressions, body gestures, nonlinguistic vocali-
zations, and vocal intonations, which seem to be most im-
portant in the human judgment of behavioral cues [Ambady 
and Rosenthal, 1992], involves a number of tasks. 

♦ Face: face detection and location, head and face 
tracking, eye-gaze tracking, and facial expression 
analysis. 

♦ Body: body detection and tracking, hand tracking, 
recognition of postures, gestures and activity. 

♦ Vocal nonlinguistic signals: estimation of auditory 
features such as pitch, intensity, and speech rate, 
and recognition of nonlinguistic vocalizations like 
laughs, cries, sighs, and coughs. 

Because of its practical importance and relevance to face 
recognition, face detection received the most attention of the 
tasks mentioned above. Numerous techniques have been 
developed for face detection, i.e., identification of all re-
gions in the scene that contain a human face [Yang et al., 
2002; Li and Jain, 2005]. However, virtually all of them can 
detect only (near-) upright faces in (near-) frontal view. 
Most of these methods emphasize statistical learning tech-
niques and use appearance features, including the real-time 
face detection scheme proposed by Viola and Jones [2004], 
which is arguably the most commonly employed face de-
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tector in automatic facial expression analysis. Note, how-
ever, that one of the few methods that can deal with tilted 
face images represents a feature-based rather than an ap-
pearance-based approach to face detection [Chiang and 
Huang, 2005]. 

Tracking is an essential step for human motion analysis 
since it provides the data for recognition of face/head/body 
postures and gestures. Optical flow has been widely used for 
head, face and facial feature tracking [Wang and Singh, 
2003]. To omit the limitations inherent in optical flow tech-
niques such as the accumulation of error and the sensitivity 
to occlusion, clutter, and changes in illumination, research-
ers in the field started to use sequential state estimation 
techniques like Kalman and particle filtering schemes 
[Haykin and Freitas, 2004]. Some of the most advanced 
approaches to head tracking and head-pose estimation are 
based on Kalman (e.g. [Huang and Trivedi, 2004]) and par-
ticle filtering frameworks (e.g. [Ba and Odobez, 2004]). 
Similarly, the most advanced approaches to facial feature 
tracking are based on Kalman (e.g. [Gu and Ji, 2005]) and 
particle filtering tracking schemes (e.g. [Valstar and Pantic, 
2006b]). Although face pose and facial feature tracking 
technologies have improved significantly in the recent years 
with sequential state estimation approaches that run in real 
time, tracking multiple, possibly occluded, expressive faces, 
their poses, and facial feature positions simultaneously in 
unconstrained environments is still a difficult problem. The 
same is true for eye gaze tracking [Duchowski, 2002]. To 
determine the direction of the gaze, eye tracking systems 
employ either the so-called red-eye effect, i.e., the differ-
ence in reflection between the cornea and the pupil, or com-
puter vision techniques to find the eyes in the input image 
and then determine the orientation of the irises. Although 
there are now several companies that sell commercial eye 
trackers like SMI GmbH, EyeLink, Tobii, Interactive 
Minds, etc., realizing non-intrusive (non-wearable), fast, 
robust, and accurate eye tracking remains a difficult prob-
lem even in computer-centred HCI scenarios in which the 
user is expected to remain in front of the computer but is 
allowed to shift his or her position in any direction for more 
than 30 cm. 

Because of the practical importance of the topic for affec-
tive, perceptual, and ambient interfaces of the future and 
theoretical interest from cognitive scientists [Lisetti and 
Schiano, 2000; Pantic and Rothkrantz, 2003], automatic 
analysis of facial expressions attracted the interest of many 
researchers. Most of the facial expressions analyzers devel-
oped so far attempt to recognize a small set of prototypic 
emotional facial expressions such as happiness or sadness 
(see also the state of the art in facial affect recognition in the 
text below) [Pantic and Rothkrantz, 2003]. To facilitate 
detection of subtle facial signals like a frown or a smile and 
to make facial expression information available for usage in 
applications like anticipatory ambient interfaces, several 
research groups begun research on machine analysis of fa-
cial muscle actions (atomic facial cues, action units, AUs, 
[Ekman et al., 2002]). A number of promising prototype 
systems have been proposed recently that can recognize 15 
to 27 AUs (from a total of 44 AUs) in either (near-) frontal 
view or profile view face image sequences [Li and Jain, 
2005; Pantic and Patras, 2006]. Most of these employ statis-
tical and ensemble learning techniques and are either fea-
ture-based (i.e., use geometric features like facial points or 
shapes of facial components, e.g., see Fig. 3) or appearance-
based (i.e., use texture of the facial skin including wrinkles, 
bulges, and furrows). It has been reported that methods 
based on appearance features usually outperform those 
based on geometric features. Recent studies have shown that 
this claim does not always hold [Pantic and Patras, 2006]. 
Besides, it seems that using both geometric and appearance 
features might be the best choice for certain facial cues 
[Pantic and Patras, 2006]. However, the present systems for 
facial AU detection typically depend on accurate head, face 
and facial feature tracking as input and are still very limited 
in performance and robustness. 

Fig. 3. An AU detection method [Valstar & Pantic, 2006b]. 

Vision-based analysis of hand and body gestures is 
nowadays one of the most active fields in computer vision. 
Tremendous amount of work has been done in the field in 
the recent years [Wang and Singh, 2003; Wang et al., 2003]. 
Most of the proposed techniques are either model-based 
(i.e., use geometric primitives like cones and spheres to 
model head, trunk, limbs and fingers) or appearance-based 
(i.e., use color or texture information to track the body and 
its parts). Most of these methods emphasize Gaussian mod-
els, probabilistic learning, and particle filtering framework 
(e.g. [Sand and Teller, 2006; Stenger et al., 2006]. However, 
body and hands detection and tracking in unconstrained 
environments where large changes in illumination and clut-
tered or dynamic background may occur still pose signifi-
cant research challenges. Also, in casual human behavior, 
the hands do not have to be always visible (in pockets, un-
der the arms in a crossed arms position, on the back of the 
neck and under the hair), they may be in a cross fingered 
position, and one hand may be (partially) occluded by the 
other. Although some progress has been made to tackle 
these problems using the knowledge on human kinematics, 
most of the present methods cannot handle such cases cor-
rectly. 
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In contrast to the linguistic part of a spoken message 
(what has been said) [Furnas et al., 1987], the nonlinguistic 
part of it (how it has been said) carries important informa-
tion about the speaker’s affective state [Juslin and Scherer, 
2005] and attitude [Russell et al., 2003]. This finding insti-
gated the research on automatic analysis of vocal nonlin-
guistic expressions. The vast majority of present work is 
aimed at discrete emotion recognition from auditory features 
like pitch, intensity, and speech rate (see the state of the art 
in vocal affect recognition in the text below) [Oudeyer, 
2003; Pantic and Rothkrantz, 2003]. For the purposes of 
extracting auditory features from input audio signals, freely 
available signal processing toolkits like Praat1 are usually 
used. More recently, few efforts towards automatic recogni-
tion of nonlinguistic vocalizations like laughs [Truong and 
van Leeuwen, 2005], cries [Pal et al., 2006], and coughs 
[Matos et al., 2006] have been also reported. Since the re-
search in cognitive sciences provided some promising hints 
that vocal outbursts and nonlinguistic vocalizations like 
yelling, laughing, and sobbing, may be very important cues 
for decoding someone’s affect/attitude [Russell et al., 2003], 
we suggest a much broader focus on machine recognition of 
these nonlinguistic vocal cues. 

Context sensing: Context plays a crucial role in under-
standing of human behavioral signals, since they are easily 
misinterpreted if the information about the situation in 
which the shown behavioral cues have been displayed is not 
taken into account [Pantic and Rothkrantz, 2003]. For com-
puting technology applications, context can be defined as 
any information that can be used to characterize the situa-
tion that is relevant to the interaction between users and the 
application [Dey et al., 2001]. Six questions summarize the 
key aspects of the computer’s context with respect to nearby 
humans: 

♦ Who? (Who the user is?) 
♦ Where? (Where the user is?) 
♦ What? (What is the current task of the user?) 
♦ How? (How the information is passed on? 

Which behavioral signals have been displayed?) 
♦ When? (What is the timing of displayed behav-

ioral signals with respect to changes in the envi-
ronment? Are there any co-occurrences of the 
signals?) 

♦ Why? (What may be the user’s reasons to dis-
play the observed cues? Except of the user’s 
current task, the issues to be considered include 
the properties of the user’s physical environ-
ment like lighting and noise level, and the prop-
erties of the current social situation like whether 
the user is alone and what is his or her psycho-
logical state. ) 

Here, we focus on answering context questions relating to 
the human-part of the computer’s context. The questions 
related exclusively to the user’s context and not to the com-
puter’s context like what kind of people are the user’s com-
municators and what the overall social situation is, are con-
                                                 

1Praat: http://www.praat.org. 

sidered irrelevant for adapting and tailoring the computing 
technology to its human users and are not discussed in this 
article. 

Because of its relevance for the security, the who context 
question has received the most attention from both funding 
agencies and commercial enterprises and, in turn, it has seen 
the most progress. The biometrics market has increased 
dramatically in recent years, with multiple companies pro-
viding face recognition systems like Cognitec and Identix, 
whose face recognition engines achieved repeatedly top 2D 
face recognition scores in USA government testing (FRGC, 
FRVT 2002, FERET 1997). The problem of face recogni-
tion has been tackled in various ways in 2D and 3D, using 
feature-, shape-, and appearance-based approaches as well 
as the combinations thereof [Zhao et al., 2003; Li and Jain, 
2005; Bowyer et al., 2006]. The majority of the present 
methods employ spectral methods for dimensionality reduc-
tion like PCA, LDA, and ICA. Except of the face, biometric 
systems can be based on other biometric traits like finger-
prints, voice, iris, retina, gait, ear, hand geometry, and facial 
thermogram [Jain and Ross, 2004]. Biometric systems 
should be deployed in real-world applications and, in turn, 
should be able to handle a variety of problems including 
sensor malfunctioning, noise in sensed data, intra-class 
variations (e.g. facial expression which is treated as noise in 
face recognition), and spoof attacks (i.e. falsification at-
tempts). Since most of these problems can be overcome by 
using multiple biometric traits [Jain and Ross, 2004], mul-
timodal biometric systems have recently become a research 
trend. The most commonly researched multi-biometrics 
relate to audiovisual speaker recognition. For a survey of 
commercial systems for alternative biometrics, see [BTT 
Survey, 2006]. For current research efforts in multi-
biometrics, see [MMUA, 2006]. 

Similarly to the who context question, security concerns 
also drive the research tackling the where context-sensing 
problem, which is typically addressed as a computer-vision 
problem of surveillance and monitoring. The work in this 
area is based on one or more unobtrusively mounted cam-
eras used to detect and track people. The process usually 
involves [Wang et al., 2003]: scene (background) modeling, 
motion segmentation, object classification, and object track-
ing. The vast majority of scene modeling approaches can be 
classified as generative models [Buxton, 2003]. However, 
generative approaches, which require excessive amount of 
training data, are not appropriate for complex and incom-
plete problem domains like dynamic scene modeling. Unsu-
pervised learning techniques are a better choice in that case. 
Motion segmentation aims at detecting regions in the scene 
which correspond to moving objects like cars and humans. 
It is one of the oldest computer vision problems and it has 
been tackled in various ways including [Wang et al., 2003]: 
background subtraction, temporal differencing, optical flow, 
watershed, region growing, scene mosaicing, statistical and 
Bayesian methods. Since natural scenes may contain multi-
ple moving regions that may correspond to different entities, 
it is crucial to distinguish those that correspond to humans 
for the purposes of sensing the human part of the com-
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puter’s context. Note that this step is superfluous where the 
moving objects are known to be humans. Present methods to 
moving object classification are usually either shape-based 
(e.g. human-silhouette-based) or motion-based (i.e. employ 
the premise that human articulated motion shows a periodic 
property) [Wang et al., 2003]. When it comes to human 
tracking for the purposes of answering the where context 
question, typically employed methods emphasize probabilis-
tic methods like Dynamic Bayesian Networks and sequen-
tial state estimation techniques like Kalman and particle 
filtering schemes [Wang and Singh, 2003; Wang et al., 
2003]. In summary, since most approaches base their analy-
sis on segmentation and tracking, these present methods are 
adequate when a priori knowledge is available (e.g. the 
shape of the object to be tracked), but they are weak for 
unconstrained environments (e.g. gym, a house party), in 
which multiple occlusions and clutter may be present. For 
such cases, methods that perform analysis at the lowest se-
mantic level (i.e. consider only temporal pixel-based behav-
iour) and use unsupervised learning represent a better solu-
tion (e.g. [Bicego et al., 2006]). 

In desktop computer applications, the user’s task identifi-
cation (i.e., the what context question) is usually tackled by 
determining the user’s current focus of attention by means 
of gaze tracking, finger pointing, or simply based on the 
knowledge of current events like keystrokes, mouse move-
ments, and active software (e.g. web browser, e-mail man-
ager). However, as traditional HCI and usability-
engineering applications involve relatively well-defined user 
tasks, many of the methods developed for user task analysis 
in typical HCI domains are inappropriate for task analysis in 
the context of human computing and ubiquitous, anticipa-
tory ambient interfaces, where the tasks are often ill-defined 
due to uncertainty in the sensed environmental and behav-
ioral cues. Analysis of tasks that human may carry out in the 
context of anticipatory ambient interfaces require adaptation 
and fusion of existing methods for behavioral cues recogni-
tion (e.g. hand/body gesture recognition, focus of attention 
identification) and those machine learning techniques that 
can be applicable to solving ill-structured decision-making 
problems (e.g. Markov decision processes and hidden-state 
models). However, only a very limited research has been 
directed to multimodal user’s task identification in the con-
text of anticipatory ambient interfaces and the majority of 
this work is aimed at support of military activities (e.g. air-
plane cockpit control) and crisis management [Sharma et al., 
2003]. Other methods for human activity recognition typi-
cally identify the task of the observed person in an implicit 
manner, by recognizing different tasks as different activities. 
The main shortcoming of these approaches is the increase of 
the problem dimensionality – for the same activity, different 
recognition classes are defined, one for each task (e.g. for 
the sitting activity, categories like watching TV, dining, and 
working with desktop computer, may be defined). 

The how context question is usually addressed as a prob-
lem of human sensing (see the state of the art in human 
sensing in the text above; for a survey on speech recognition 
see [Deng and Huang, 2004]). When it comes to desktop 

computer application, additional modalities like writing, 
keystroke (choice and rate), and mouse gestures (clicks and 
movements) may be considered as well when determining 
the information that the user has passed on. 

There is now a growing body of psychological research 
that argues that temporal dynamics of human behavior (i.e., 
the timing and the duration of behavioral cues) is a critical 
factor for interpretation of the observed behavior [Russell et 
al., 2003]. For instance, it has been shown that spontaneous 
smiles, in contrast to volitional smiles (like in irony), are 
fast in onset, can have multiple AU12 apexes (i.e., multiple 
rises of the mouth corners), and are accompanied by other 
AUs that appear either simultaneously with AU12 or follow 
AU12 within 1s. In spite of these findings in basic research 
and except few studies on facial expression analysis [Valstar 
et al., 2006], present methods for human activity/behavior 
recognition do not address the when context question: the 
timing of displayed behavioral signals with respect to other 
behavioral signals is usually not taken into account. When it 
comes to the timing of shown behavioral signals with re-
spect to changes in the environment, current methods typi-
cally approach the when question in an implicit way, by 
recognizing user’s reactions to different changes in the envi-
ronment as different activities. 

The why context question is arguably the most complex 
and the most difficult to address context question. It requires 
not only detection of physical properties of the user’s envi-
ronment like the lighting and noise level (which can be eas-
ily determined based on the current illumination intensity 
and the level of auditory noise) and analysis of whether the 
user is alone or not (which can be carried out by means of 
the methods addressing the where context question), but 
understanding of the user’s behavior and intentions as well 
(see the text below for the state of the art in human behavior 
understanding). 

As can be seen from the overview of the current state of 
the art in so-called W5+ (who, where, what, when, why, 
how) technology, context questions are usually addressed 
separately and often in an implicit manner. Yet, the context 
questions may be more reliably answered if they are an-
swered in groups of two or three using the information ex-
tracted from multimodal input streams. Some experimental 
evidence supports this hypothesis [Nock et al., 2004]. For 
example, solutions for simultaneous speaker identification 
(who) and location (where) combining the information ob-
tained by multiple microphones and surveillance cameras 
had an improved accuracy in comparison to single-modal 
and single-aspect approaches to context sensing. A promis-
ing approach to realizing multimodal multi-aspect context-
sensing has been proposed by Nock et al. [2004]. In this 
approach, the key is to automatically determine whether 
observed behavioral cues share a common cause (e.g. 
whether the mouth movements and audio signals comple-
ment to indicate an active known or unknown speaker (how, 
who, where) and whether his or her focus of attention is 
another person or a computer (what, why)). The main ad-
vantages of such an approach are effective handling of un-
certainties due to noise in input data streams and the prob-
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lem-dimensionality reduction. Therefore, we suggest a 
much broader focus on spatial and temporal, multimodal 
multi-aspect context-sensing. 

Understanding human behavior: Eventually, automated 
human behavior analyzers should terminate their execution 
by translating the sensed human behavioral signals and con-
text descriptors into a description of the shown behavior. 
The past work in this field can be roughly divided into the 
methods for understanding human affective / attitudinal 
states and those for understanding human social signaling 
(i.e., emblems, regulators, and illustrators). 

Understanding Human Affect: As soon as research find-
ings in HCI and usability engineering have suggested that 
HCI systems which will be capable of sensing and respond-
ing properly to human affective states are likely to be per-
ceived as more natural, efficacious, and trustworthy, the 
interest in human affect machine analysis has surged. The 
existing body of literature in machine analysis of human 
affect is immense [Pantic and Rothkrantz, 2003; Oudeyer, 
2003; Li and Jain, 2005]. Most of these works attempt to 
recognize a small set of prototypic expressions of basic 
emotions like happiness and anger from either face im-
ages/video or speech signal. They achieve an accuracy of 
64% to 98% when detecting 3-7 emotions deliberately dis-
played by 5-40 subjects. However, the capabilities of these 
current approaches to human affect recognition are rather 
limited. 

♦ Handle only a small set of volitionally displayed 
prototypic facial or vocal expressions of six ba-
sic emotions. 

♦ Do not perform a context-sensitive analysis (ei-
ther user-, or environment-, or task-dependent 
analysis) of the sensed signals. 

♦ Do not analyze extracted facial or vocal expres-
sion information on different time scales (i.e., 
short videos or vocal utterances of a single sen-
tence are handled only). Consequently, infer-
ences about the expressed mood and attitude 
(larger time scales) cannot be made by current 
human affect analyzers. 

♦ Adopt strong assumptions. For example, facial 
affect analyzers can typically handle only por-
traits or nearly-frontal views of faces with no 
facial hair or glasses, recorded under constant 
illumination and displaying exaggerated proto-
typic expressions of emotions. Similarly, vocal 
affect analyzers assume usually that the re-
cordings are noise free, contain exaggerated vo-
cal expressions of emotions, i.e., sentences that 
are short, delimited by pauses, and carefully 
pronounced by non-smoking actors. 

Few exceptions from this overall state of the art in the 
field include a few tentative efforts to detect attitudinal and 
non-basic affective states such as boredom, fatigue, and pain 
from face video [e.g., El Kaliouby and Robinson, 2004; 
Bartlett et al., 2006], a few works on context-sensitive inter-
pretation of behavioral cues like facial expressions [Pantic, 
2006], and an attempt to discern spontaneous from volition-

ally displayed facial behavior [Valstar et al., 2006]. Few 
works have been also proposed that combine several mo-
dalities into a single system for human affect analysis. Al-
though the studies in basic research suggest that the com-
bined face and body are the most informative for the analy-
sis of human expressive behavior [Ambady and Rosenthal, 
1992], only 2-3 efforts are reported on automatic human 
affect analysis from combined face and body gestures 
[Gunes and Piccardi, 2005]. Existing works combining dif-
ferent modalities into a single system for human affective 
state analysis investigated mainly the effects of a combined 
detection of facial and vocal expressions of affective states 
[Pantic and Rothkrantz, 2003; Song et al., 2004; Zeng et al., 
2006]. In general, these works achieve an accuracy of 72% 
to 85% when detecting one or more basic emotions from 
clean audiovisual input (e.g., noise-free recordings, closely-
placed microphone, non-occluded portraits) from an actor 
speaking a single word and showing exaggerated facial dis-
plays of a basic emotion. Thus, present systems for multi-
modal human affect analysis have all (and some additional) 
drawbacks of single-modal analyzers. Hence, many im-
provements are needed if those systems are to be used for 
context-sensitive analysis of human behavioral signals 
where a clean input from a known actor/ announcer cannot 
be expected and a context-independent processing and in-
terpretation of audiovisual data do not suffice. 

An additional important issue is that we cannot conclude 
that a system attaining a 92% average recognition rate per-
forms “better” than a system achieving a 74% average rec-
ognition rate when detecting six basic emotions from audio 
and/or visual input stream unless both systems are tested on 
the same dataset. The main problem is that no audiovisual 
database exists that is shared by all diverse research com-
munities in the field [Pantic and Rothkrantz, 2003]. Al-
though efforts have been recently reported towards devel-
opment of benchmark databases that can be shared by the 
entire research community [Pantic et al., 2005; Gunes and 
Piccardi, 2005], this remains an open, highly relevant issue. 

Understanding Human Social Signaling: As we already 
remarked above, research findings in cognitive sciences 
tend to agree that at least some (if not the majority) of be-
havioral cues evolved to facilitate communication between 
people [Izard, 1997]. Types of messages conveyed by these 
behavioral cues include emblems, illustrators, and regula-
tors, which can be further interpreted in terms of social sig-
naling like turn taking, mirroring, empathy, antipathy, inter-
est, engagement, agreement, disagreement, etc. Although 
each one of us understands the importance of social signal-
ing in everyday life situations, and although a firm body of 
literature in cognitive sciences exists on the topic [Ambady 
and Rosenthal, 1992; Russell and Fernandez-Dols, 1997; 
Russell et al., 2003] and in spite of recent advances in sens-
ing and analyzing behavioral cues like blinks, smiles, winks, 
thumbs up, yawns, laughter, etc. (see the state of the art in 
human sensing in the text above), the research efforts in 
machine analysis of human social signaling are few and 
tentative. An important part of the existing research on un-
derstanding human social signaling has been conducted at 
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MIT Media Lab, under the supervision of Alex Pentland 
[2005]. Their approach aims to discern social signals like 
activity level, stress, engagement, and mirroring by analyz-
ing the engaged persons’ tone of voice. Other important 
works in the field include efforts towards analysis of inter-
est, agreement and disagreement from facial and head 
movements [El Kaliouby and Robinson, 2004] and towards 
analysis of the level of interest from tone of voice, head and 
hand movements [Gatica-Perez et al., 2005]. Overall, pre-
sent approaches to understanding social signaling are mul-
timodal and based on probabilistic reasoning methods like 
Dynamic Bayesian Networks. However, most of these 
methods are context insensitive (key context issues are ei-
ther implicitly addressed, i.e., integrated in the inference 
process directly, or they are ignored altogether) and incapa-
ble of handling unconstrained environments correctly. Thus, 
although these methods represent promising attempts to-
ward encoding of social variables like status, interest, de-
termination, and cooperation, which may be an invaluable 
asset in the development of social networks formed of hu-
mans and computers (like in the case of virtual worlds), in 
their current form, they are not appropriate for general an-
ticipatory interfaces.  

4 Research Challenges 
According to the taxonomy of human movement, activity, 
and behavioral action proposed by Bobick [1997], move-
ments are low-level semantic primitives, requiring no con-
textual or temporal knowledge for the detection. Activities 
are sequences of states and movements, where the only 
knowledge required to recognize them relates to statistics of 
the temporal sequence. As can be seen from the overview of 
the past work done in the field, most of the work on human 
gesture recognition and human behavior understanding falls 
in this category. Human behavioral actions, or simply hu-
man behavior, are high-level semantic events, which typi-
cally include interactions with the environment and causal 
relationships. An important distinction between these differ-
ent semantic levels of human behavior representation is the 
degree to which the context, different modalities, and time 
must be explicitly represented and manipulated, ranging 
from simple spatial reasoning to context-constrained reason-
ing about multimodal events shown in temporal intervals. 
However, most of the present approaches to machine analy-
sis of human behavior are neither multimodal, nor context-
sensitive, nor suitable for handling longer time scales. In our 
survey of the state of the field, we have tried to explicitly 
mention most of the existing exceptions from this rule in an 
attempt to motivate researchers in the field to treat the prob-
lem of context-constrained analysis of multimodal behav-
ioral signals shown in temporal intervals as one complex 
problem rather than a number of detached problems in hu-
man sensing, context sensing, and human behavior under-
standing. Besides this critical issue, there are a number of 
scientific and technical challenges that we consider essential 
for advancing the state of the art in the field. 

Scientific challenges in human behavior understanding 
can be summarized as follows. 

♦ Modalities: How many and which behavioral 
channels like the face, the body, and the tone of 
the voice, should be combined for realization of 
robust and accurate human behavior analysis? 
Too much information from different channels 
seems to be confusing for human judges. Does 
this pertain in HCI? 

♦ Fusion: At which abstraction level are these 
modalities to be fused? Humans simultaneously 
employ modalities of sight and sound. Does this 
tight coupling persists when the modalities are 
used for human behavior analysis, as suggested 
by some researchers, or not, as suggested by 
others? Does this depend on the machine learn-
ing techniques employed or not? 

♦ Fusion & Context: While it has been shown that 
the 1+1>2 concept relevant to fusion of sensory 
neurons in humans pertain in machine context 
sensing [Nock et al., 2004], does the same hold 
for the other two concepts relevant to multimo-
dal fusion in humans (i.e. context-dependent fu-
sion and discordance handling)? Note that con-
text-dependent fusion and discordance handling 
were never attempted. 

♦ Dynamics & Context: Since the dynamics of 
shown behavioral cues play a crucial role in 
human behavior understanding, how the gram-
mar (i.e., temporal evolvement) of human be-
havioral displays can be learned? Since the 
grammar of human behavior is context-
dependent, should this be done in a user-
centered manner [Oviatt, 2003] or in an activ-
ity/application-centered manner [Norman, 
2005]? 

♦ Learning vs. Education: What are the relevant 
parameters in shown human behavior that an 
anticipatory interface can use to support humans 
in their activities? How this should be (re-) 
learned for novel users and new contexts? In-
stead of building machine learning systems that 
will not solve any problem correctly unless they 
have been trained on similar problems, we 
should build systems that can be educated, that 
can improve their knowledge, skills, and plans 
through experience. Lazy and unsupervised 
learning can be promising for realizing this 
goal. 

Technical challenges in human behavior understanding 
can be summarized as follows. 

♦ Initialization: A large number of methods for 
human sensing, context sensing, and human be-
havior understanding require an initialization 
step. Since this is typically a slow, tedious, 
manual process, fully automated systems are the 
only acceptable solution when it comes to an-
ticipatory interfaces of the future. 

♦ Robustness: Most methods for human sensing, 
context sensing, and human behavior under-
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standing work only in (often highly) constrained 
environments. Noise, fast movements, changes 
in illumination, etc., cause them to fail. 

♦ Speed: Many of the methods in the field do not 
perform fast enough to support interactivity. 
Researchers usually choose for more sophisti-
cated (but not always smarter) processing rather 
than for real time processing. A typical excuse 
is that according to Moore’s Law we’ll have 
faster hardware soon enough. 

♦ Training & Validation Issues: United efforts of 
different research communities working in the 
field should be made to develop a comprehen-
sive, readily accessible database of annotated, 
multimodal displays of human expressive be-
havior recorded under various environmental 
conditions, which could be used as a basis for 
benchmarks for efforts in the field. The related 
research questions include the following. How 
one can elicit spontaneous expressive behavior 
including genuine emotional responses and atti-
tudinal states? How does one facilitate efficient, 
fast, and secure retrieval and inclusion of ob-
jects constituting this database? How could the 
performance of a tested automated system be 
included into the database? How should the re-
lationship between the performance and the da-
tabase objects used in the evaluation be de-
fined? 

5 Conclusions 
Human behavior understanding is a complex and very diffi-
cult problem, which is still far from being solved in a way 
suitable for anticipatory interfaces and human computing 
application domain. In the past two decades, there has been 
significant progress in some parts of the field like face rec-
ognition and video surveillance (mostly driven by security 
applications), while in the other parts of the field like in 
non-basic affective states recognition and multimodal multi-
aspect context-sensing at least the first tentative attempts 
have been proposed. Although the research in these different 
parts of the field is still detached, and although there remain 
significant scientific and technical issues to be addressed, 
we are optimistic about the future progress in the field. The 
main reason is that anticipatory interfaces and their applica-
tions are likely to become the single most widespread re-
search topic of AI and HCI research communities. Even 
nowadays, there are a large and steadily growing number of 
research projects concerned with the interpretation of human 
behavior at a deeper level. 
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Abstract 
Human Computing is about perceptive, antici-

patory interfaces that support natural and intuitive 
human-computer interaction by understanding 
human behavior, emotions and social signaling. 
Yet, machine understanding of human behavior 
and emotion is limited and fragmented until this 
day. It is proposed that in order to manage the 
complexities of multimodal, multilevel and con-
textual machine perception of human behavior, an 
embedded systems approach towards the design of 
vision architectures for human computing seems 
advisable. The problems encountered in such an 
approach are illustrated from past and present de-
velopment projects on vision systems for watching 
humans. 

1 Introduction 
Sentient Machine Research was founded in 1990 as an 
R&D company in AI with the aim to contribute to develop-
ing machines into sentient interaction partners. What makes 
a machine ‘sentient’ from the third person point of view, in 
the eye of a human observing the system, is first of all 
whether the system seems to understand us, seems ‘human 
aware’. Many fascinating AI systems have been developed 
since e.g. Weizenbaum’s Eliza back in 1966, that create an 
illusion of user awareness. But in fact, and in spite of much 
progress in recent years, machine understanding of human 
behavior and emotion is limited and fragmented until this 
day [Pantic et al 2006]. Machines struggle with perceiving 
the utterances, grimaces and gestures and often fail to un-
derstand the intentions and feelings of the humans they 
interact with. Whether or when any such machine should 
moreover be considered sentient in the first person view, 
i.e. whether ‘it is something to be that machine’, is still a 
challenging philosophical question, that in the end may 
well be decided by empirical means. Man and other ani-
mals are the only truly sentient machines we have seen so 
far, thus the alternative aim of Sentient Machine Research 
is to achieve a better understanding of human nature and 
experience by synthetic research methods, that is by build-
ing AI artifacts. VicarVision, a subsidiary of the 

SMRgroep, was founded in 2001 with the mission to de-
velop computer vision systems for perceiving humans in 
video streams. The long term aim is to develop general 
purpose vision systems that allow robots to classify and 
label objects and events in mundane environments in hu-
man understandable terms. 

A problem for Human Computing, the automatic sensing 
and understanding of human behavior in an ambient intelli-
gent environment, is that on the one hand computer vision 
system architectures tend to expand over time in complex-
ity, with more components, connections, subroutines and 
dependencies and an ever increasing appetite for faster 
computers. Yet, on the other hand, there are good reasons 
to try to make vision systems embeddable, efficient and 
small. First of all, it would of course be nice if competent 
vision systems could be run on hardware sufficiently small, 
cheap and energy efficient to be embedded in affordable 
robots or mobile devices. Even if price, size and energy 
consumption are not major concerns in the design of a vi-
sion system, it might be worthwhile to strive for a vision 
architecture that is embeddable in principle. The big chal-
lenge is that vision, particularly when watching humans, 
really is a very complex computational problem, requiring 
many specialist processes, extensive knowledge and mas-
sive raw computational power to perform real world tasks 
in real time. Thus, the basic requirements for embeddable 
systems -cheap, small and energy efficient- are directly 
challenged by the large and highly variable computational 
loads that come with vision tasks, even with the smartest 
possible algorithms. Further requirements for embedded 
systems follow from their embeddedness –by definition- 
within a host system with more functions and components 
to care about. Embedded systems generally need to be de-
pendable, predictable and collaborative. Dependable be-
cause the performance of the system as a whole may criti-
cally depend on the proper functioning of the embedded 
system, there might not be a fall back when it fails. Pre-
dictability and collaborativeness of embedded systems are 
particularly important in multitasking systems with concur-
rent processing. Embedded systems that are part of such 
architectures are likely to share, and thus compete for, in-
herently limited resources such as access to communication 
channels, or instruction sets for action, or central memory 
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and cpu cycles. Predictability of performance allows for 
control and in collaborative multitasking each process per-
forming a task is optimally transparent –for predictability- 
and interruptible –for co-cooperativeness.  

Embedded systems preferably are self-supporting with 
minimal need for external maintenance, support or up-
grades. It is at least inconvenient if the host system must be 
serviced or repaired because some embedded system shows 
some malfunctioning. Obviously, being dependable, pre-
dictable, collaborative and self-supporting are often desir-
able features for any information system that humans inter-
act with, even if there is no need yet to realize the system 
by embedded systems technology.  

 
2 Does Human Computing really need em-
beddable system architectures?  
Ambient Intelligence is about disembodiment, the com-
puter has disappeared out of sight, the actual processing 
occurs somewhere ‘in the back end’. Embeddableness of 
perceptual processing may then seem just an engineering 
issue for the efficient technical realization of Human Com-
puting systems. However, some defining aspects of Human 
Computing imply that embeddability is highly relevant for 
theoretical issues. Human Computing is multimodal, multi-
level and contextual and it must proceed in real time. Vari-
ous sensory modalities may contribute to understanding 
behavior besides vision; audio, tactile even olfactory mo-
dalities can be used to sense a human. Actually, Human 
Computing may also use senses underdeveloped in humans 
such as perception of electromagnetic fields, infrared radia-
tion, ultrasound, etc. Within a single modality such as vi-
sion a number of analysis channels may be distinguished, 
as for example, one may choose to watch the face, or the 
body, or the eyes, or the gesticulating hands of a person. 
And sometimes multiple instantiations of analytic proc-
esses are required, e.g. when observing two people interact-
ing. Thus, Human Computing requires concurrent process-
ing architectures, and in such architectures some compro-
mise must be made between dedicated and shared resources 
per modality -or rather per processing channel. If all per-
ceptual processes have fully dedicated resources, this gives 
maximal robustness against interference by other proc-
esses, at the cost of extreme redundancy of computational 
resources that will remain idle much of the time, while the 
processes they support are not triggered by current inputs.  

Human Computing is multi-level in the sense that the full 
path must be covered from registration by sensors, pixels 
from cameras or soundwaves from microphones, through 
various stages of processing, until arriving at some under-
standing of the intentions, actions and experiences of the 
humans observed. Typically, the lower levels have dedi-
cated resources while the highest levels share resources. 
The balance that a given architecture strikes between dedi-
cated and shared resources is related to the classical issue 
of early versus late fusion in multimodal sensory integra-
tion. Perhaps somewhat counter intuitively, it is much more 
difficult to perform early fusion in an architecture where 
low level processes must share resources. [Nock et al 2004] 

provide an interesting analysis of a classical Gestalt princi-
ple of perception, the detection of common cause by tem-
poral contiguity, on the lowest possible level of multimodal 
analysis, temporal correlation between pixel and sound 
wave intensities. In shared resource models, computation 
of these correlations is very costly, because it requires ex-
plicit computation and memory buffering of large temporal 
index structures. In a dedicated resource model where im-
age and sound are processed in parallel by transparently 
embedded systems, the correlation patterns for detecting 
common cause can be obtained at little extra cost by tem-
poral correlation over small sets of system processing load 
parameters. The aim of Human Computing is high level 
analysis, a proper response requires an understanding of the 
meaning of the human behavior observed. A framework for 
high level analysis of action, expression and experience can 
be found in emotion theory [Frijda 1986], where it is pro-
posed that event appraisal results from the matching of 
situation aspects to active concerns. From such a formula-
tion it directly follows that some knowledge of context is 
required to be able to infer what concerns may be active in 
the person observed. Is this person showing a sad face be-
cause she has just received unpleasant news, or because she 
was asked to pose a sad face? 

Context in fact is all important in Human Computing. 
Not just because at the highest level affect and behavior 
can only be understood to the extent one knows, i.e. has at 
least some general or default model of ‘where a person 
comes from’ and what moves the person in the situation. 
The extensive psychological literature on priming, the role 
of expectation and context effects in perception indicates 
that for humans, perception is context dependent on all 
levels. Perception is not a one-way processing stream from 
input to meaning but rather a cyclical process steered by 
top down anticipation as well as the bottom up input data 
stream [Neisser1976]. First time students of neuroanatomy 
are often surprised to learn that the neural circuitry for the 
vision system does not consist of just an upwards series of 
processing stages or projection fields, but that almost as 
much circuitry is dedicated to the downward modulation of 
these processing stages. The basic reason is that only 
through anticipation the complexities in real time visual –or 
auditory- processing can be mastered. Just as efficient 
tracking of a moving object requires some form of predic-
tion in x,y coordinates, so does understanding of say the 
current face expression of the subject requires some form 
of prediction of direction in affective coordinates –
dimensions or categories. And sensitive evaluation of the 
expression on a particular kind of face –young or old, 
Asian or European- requires a momentary specialization, 
an anticipation based on similar expressions seen on similar 
faces before. It has proven difficult to produce computa-
tional vision systems that come anywhere near the ability 
of natural vision for anticipatory and adaptive perceptual 
processing. The basic hunch is that one should first be able 
to realize vision components as predictable and self-
supporting embedded systems, before the added complexi-
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ties that come with adaptivity and context dependency can 
be successfully dealt with. 

 
The conflicts that arise when vision architectures in-

crease in complexity and size, while embedded systems 
require a small footprint and strong encapsulation, will be 
illustrated by a short description of some vision systems 
that have been developed at SMR and VicarVision over the 
years. 

3 Pires (1997) 
PIRES (PIcture REtrieval System) is a forensic face recog-
nition system that accepts pictures, ‘mug shots’ and con-
structs an extensive face index representation for each indi-
vidual portrait. This index structure allows for search by 
image in a person database. When presented with a portrait 
as query, similar portraits will be found. PIRES also pro-
duces a detailed description of the characteristics of the 
face and is able to fill most of the Dutch police standard 
person description, signalement, reporting form with about 
40 facial feature categories –from big/small nose to hair-
styles and ethnic origin.  

 

   
 

  
Figure 1: PIRES face analysis 
 
   

The PIRES system performs the face analysis task in a 
three step perceptual processing architecture: Find, Frame, 
Featurize. 

 
1) Face finding, the detection and localization of the 

face in the image is performed by standard template 
search. A template is constructed by averaging the 
grey pixel values of a set of aligned faces. One or 
more templates are evaluated in discrete steps over 
the image at a number of scales and the best match 
position is selected. 

2) A visual object is ‘framed’ by establishing a corre-
spondence between localised features of the image 
and an object topology model. PIRES employs a 
small set of local feature templates to find the posi-
tion of eyes, nose and mouth in the portrait. From 
these positions the full face topology can be esti-
mated. 

3) The features of the framed face are derived by a set of 
neural network classifiers trained on various sets of 
annotated ‘clips’ taken from the face.  

 
For each portrait a long representation vector is con-
structed, consisting of neural network hidden node activa-
tion values, explicit classifier labels and face topology co-
ordinates. An associative search engine is used to find best 
matches for a newly analyzed portrait in a list of previously 
indexed portraits. PIRES performs quite reasonable as a 
forensic face analysis system under a limited range of con-
ditions. The system can only handle high quality frontal 
images, but achieves respectable recognition rates / re-
trieval within best n matches, on police image databases. 
PIRES in the 1997 implementation may not be a good can-
didate for an embedded system because the template based 
face framing routine is limited to frontal faces and even 
with frontal faces sometimes framing errors are made. 
However, there are no principled reasons why PIRES could 
not be implemented as an embedded system, say for auto-
matic indexing of portraits in a high end digital camera, if 
performance is improved within the same architecture. The 
three basic processing steps are performed by modules that 
each can be encapsulated and used in a predictable se-
quence of operations. 

4 Vicar (2001) 
The aim of the VICAR Video Explorer system -developed 
in the VICAR (Video Indexing, Classification, Annotation 
and Retrieval) HPCN/IST EU project- is to provide for 
semantic indexing and content based search for large 
amounts of video footage. The field of operation is the pro-
fessional video archive market (broadcasting, movie pro-
ductions and agencies, security). Types of contents indexed 
by VICAR include: 

- shot detection and camera motion; 
- moving object detection and segmentation; 
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- setting classification, evaluate the general setting 
and background of images [Israël et al 2004]; 

- object recognition; VICAR contains object recog-
nizers for faces, cars and horses [Noorman et al 
2002]; 

- recognition of individuals, VIPFinder recognizes 
faces from a short list of famous persons; 

- classification of behaviors, e.g. walking, running, 
limping. 

 
While VICAR demonstrated the feasibility in principle of 
indexing contents at many levels, performance at some 
levels was not yet up to operational use in 2001. For pre-
sent purposes it is of interest to look at a sketch of -part of- 
the VICAR system architecture.  

 
Figure 2: VICAR architecture, flow of control. 
 

Even a superficial inspection of figure 2 suggests that the 
VICAR architecture looks like a worst case for an embed-
dable system, with many modules and datatypes and the 
control of processing going in all directions. Actually, 
VICAR was not designed to run as an embedded system, 
but on almost the opposite kind of platform, a multi cpu 
supercomputer. To review some of the problems, first again 
comes the need for computational power, e.g. some of the 
object recognition procedures at that time required many 
seconds of cpu time for processing a single image. Next, 
specific perceptual processes require specific subsets of the 
x,y,t pixel volume that makes up a videostream, e.g. when 
analyzing behavior of a walking person, the person must be 
tracked and the relevant pixels must be segmented from the 
stream. This requires either complex dynamic memory 
management, or huge amounts of random access memory. 
Both options are not popular with embedded system engi-
neers. Then, since vision is data-driven, a new scene may 
spawn many perceptual processes, that will compete for 
available resources, while many interdependencies may 
exist between different levels of content analysis. Together, 
these complications make the processing that occurs within 
the architecture rather unpredictable. And since time-
constrained operation –even if not real time- makes it un-
sure whether the relevant processes will all have managed 

to run to completion, the results of perceptual analysis may 
not be very dependable.  

5 FaceReader (2005) 
FaceReader is a commercially available product for real 
time analysis of facial expression [Den Uyl and Van 
Kuilenburg 2005]. FaceReader fits a face in a video stream 
with a mask computed by an active appearance model 
[Cootes and Taylor 2000] and derives persistent –gender, 
age, ethnicity- and changing features, particularly the emo-
tional expression of the face. Expressions are classified in 7 
emotion categories, 6 basic emotions -happy, sad, angry, 
surprised, scared and disgusted- and neutral.  
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Figure 3: FaceReader interface 
 
FaceReader employs the same three step –find, frame, 

featurize- architecture as PIRES, though some of the steps 
have changed considerably. Where PIRES uses static tem-
plates for finding faces, FaceReader uses one or more ‘Ac-
tive Templates’ [Song and Poggio 1998] for finding a face 
in the image. The Active Template Method moves a set of 
deformable face templates over an image, returning the 
most likely face position. To frame the face, FaceReader 
uses an Active Appearance Model [Cootes and Taylor 
2000], able to produce good fits over a wide range of varia-
tion in persons and lighting, orientation and expression. 
Face features are derived by neural networks, trained on the 
appearance vector –the list of about 100 appearance pa-
rameters found for the best fit mask [Van Kuilenburg et al 
2005].  

The FaceReader architecture (Figure 4) shows a princi-
pled distinction between the online or execution model and 
the offline training environment. This contributes to the 
embeddableness of the online system, since different con-
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figurations, optimized for different tasks, can be obtained 
by replacing modules. FaceReader is an online system, 
expecting a face in a video stream, whereas PIRES is an 
event-driven system, triggered by the presentation of a still 
image. This is reflected by the inbound arrows in the Face-
Reader architecture. For face finding, once a face is found, 
a tracking subroutine will start tracking the face for further 
speed optimization, currently the FaceReader can do the 
full find, fit and classify cycle at around 20 frames per sec-
ond on a quick PC. The inbound arrow on the classification 
box indicates temporal integration; identity, current expres-
sion and other feature estimates are based –by default- on 
temporal integration over a series of images. Although the 
active appearance modeling approach is particularly com-
putationally intensive, even after extensive optimization, 
FaceReader could be implemented as an embedded system 
about as well as PIRES. 

 

 Figure 4: FaceReader architecture. 

5 BodyReader (2006) 
A system currently under development at Vicar-
Vision is the BodyReader, which aims to give an 
estimate of body pose –i.e. the localization of 
body, head and limbs- of a moving person in real 
time [Van der Meer and Metz 2006]. The global 
architecture is again a three step -find, frame, 
featurize- perceptual process, with a strict 
separation between online and offline facilities, 
just as for FaceReader. Almost all the analysis 
processes are however entirely different. For 
finding the moving body, a standard motion 
differential method puts a box around a suitably 
sized moving blob in the image. Framing the body 
within the box is a three step process in itself. 
First a neural network makes a rough guess at the 
location of 14 anchor points on the body (see 
figure 5). Then a PCA model trained on a body 
topology reference database is used to move the 
anchor points to more plausible positions.  

Lastly, for each anchor point placement a local refinement 
is attempted by an active search method. Static pose fea-
tures –arms up or down- can be derived trivially from the 
framing model, the more interesting class is that of dy-
namic pose features, that is, body movements.  

Note that the BodyReader can only track the movements 
of one person at a time, but it might well do that as an em-
bedded system.  

 

 Figure 5: BodyReader: automatic annotation of 14 body anchor 
points. 

6 AIVOS (2006) 
AIVOS –Architecture for Intelligent Video Observation 
Systems- is a project-under-development at VicarVision 
aimed at developing vision systems that can fulfill a range 
of security and surveillance tasks. This is about as broad a 
task as the VICAR Video Explorer task of indexing any  
 

Figure 6: AIVOS main components 
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kind of video footage for archive. Even though most sur-
veillance tapes show little of interest happening at all, 
pretty much anything worth reporting could happen at any 
moment. In fact it is mostly mundane human behavior that 
is to be observed, signaled and reported. Thus the main 
‘find’ routine in AIVOS is motion based object detection, 
as in the BodyReader, except that surveillance requires that 
multiple moving objects can be detected and tracked, pos-
sibly with an active camera. Framing the body of moving 
persons is performed by the BodyReader, just as their faces 
are modeled and classified by FaceReader, when they are 
detected to be within scope of the face fitting appearance 
models.  
 
AIVOS then is the framework for setting up virtual vision 
engines: object controlled perceptual analysis channels, 
that direct what pixels they want from the input and apply 
perceptual processes to this pixel stream, relevant to the 
object in the image and the purposes of the observation 
system. When the visual input is rich, a number of people 
moving around, managing a set of virtual vision systems 
that share physical resources becomes an intricate problem 
that easily leads to overload even for high capacity sys-
tems. It is not necessarily the case that a system is embed-
dable, even if all of its components are embeddable. But an 
AIVOS type system might well be made embeddable, by 
strictly limiting its span of visual attention, the number of 
virtual vision engines it can run concurrently. 

7 Conclusion 
Human Computing is all about managing the complexities 
of multimodal and multilevel perceptual processing, adap-
tive and context sensitive and in real time. Aiming for sys-
tems that are embeddable in principle is a basic ‘divide and 
conquer’ strategy. Only out of well-behaved, transparent 
and self-supporting components can we hope to be able to 
build such complex systems. A straightforward conclusion 
appears to be that a vision architecture is embeddable if it 
performs a single chain of tasks on a single class of visual 
objects and if its basic resources –cpu cycles and memory 
or knowledge and data access- can be managed ‘on board’. 
This tends to limit candidate vision architectures for em-
bedding to ‘one trick ponies’, which in turn tend to have 
limited use as an embedded vision system for general pur-
pose hosts like robots or mobile devices; their users would 
like to see them do many tricks. A way out of this dilemma 
might be to develop vision architectures that support multi-
ple virtual vision engines. This seems not so much a matter 
of developing new vision algorithms, rather of better com-
positions with existing algorithms, embedded or not . 

It has been mentioned repeatedly that embedded systems 
should preferably be self-supporting. That implies in fact, 
in the case of vision, that systems should be able to teach 
themselves to see new things. This seems the aspect where 
current vision architectures are still the furthest away from 

target. It may be a long time before one can install the off-
line training environment for a vision system on board and 
feel reasonably confident that the host will know what to 
do with it. 
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Abstract

This work addresses the problem of human action
recognition by introducing a representation of a hu-
man action as a collection of short trajectories that
are extracted in areas of the scene with significant
amount of visual activity. The trajectories are ex-
tracted by an auxiliary particle filtering tracking
scheme that is initialized at points that are consid-
ered salient both in space and time. The spatiotem-
poral salient points are detected by measuring the
variations in the information content of pixel neigh-
borhoods in space and time. We implement an
online background estimation algorithm in order
to deal with inadequate localization of the salient
points on the moving parts in the scene, and to im-
prove the overall performance of the particle filter
tracking scheme. We use a variant of the Longest
Common Subsequence algorithm (LCSS) in order
to compare different sets of trajectories correspond-
ing to different actions. We use Relevance Vector
Machines (RVM) in order to address the classifica-
tion problem. We propose new kernels for use by
the RVM, which are specifically tailored to the pro-
posed representation of short trajectories. The basis
of these kernels is the modified LCSS distance of
the previous step. We present results on real image
sequences from a small database depicting people
performing 12 aerobic exercises.

1 Introduction
The key to ambient intelligence, anticipatory interfaces, and
human computing is the ease of use - the ability to unob-
trusively sense certain behavioral cues of the users and to
adapt automatically to their typical behavioral patterns and
the context in which they act [Pantic et al., 2006]. This paper
concerns sensing and interpretation of human behavioral cues
expressed by means of body actions. Because of its practical
importance and relevance for the security (video surveillance
and monitoring) as well as for natural multimodal interfaces,
vision-based analysis of hand and body gestures is nowadays
one of the most active field of computer vision. Tremendous
amount of work has been done in the field in recent years
[Wang and Singh, 2003],[Wang et al., 2003]

In order to obtain a semantic description of the content of
a scene, we do not need to use all the available information.
What is happening in a scene can be determined by moni-
toring the temporal transitions of the scene’s non-static el-
ements. As far as humans in the scene are concerned, this
would translate in tracking the motion of the hands, head or
even the entire body. Recently, tracking approaches based
on particle filtering have been successfully used in order to
track the state of a temporal event given a set of noisy ob-
servations [Isard and Blake, 1998]. In [Pitt and Shephard,
1999], an auxiliary particle filter is proposed as an extension
to the classical particle filter, in order to deal with outlier
problems. In [Pantic and Patras, 2006] the auxiliary parti-
cle filtering scheme proposed in [Pitt and Shephard, 1999] is
used, in order to track 15 facial points in an input face-profile
sequence. Another interesting approach that uses trajectories
for activity recognition is presented in [Rao et al., 2002],[Rao
et al., 2003]. The spatiotemporal curvatures of the trajecto-
ries of moving objects, such as the hands of the subject are
used in order to represent human actions. The local maxima
of these curvatures are view-invariant and are used for image
sequence alignment and matching of the actions. In [Blank
et al., 2005] human actions are treated as three-dimensional
shapes in space-time volume. The method utilizes properties
of the solution to the Poisson equation to extract space-time
features such as local space-time saliency, action dynamics,
shape structure and orientation, while spectral clustering is
used in order to group similar actions. In [Zelnik-Manor and
Irani, 2001], long video sequences are segmented in the time
domain by detecting single events in them. The detection is
done without prior knowledge of the types of events, their
models, or their temporal extent. The method can be used for
event-based indexing even when only one short example-clip
is available. In [Stauffer, 1999] , an adaptive background esti-
mation algorithm is presented in order to distinguish moving
objects from their background. Persisting objects in the scene
are considered to be part of the background and are modelled
using a Gaussian mixture, whose parameters are updated for
every incoming frame in the sequence. In [Vlachos et al.,
2002], [Buzan et al., 2004] a Longest Common Subsequence
(LCSS) algorithm is introduced in order to obtain a measure
of similarity between individual trajectories. The algorithm
is implemented via a dynamic programming approach and
works by detecting common sub-trajectories, maintaining the
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ordering of the consisting points of the original trajectories.
A wide variety of hand and body tracking methods use

some form of markers in order to assist the initialization and
the overall operation of the tracking process [Figueroa et al.,
1998],[Moeslund and Nrgaard, 2003]. In order to avoid the
use of markers, an interesting alternative could be the use of
interesting points for tracker initialization. According to Har-
alick and Shapiro [Haralick and Shapiro, 1993] an interesting
point is a) distinguishable from its neighbors and b) its posi-
tion is invariant with respect to the expected geometric trans-
formation and to radiometric distortions. Gilles introduces
the notion of saliency in terms of local signal complexity or
unpredictability in [Gilles, 1998]. Kadir and Brady [Kadir
and Brady, 2000] extend the original Gilles algorithm and
estimate the information content of pixels in circular neigh-
borhoods at different scales in terms of the entropy. Local
extremes of changes in the entropy across scales are detected
and the saliency of each point at a certain scale is defined
in terms of the entropy and its rate of change at the scale in
question.

In this work, we detect spatiotemporal features in given
image sequences by extending in the temporal direction the
salient feature detector developed in [Kadir and Brady, 2000].
The detected salient points correspond to peaks in activity
variation such as the edges of a moving object. Like in [Kadir
and Brady, 2000], we automatically detect the scales at which
the entropy achieves local maxima and form spatiotemporal
salient regions by clustering spatiotemporal points with simi-
lar location and scale. We derive a suitable distance measure
between sets of salient regions, which is based on the Cham-
fer distance, and we optimize this measure with respect to a
number of temporal and scaling parameters. In this way we
achieve invariance against scaling and we eliminate the tem-
poral differences between the representations. We extend our
previous work on salient points presented at [Oikonomopou-
los et al., 2005] by using the detected salient regions in order
to initialize a tracking scheme based on the auxiliary particle
filter, proposed in [Pitt and Shephard, 1999]. Each image se-
quence is then represented as a set of short trajectories. The
spatiotemporal coordinates of the points that consist the ex-
tracted trajectories are appropriately transformed according
to the parameters that were estimated in the Chamfer distance
optimization step. We use the adaptive background estima-
tion algorithm presented in [Stauffer, 1999] in order to model
the background in the available sequences and to improve
the overall quality of the implemented tracking scheme. We
use a variant of the Longest Common Subsequence algorithm
(LCSS) that was proposed in [Vlachos et al., 2002],[Buzan
et al., 2004] in order to compare different sets of trajecto-
ries. We use Relevance Vector Machines in order to address
the classification problem. We propose new kernels for use
by the RVM, which are specifically tailored to the proposed
short trajectory representation. The basis of these kernels is
the modified LCSS distance of the previous step.

We test the proposed method using real image sequences
of subjects performing several aerobic exercises. Possible ap-
plications lie in the area of e-health, where the development
of non-stationary, non-intrusive, non-invasive monitoring in-
side and outside the clinical environment is essential, due to

demanding patients, aging population and rising costs. The
method can be realized as an adaptive system that will be
able to monitor and assess the correctness of the performed
exercise, and will provide an appropriate alternative (senior)
fitness plan, assisting in this way nurses,physical therapists
and family members. The system can also be configured for
use at home, to accommodate elderly but otherwise healthy
patients or patients suffering from conditions like rheumatism
and chronic pain.

The remainder of the paper is organized as follows: In sec-
tion 2, the spatiotemporal feature detector used is described,
along with the proposed space-time warping technique. In
section 3, the auxiliary particle filter that was used is briefly
analyzed along with the background estimation model that
was utilized. In section 4 the proposed kernel-based recogni-
tion method is described. In section 5, we present our experi-
mental results, and in section 6, final conclusions are drawn.

2 Spatiotemporal Salient Points
2.1 Spatiotemporal Saliency
Let us denote by Nc(s, �v) the set of pixels in an image I
that belong to a circular neighborhood of radius s, centered
at pixel �v = (x, y). In [Kadir and Brady, 2000], in order to
detect salient points in static images, Kadir and Brady define
a saliency measure yD(s, �v) based on measuring changes in
the information content of Nc for a set of different circular
radiuses (i.e. scales). In order to detect spatiotemporal salient
points at peaks of activity variation we extend the Kadir’s
detector by considering cylindrical spatiotemporal neighbor-
hoods at different spatial radiuses s and temporal depths d.
More specifically, let us denote by Ncl(�s,�v) the set of pix-
els in a cylindrical neighborhood of scale �s = (s, d) centered
at the spatiotemporal point �v = (x, y, t) in the given image
sequence. At each point �v and for each scale �s we will de-
fine the spatiotemporal saliency yD(�s,�v) by measuring the
changes in the information content within Ncl(�s,�v). Since
we are interested in activity within an image sequence, we
consider as input signal the convolution of the intensity infor-
mation with a first-order Gaussian derivative filter. Formally,
given an image sequence I0(x, y, t) and a filter Gt, the input
signal that we use is defined as:

I(x, y, t) = Gt ∗ I0(x, y, t) . (1)

For each point �v in the image sequence, we calculate the
Shannon entropy of the signal histogram in a cylindrical
neighborhood Ns(�s,�v) around it. That is,

HD(s, d, �υ) = −
∑
q∈D

p(q, s, d, �υ) log p(q, s, d, �υ) , (2)

The set of scales at which the entropy is peaked is given by:

Ŝp = {(s, d) : HD(s − 1, d, �υ) < HD(s, d, �υ) > HD(s + 1, d, �υ)

∧HD(s, d − 1, �υ) < HD(s, d, �υ) > HD(s, d + 1, �υ)} (3)

The saliency measure at the candidate scales is given by:

yD(s, d,�v) = HD(s, d,�v)WD(s, d,�v), ∀ (s, d) ∈ Ŝp , (4)

The first term of eq. 4 is a measure of the variation in the
information content of the signal. The weighting function
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(a) (b)

Figure 1: (a) Single frame from a sample image sequence where the
subject is raising its right hand and (b) the corresponding entropy
plot as a function of the spatial radius and temporal depth of all
the applied cylindrical neighborhoods. The origin of all the applied
cylindrical neighborhoods is the center of the white circle in (a).

WD(s, �v) is a measure of how prominent the local maximum
is at s, and is given by:

WD(s, d, �υ) =
s2

2s − 1

∑
q∈D

|p(q, s, d, �υ) − p(q, s − 1, d, �υ)|

+d
∑
q∈D

|p(q, s, d, �υ) − p(q, s, d − 1, �υ)|,∀ (s, d) ∈ Ŝp , (5)

where the values in front of each summation in the right part
of eq. 5 are normalization factors. When a peak in the en-
tropy for a specific scale is distinct, then the corresponding
pixel probability density functions at the neighboring scales
will differ substantially, giving a large value to the summa-
tions of eq. 5 and thus, to the corresponding weight value
assigned. On the contrary, when the peak is smoother, then
the summations in eq. 5 will have a smaller value. Let us note
that we considered cylindrical neighborhoods for simplicity
reasons. However, more complicated shapes, such as ellipti-
cal neighborhoods at different orientations and with different
axes ratios could be considered.

In Fig. 1(a), a single frame from a sample image sequence
is presented, where the subject is raising its right hand. By
selecting as origin the center pixel of the drawn white circle,
we apply a number of cylindrical neighborhoods of various
scales in the sequence and we calculate the corresponding
entropy values. The result is shown in Fig. 1(b), where the
various entropy values are plotted with respect to the radiuses
and depths of the corresponding cylindrical neighborhoods.
The scale which corresponds to the distinct peak of the plot is
considered candidate salient scale, and is assigned a saliency
value, according to eq. 4.

2.2 Salient Regions
The analysis of the previous section leads to a set of candi-
date spatiotemporal salient points S = {(�si, �vi, yD,i)}, where
�vi = (x, y, t), �si and yD,i are respectively, the position vec-
tor, the scale and the saliency value of the feature point with
index i. In order to achieve robustness against noise we fol-
low a similar approach as that in [Kadir and Brady, 2000] and
develop a clustering algorithm, which we apply to the de-
tected salient points. By this we define salient regions instead
of salient points, the location of which should be more stable

than the individual salient points, since noise is unlikely to
affect all of the points within the region in the same way. The
proposed algorithm removes salient points with low saliency
and creates clusters that are a) well localized in space, time
and scale, b) sufficiently salient and c) sufficiently distant
from each other. The steps of the proposed algorithm can
be summarized as follows:

1. Derive a new set ST from S by applying a global thresh-
old T to the saliency of the points that consist S. Thresh-
olding removes salient points with low saliency, that is,

ST = {(�si, �υi, yD,i) : yD,i > T} . (6)

2. Select the point i in ST with the highest saliency value
and use it as a seed to initialize a salient region Rk. Add
nearby points j to the region Rk as long as the intra-
cluster variance does not exceed a threshold TV . That
is, as long as

1

|Rk|
∑
j∈Rk

c2
j < TV , (7)

where Rk is the set of the points in the current region k
and cj is the Euclidean distance of the jth point from the
seed point i.

3. If the overall saliency of the region Rk is lower than a
saliency threshold TS ,∑

j∈Rk

yD,j ≤ TS , (8)

discard the points in the region back to the initial set
of points and continue from step 2 with the next high-
est salient point. Otherwise, calculate the Euclidean
distance of the center of region Rk from the center of
salient regions already defined, that is, from salient re-
gions Rk′ , k′ < k.

4. If the distance is lower than the average scale of Rk, dis-
card the points in Rk back to the initial set of points, and
continue with the next highest salient point. Otherwise,
accept Rk as a new cluster and store it as the mean scale
and spatial location of the points in it.

5. Form a new set ST consisting of the remaining salient
points, increase the cluster index k and continue from
step 2 with the next highest salient point.

By setting the threshold TV in step 2, we define clusters
that have local support and are well localized in space and
time. In addition, we want to take the saliency of the points
into consideration such that the overall saliency of the region
is sufficient. We do this in step 3, by setting a saliency thresh-
old, TS . Finally, the purpose of step 4 is to accept clusters
that are sufficiently distant from each other. To summarize, a
new cluster is accepted only if it has sufficient local support,
its overall saliency value is above the saliency threshold, and
it is sufficiently distant in terms of Euclidean distance from
already existing clusters.

2.3 Space-Time Warping
There is a large amount of variability between feature sets
due to differences in the execution speed of the correspond-
ing actions. Furthermore, we need to compensate for possible
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shifting of the representations forward or backward in time,
caused by imprecise segmentation of the corresponding ac-
tions. To cope with both these issues, we propose a linear
space-time warping technique with which we model varia-
tions in time using a time-scaling parameter a and a time-
shifting parameter b. In addition, in order to achieve invari-
ance against scaling, we introduce a scaling parameter c in
the proposed warping technique. To accommodate this pro-
cedure, we propose the Chamfer distance as an appropriate
distance measure, in order to cope with unequal number of
features between different sets of salient points. More specif-
ically, for two feature sets F = {(xi, yi, ti), 1 ≤ i ≤ M} and
F ′ = {(x′

j , y
′
j , t

′
j), 1 ≤ j ≤ M ′} consisting of an M and M ′

number of features, respectively, the Chamfer distance of the
set F from the set F ′ is defined as follows:

D(F, F ′) =
1

M

M∑
i=1

M′
min
j=1

√
(x′

j − xi)2 + (y′
j − yi)2 + (t′j − ti)2 .

(9)
From eq. 9 it is obvious that the selected distance measure is
not symmetrical, as D(F, F ′) �= D(F ′, F ). For recognition
purposes, it is desirable to select a distance measure that is
symmetrical. A measure that satisfies this requirement is the
average of D(F, F ′) and D(F ′, F ), that is,

Dc(F, F ′) =
1

2
(D(F, F ′) + D(F ′, F )) . (10)

Let us denote by Fw = {(cxi, cyi, ati − b), 1 ≤ i ≤ M} the
feature set F with respect to feature set F ′. Then, the distance
between F ′ and Fw is given by eq. 9 as:

D(Fw, F
′
) =

1

M

M∑
i=1

M′
min
j=1

√
(x′

j
− cxi)

2 + (y′
j
− cyi)

2 + (t′
j
− ati + b)2 .

(11)

Similarly, the feature set F ′ with respect to feature set F can
be represented as F ′

w = {(1
cx′

j ,
1
cy′

j ,
1
a t′j + b), 1 ≤ j ≤ M ′}

and their distance as:

D(F
′
w, F ) =

1

M′

M′∑
j=1

M
min
i=1

√
(xi − 1

c
x′

j
)2 + (yi − 1

c
y′

j
)2 + (ti − 1

a
t′
j
− b)2 .

(12)

The distance to be optimized follows from the substitution of
eq. 11 and eq. 12 to eq. 10. We follow an iterative gradient
descent approach for the adjustment of the a, b and c param-
eters. The update rules are given by:

an+1 = an − λ1
∂Dc

∂an
, (13)

bn+1 = bn − λ2
∂Dc

∂bn
, (14)

cn+1 = cn − λ3
∂Dc

∂cn
, (15)

where λ1, λ2, λ3 are the learning rates and n is the iteration
index. The algorithm iteratively adjusts the values of a, b and
c towards the minimization of the Chamfer distance between
the two feature sets, given by eq. 10. The iterative procedure
stops when the values of a, b and c do not change significantly
or after a fixed number of iterations.

3 Tracking

3.1 Auxiliary Particle Filtering

Recently, particle filtering tracking schemes [Isard and Blake,
1998], [Pitt and Shephard, 1999], have been successfully used
[Su et al., 2004], [Pantic and Patras, 2006], [Patras and Pantic,
2005] in order to track the state of a temporal event given a set
of noisy observations. Its ability to maintain simultaneously
multiple solutions, called particles, makes it particularly at-
tractive when the noise in the observations is not Gaussian
and makes it robust to missing or inaccurate data.

The particle filtering tracking scheme described in this sec-
tion is initialized at the spatiotemporal salient points that are
detected using the procedure of section 2. Let c denote the
template that contains the color information in a rectangular
window centered at each detected salient point and α denote
the unknown location of the facial feature at the current time
instant. Furthermore, let us denote by Y = {y 1, . . . , y−, y}
the observations up to the current time instant. The main
idea of the particle filtering is to maintain a particle based
representation of the a posteriori probability p(α|Y ) of the
state α given all the observations Y up to the current time
instance. The distribution p(α|Y ) is represented by a set of
pairs (sk, πk) such that if sk is chosen with probability equal
to πk, then it is as if sk was drawn from p(α|Y ). Our knowl-
edge about the a posteriori probability is updated in a recur-
sive way. Suppose that we have a particle based representa-
tion of the density p(α−|Y −), that is we have a collection of
K particles and their corresponding weights (i.e. (s−

k , π−
k )).

Then, the Auxiliary Particle Filtering can be summarized as
follows:

1. Propagate all particles s−k via the transition probability
p(α|α−) in order to arrive at a collection of K particles
µk.

2. Evaluate the likelihood associated with each particle µk,
that is let λk = p(y|µk; c).
For the definition of p(y|µk; c) we use, in this paper,
the observation model described in [Patras and Pantic,
2005].

3. Draw K particles s−k from the probability density that is
represented by the collection (s−

k , λkπ−
k ). In this way,

the auxiliary particle filter favors particles with high λk,
that is particles which, when propagated with the transi-
tion density, end up at areas with high likelihood.

4. Propagate each particle s−
k with the transition probabil-

ity p(α|α−) in order to arrive at a collection of K parti-
cles sk

′.

5. Assign a weight πk
′ to each particle as follows,

wk
′ =

p(y|sk
′; c)

λk
, πk

′ =
wk

′∑
j

wj
(16)

This results in a collection of K particles and their cor-
responding weights (i.e. {(sk

′, πk
′)}) which is an ap-

proximation of the density p(α|Y ).
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3.2 Online Background Estimation
The particle filtering tracking scheme described in the previ-
ous section is initialized at the spatiotemporal salient points
that are detected using the procedure described in section 2.
As indicated from eq. 1, the input signal that is used is the
convolution of the original image sequence with a Gaussian
derivative filter along the temporal dimension. The result of
this is that the detected salient points are localized on the
edges of the moving objects existing in the scene, rather than
on the objects themselves. This fact may deteriorate the out-
put of the tracker used, since the patches of the sequence that
are being tracked also include a considerable portion of the
scene’s background. For this reason, we implement the adap-
tive background estimation algorithm described in [Stauffer,
1999], in order to determine which pixels belong to the fore-
ground and which ones to the background. According to this
algorithm, the values of a particular pixel over time are con-
sidered as a temporal process. At each time t, what is known
about a particular pixel (x0, y0) is its history:

{X1, . . . , Xt} = {I(x0, y0, i) : 1 ≤ i ≤ t}, (17)

where I is the image sequence. The recent history of each
pixel is modeled by a mixture of K Gaussian distributions.
The probability of observing the current pixel value is given
by:

P (Xt) =

K∑
i=1

wi,t · η(Xt, µi,t, Σi,t), (18)

where K is the number of distributions, wi,t is an estimate
of the weight of the ith Gaussian in the mixture at time t,
µi,t is the mean value of the ith Gaussian in the mixture at
time t, Σi,t is the covariance matrix of the ith Gaussian in
the mixture at time t, and η is a Gaussian probability density
function. K was set to 3, and the covariance matrix Σ is
assumed to be diagonal, meaning that the RGB values of the
pixels are assumed to be uncorrelated.

The parameters of each Gaussian mixture were initially es-
timated using the Expectation-Maximization (EM) algorithm
and by using a small portion of the available data (i.e. the first
few frames of the image sequence). Subsequently at each new
frame t we follow an update procedure similar to the one of
[Stauffer, 1999]. Every new pixel value Xt is checked against
the existing K distributions until a match is found. A match is
defined if the current pixel is within 3 standard deviations of
a distribution. In case a match is found the parameters of the
Gaussians are updated. If none of the K distributions match
the current pixel value, the least probable distribution is re-
placed with a distribution with the current value as its mean
value, an initially high variance, and low prior weight.

At each iteration of the particle filtering tracking scheme
of section 3.1, every new particle is evaluated based on an in-
variant colour distance between the initial template (centered
at the initializing spatiotemporal salient point) and the block
that corresponds to the particle that is being evaluated. In or-
der to take the estimated background model into account, we
add an additional cost in the evaluation process of each new
particle. The additional cost for every pixel is equal to the
probability that the pixel belongs to the current background

Figure 2: Initial estimation of the background for an action where
the subject is just raising its right hand

model, that is,

Ci,j,t =

K∑
i=1

wi,jη(Xj,t, µi,j,t, Σi,j,t), (19)

where K is the number of distributions, wi,j,t is an estimate
of the weight of the ith Gaussian in the mixture for the pixel
j at time t, µi,j,t is the mean value of the ith Gaussian in the
mixture for the pixel j at time t and Σi,j,t is the covariance
matrix of the ith Gaussian in the mixture for pixel j at time t.

If a pixel in the block belongs to the background, then
eq. 19 will assign a large cost to that pixel, since the resulting
probability will be high. If most pixels in the block belong to
the background, then the additional cost to that block will also
be large and consequently, a smaller weight will be assigned
to it by the particle filter. In this way, the tracking scheme
favors blocks that contain larger number of foreground pixels
and assigns larger weights to the corresponding particles.

In Fig. 2 the initial background model that was estimated
for an action where the subject is raising its right hand is pre-
sented. As can be seen from the figure, parts of the body that
do not present significant motion are also considered part of
the background. On the other hand, fast moving parts (e.g.
right hand) are considered to belong to the foreground and
are not included in the estimation.

4 Recognition

4.1 Longest Common Subsequence (LCSS)
Algorithm

Using the analysis of the previous sections, we represent a
given image sequence by a set of short trajectories, where
each trajectory is initialized at a point which is considered
salient both in space and time. Formally, an image sequence
is represented by a set of trajectories {Ai}, i = 1 . . .K ,
where K is the number of trajectories that consist the set.
Each trajectory is defined as Ai = ((ti,n, xi,n, yi,n), . . .),
n = 1 . . .N , where ti,n, xi,n, yi,n are spatiotemporal coor-
dinates and N is the number of samples that consist Ai. Let
us define another trajectory set {Bj}, j = 1 . . . L represent-
ing a different image sequence. Similar to {Ai}, the trajec-
tories in {Bj} are defined as Bj = ((tj,m, xj,m, yj,m), . . .),
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Figure 3: The notion of the LCSS matching within a region of δ
and ε of a trajectory.

m = 1 . . .M , where M is the number of individual trajec-
tories that consist {Bj}. We use a variant of the LCSS al-
gorithm presented at [Vlachos et al., 2002], [Buzan et al.,
2004] in order to compare the two sets. Before we pro-
ceed with the comparison, we align the two sets in space and
time using the a, b and c parameters that were computed us-
ing the procedure of section 2.3. Let us define the function
Head(Ai) = ((ti,n, xi,n, yi,n)), n = 1 . . .N − 1, that is,
the individual trajectory Ai reduced by one sample. Then,
according to the LCSS algorithm, the distance between indi-
vidual trajectories Ai and Bj is given by:

dL(Ai, Bj) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0, if Ai or Bj is empty

de((ti,n, xi,n, yi,n), (tj,m, xj,m, yj,m))
+dL(Head(Ai), Head(Bj)),
if |ti,n − tj,m| < δ and |xi,n − xj,m| < ε
and |yi,n − yj,m| < ε

max(dL(Head(Ai), Bj), dL(Ai, Head(Bj))) + p,
otherwise

,

(20)

where de is the Euclidean distance, δ controls how far in time
we can go in order to match a given point from one trajectory
to a point in another trajectory, ε is the matching threshold
and p is a penalty cost in case of mismatch. The notion of the
LCSS distance of eq. 20 is depicted in Fig. 3.

Subsequently, the distance between sets {Ai} and {Bj}is
defined as follows:

DL({Ai}, {Bj}) =
1

K

∑
i

min
j

dL(Ai, Bj) +
1

L

∑
j

min
i

dL(Bj , Ai),

(21)

that is, the average over the set of the minimum distances, as
they have been defined in eq. 20, between the K trajectories
of set {Ai} and the L trajectories of set {Bj}.

4.2 Relevance Vector Machine Classifier
We propose a classification scheme based on Relevance Vec-
tor Machines [Tipping, 1999] in order to classify given exam-
ples of human actions. A Relevance Vector Machine (RVM)

is a probabilistic sparse kernel model identical in functional
form to the Support Vector Machines (SVM). In their sim-
plest form, Relevance Vector Machines attempt to find a hy-
perplane defined as a weighted combination of a few Rele-
vance Vectors that separate samples of two different classes.
In contrast to SVM, predictions in RVM are probabilistic.
Given a dataset of N input-target pairs {(Fn, ln), 1 ≤ n ≤
N}, an RVM learns functional mappings of the form:

y(F ) =

N∑
n=1

wnK(F, Fn) + w0 , (22)

where {wn} are the model weights and K(., .) is a Kernel
function. Gaussian or Radial Basis Functions have been ex-
tensively used as kernels in RVM. In our case, we use as a
kernel a Gaussian Radial Basis Function defined by the dis-
tance measure of eq. 21. That is,

K(F, Fn) = e
− DL(F,Fn)2

2η , (23)

where η is the Kernel width. RVM performs classification
by predicting the posterior probability of class membership
given the input F . The posterior is given by wrapping eq. 22
in a sigmoid function, that is:

p(l|F ) =
1

1 + e−y(F )
(24)

In the two class problem, a sample F is classified to the
class l ∈ [0, 1], that maximizes the conditional probability
p(l|F ). For L different classes, L different classifiers are
trained and a given example F is classified to the class for
which the conditional distribution pi(l|F ),1 ≤ i ≤ L is max-
imized, that is:

Class(F ) = arg max
i

(pi(l|F )) . (25)

5 Experimental Results
For the evaluation of the proposed method, we use aerobic
exercises as a test domain. Our dataset consists of 12 different
aerobic exercises, performed by amateurs, that have seen a
video with an instructor performing the same set of exercises.
Each exercise is performed twice by four different subjects,
leading to a set of 96 corresponding feature sets.

In order to illustrate the ability of the proposed method
to extract the kind of motion performed, we present in Fig.
4 the trajectories that were extracted from two different ac-
tions along with a snapshot of the corresponding actions. The
salient points that are visible in the upper part of the figure
were used in order to extract some of the trajectories pre-
sented in the lower part of the same Figure. Furthermore, the
extracted trajectory set seems to correctly capture the pattern
of the motion performed. This can easily be observed from
the arch-like trajectories of the lower part of the figure, which
correspond to the motion of the subjects’ hands.

In order to classify a test example using the Relevance Vec-
tor Machines, we constructed 12 different classifiers, one for
each class, and we calculated for each test example F the con-
ditional probability pi(l|F ), 1 ≤ i ≤ 12. Each example was
assigned to the class for which the corresponding classifier
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Figure 4: Extracted trajectories for two different actions.

Class Labels 1 2 3 4 5 6
RVM Recall 1 1 1 1 0.5 0.5

RVM Precision 1 1 1 1 0.44 0.4
Class Labels 7 8 9 10 11 12
RVM Recall 1 0.88 0.63 0.63 0.88 1

RVM Precision 1 1 0.63 0.83 0.88 1

Table 1: Recall and Precision rates for the kNN and RVM classifiers

provided the maximum conditional probability, as depicted
in eq. 25. Note that for estimating each of the p i(l|F ), an
RVM is trained by leaving out the example F as well as all
other instances of the same exercise that were performed by
the subject from F . The corresponding recall and precision
rates, calculated as an average of all test trials, are given in
Table 1. The total recognition rate is equal to 80.61%, which
is a relatively good performance, given the small number of
examples with respect to the number of classes, and the fact
that the subjects were not trained. In Table 2 the confusion
matrix generated by the RVM classifier is also given.

Class labels 1 2 3 4 5 6 7 8 9 10 11 12 Total
1 8 0 0 0 0 0 0 0 0 0 0 0 8
2 0 8 0 0 0 0 0 0 0 0 0 0 8
3 0 0 8 0 0 0 0 0 0 0 0 0 8
4 0 0 0 8 0 0 0 0 0 0 0 0 8
5 0 0 0 0 4 5 0 0 0 0 0 0 9
6 0 0 0 0 4 3 0 0 3 0 0 0 10
7 0 0 0 0 0 0 8 0 0 0 0 0 8
8 0 0 0 0 0 0 0 7 0 0 0 0 7
9 0 0 0 0 0 0 0 1 5 2 0 0 8
10 0 0 0 0 0 0 0 0 0 5 1 0 6
11 0 0 0 0 0 0 0 0 0 1 7 0 8
12 0 0 0 0 0 0 0 0 0 0 0 8 8

Total 8 8 8 8 8 8 8 8 8 8 8 8 8

Table 2: RVM Confusion Matrix

The confusion matrix in Table 2 conceals the fact that for
some of the misclassified examples the probability assigned
by the RVM classifier to the correct matching move might be
very close to the probability assigned to the move actually
selected by the classifier. We used the average ranking per-

centile in order to extract this kind of information and to mea-
sure the overall matching quality of our proposed algorithm.
Let us denote with rFn the position of the correct match for
the test example Fn, n = 1 . . .N2, in the ordered list of N1

match values. Rank rFn ranges from r = 1 for a perfect
match to r = N1 for the worst possible match. Then, the
average ranking percentile is calculated as follows:

r =

(
1

N2

N2∑
n=1

N1 − rFn

N1 − 1

)
100%. (26)

Since our dataset consists of 96 test image sequences divided
in 12 separate classes, it follows that N1 = 12 and N2 = 96.
Each of the 12 match values are provided for each example
by the 12 trained RVM classifiers. The average ranking per-
centile for the RVM classifier is 94.5%. Its high value shows
that for the majority of the missclassified examples, the cor-
rect matches are located in the first positions in the ordered
list of match values.

6 Conclusions

In this work, previous work on spatiotemporal saliency was
enhanced in order to extract a number of short trajectories
from given image sequences. Each detected spatiotemporal
point was used in order to initialize a tracker based on aux-
iliary particle filtering. A background estimation model was
also implemented and incorporated into the particle evalua-
tion process, in order to deal with inadequate localization of
the initialization points and to improve, thus, the performance
of the tracker. A variant of the LCSS algorithm was used in
order to compare different sets of trajectories. The derived
LCSS distance was used in order to define a kernel for the
RVM classifier that was used for recognition. We have illus-
trated the efficiency of our representation in recognizing hu-
man actions using as a test domain aerobic exercises. Finally,
we presented results on real image sequences that illustrate
the consistency in the spatiotemporal localization and scale
selection of the proposed method.
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Abstract 
Eye tracking and gaze differentiation has been 

an important area of research for more than three 
decades, distinguished mainly by the field of 
application. The problem of identifying the gaze 
direction is complicated due to limitations of 
image modality, such as resolution, lighting 
conditions, variety of poses. In this paper, we 
present a system which implements eye detection, 
tracking and gaze differentiation. The basic 
approach is the hierarchical solution with 
successive refinement. Even though a number of 
steps is involved, the system is efficient due to its 
successive nature and the simplicity of each step, 
including a simple eye model. Face/eyes detection 
is done using artificial neural networks. The gaze 
differentiation method employs a two dimensional 
geometric mapping approach, where the position 
of the eye pupil is mapped onto the region of view 
on the screen. The process of eye tracking is 
solved by employing the mean-shift algorithm. 
The gaze differentiation accuracy of the proposed 
method was evaluated for nine regions on the 
computer screen, which corresponds to an 
application of  Human-Computer Interaction for 
gaming machines. Experimental evaluation shows 
that the proposed eye tracking and gaze 
differentiation algorithm has an accuracy of 
94.75% and is suitable for real-time application 
with a best case execution time of 0.238 sec. The 
algorithm also performs well for user head 
rotation and head tilt of 20 degrees. The method 
thus has a wide applicability and further 
refinement is expected to yield even higher 
accuracies and greater speed.  

 
Keywords: HCI, Face Detection, Eye Detection, Eye 
Tracking, Gaze Differentiation, Neural Network, Mean-shift. 

1. Introduction 
    Robust eye detection and tracking is an essential aspect 
of vision based man-machine interaction technology. This 
paper proposes an efficient method for the problem of eye 

detection, tracking and gaze differentiation for human 
computer interaction application. The application targeted 
in this work was human gaze as a virtual input for gaming 
machines. All parameters like the players distance from 
the camera and screen, illumination, gaze points, etc. 
where specific to a player in front of the gaming machine. 
The problem is divided into three sub-problems: 1) eye 
detection and eye modeling, 2) eye gaze differentiation 
and 3) eye tracking.  Eye detection and tracking research 
is entering its fourth era, distinguished by the emergence 
of interactive applications [Duchowski, 2002]. Research 
in earlier eras includes: basic eye movement, perceptual 
span, behavioral movements in psychology and recording 
eye movements with increased accuracy. A typical eye 
tracking system can be classified as interactive or 
diagnostic. The interactive system is further classified as 
selective (point of gaze is analogous to user selection) or 
gaze contingent (knowledge of user gaze is used to 
facilitate rapid rendering of complex displays). The above 
classification can be further classified as screen based or 
model based. Eye tracking and gaze differentiation has 
applications in fields such as Computer Science [Ji and 
Yang, 2001, Ji and Zhu, 2002], NeuroScience [Robinson, 
1968], Psychology [Rayner, 1998], Natural Tasks 
[Allopenna et. al., 1998], Industrial Engineering [Anders, 
2001], Usability Evaluation [Vertegaal, 1999], etc.  

For eye detection and tracking devices to be widely 
accepted in common environments such as homes and 
offices, its implementation needs to be non-intrusive. The 
existing methods of non-intrusive eye detection are 
mainly camera based and employ image processing 
techniques. Image processing based methods can be 
classified into two categories: traditional image based 
passive approaches and the active IR based approaches. 
The former approach processes the eye image based on 
the unique intensity distribution or shape of the eyes.  
Since eyes appear different from the rest of the face in 
intensity, texture and shape, and by exploiting these 
differences, eyes can be detected and tracked. The active 
IR based approach detects and tracks the pupil based on 
the pupil’s unique intensity distribution under IR 
illumination, it is called the bright/dark pupil effect.  Our 
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main research interests are focused on the traditional 
image based passive approaches.  
    The traditional image based passive approaches can be 
broadly classified into two categories: appearance based 
methods [Pentland et. al., 1994, Huang and Wechsler, 
1999] and feature based methods [Kawato and Ohya, 
2000, Sirohey and Rosenfeld, 2001]. The appearance 
based methods detect eyes based on their photometric 
appearance. For this method to work, a large amount of 
training data needs to be collected. The training dataset 
needs to be as comprehensive as possible, and has to 
include different instances of eyes of different subjects, 
under different face orientations, and under different 
illumination conditions. This dataset is used to train a 
classifier such as a neural network or the support vector 
machine, and detection is achieved by classification. The 
general drawback of the appearance based method is that 
it is computational complex and requires a great amount 
of time to collect and refine the training data for the 
classifier. However, the classification process is relatively 
quick and although the general shape of the face can be 
detected and classified with relative ease, it is difficult to 
classify and analyze the details of the face. 
    Feature based methods mainly explore the intensity 
characteristics of the eyes and use those characteristics to 
identify the eye object. One example is the abrupt change 
of intensity at the boundary between the eye and the 
surrounding skin; distinct intensity levels of the white 
sclera region and dark iris region are also good indicators 
of the eye object. Experiments show that this method will 
fail if the eyes are closed or partially occluded by hair or 
face orientation. Moreover feature based techniques 
require manual initialization of the eye model in the first 
picture frame for better results. Generally, this method 
still requires a high contrast image to detect and track eye 
corners and to obtain a good edge image. 
 

 
 

Figure 1: Basic flow the eye tracking and gaze 
differentiation system 

 
    The proposed eye tracking and gaze differentiation 
system in which the appearance based method (neural 
network) is first used to obtain the general location of the 
face and eyes. Next the feature based method is employed 
around the initially estimated eye region to accurately 
model the eyes. Based on the relative position of the pupil 
with respect to the contour of the eye generated by the eye 
model the precise gaze direction can be determined. 
Further tracking of the eyes is performed by the mean-

shift algorithm. If in any case the mean-shift method fails 
to track the eye movement, neural network is invoked 
again to re-estimate the general location of the face and 
eye regions. It should be noted that in this scheme, even 
one eye detection can yield a sufficient accuracy for gaze 
differentiation. Figure 1, illustrates the basic flow of our 
system.   

2. Face detection using neural network 
    Our method adopts the neural network face and eye 
detection framework proposed by Rowley et. al [Rowley 
et. al., 1998]. An initial step in the system is rotation of 
the blocks of the input image with a discrete step and then 
feeding them to the NN. This is done with the purpose of 
vertical alignment for which the NN is trained. The 
essential features of the NN training are eyes, mouth and 
the nose. This way the system is able to deliver 
coordinates of the detected face region and the 
approximate estimate of the eye position. However, this 
estimate is not sufficient for gaze differentiation. Figure 2, 
below illustrates example outputs of neural network face 
detection and eye centers estimation. The rectangle box 
indicates the detected face region, and the two crosses 
indicate the initial estimate of the eye centers. 
 

 
Figure 2: Results of the neural network output of face 

detection and eye block estimation. 

3. Eye block analysis 

3.1 Obtaining the Eye Block 
    The Neural Network algorithm outputs a rough 
estimate of the coordinates of two eyes. The next step of 
our system development is to extract the eye block from 
the face image. The distance ‘d’ between the pupils (inter-
pupil distance) and the angle of orientation of the pupil 
axis ‘α’ is determined. Figure 3, demonstrates the 
parameters of d and α. 

 
Figure 3: Inter-pupil distance d and angle of orientation α. 
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    Once the inter-pupil distance and orientation are 
determined, an eye block is constructed and extracted for 
future processing. The eye block of length ‘L’ and height 
‘H’ are proportional to the inter-pupil distance ‘d’, and 
tilted by an angle ‘α’. The optimal length ‘L’ and height 
‘H’ to obtain the eye block for our application under 
consideration are experimentally determined to be L = 1.6 
× d and H = 0.4 × d (when the eye is at a distance approx. 
33~36 cm from the camera). Figure 4, shows the obtained 
eye block from the parameters ‘d’ and ‘α’. 

 
Figure 4: Eye block obtained from the inter-pupil distance 

d and angle of orientation α. 

3.2 Eye detection: Initial Study 
 
    After obtaining the eye-block, further processing of the 
block is performed for obtaining the eye. Particularly, 
locations of the eye corners, eyelids and iris boundaries, 
as well as the pupil position are determined. Using this 
information, the eye is modeled as an ellipse, the iris as a 
circle, and the pupil as a single point within the iris 
region. Once the eyes are modeled, the gaze direction can 
be determined by evaluating the position of the pupil with 
respective to the eye modeled as an ellipse. 
    Thresholding is a way to separate the foreground object 
from the background.  This is done by converting a gray-
level image into a binary one, where image pixels whose 
intensity values exceed the specified threshold value are 
assigned to one category (object), and those pixels whose 
intensity values are below the threshold value as the 
background.  The authors have experimented with 
thirteen different thresholding methods [Niemistö, 2004] 
and have identified two best thresholding methods 1) 
Entropy based [Kapur et. al., 1985] and 2) Intermeans 
[Otsu, 1979]) based on experiments.  They are the most 
accurate in choosing the correct threshold value to 
separate the eyes from the background. 
  In the entropy based algorithm, the histogram of the 
image is divided into two probability distributions, one 
representing the objects (foreground) and one 
representing the background. It chooses the threshold 
value such that the sum of the entropies of the probability 
distributions is maximized.  

In the Intermeans method, a threshold is selected such 
that the inter-class variance is maximized and the intra-
class variance is minimized. The algorithm positions the 
threshold midway between the means of the two classes.  
     Integral projection [Feng and Yuen, 1998] functions 
are useful in locating important eye landmarks. Suppose 
I(x, y) is the intensity of a pixel at location (x, y) of an 
image, the horizontal integral projection function, HIPF 

of I(x, y) is defined as an integral of intensities along the 
vertical axis (cumulative vertical intensity at a given x 
value in image I), and the vertical integral projection 
function, VIPF is defined as an integral of intensities 
along the horizontal axis (cumulative horizontal intensity 
at a given y value), i.e.,  

HIPF(y) = ∫
2
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    The peaks and dips in the observed integral profile 
functions indicate the positions of blobs of different 
intensities. In addition, the derivatives of the integral 
projection functions can be used to detect boundaries 
between different objects.   
    The eye block obtained is divided into two regions, one 
containing the left eye and one containing the right eye. 
The most intuitive way is to divide the block by the nose. 
As shown in Figure 5, looking at the profile graph 
generated from the horizontal integral projection function, 
it is clear that the nose is the region with the largest 
cumulative intensities, since it is outstanding and is 
illuminated more thoroughly than any other part of the 
face. Therefore the nose is used to divide the eye block 
into two separate eye objects and process them 
individually. 
 

 
Figure 5:  The process of dividing the eye block into two 

eye objects. 
 
Next, the coordinates of the eye corners are determined by 
applying the entropy thresholding/Intermeans to the 
divided eye block. The results of this process are shown 
in Figure 6.  

 

 
Figure 6:  (a) The right eye image before thresholding, (b) 

after thresholding and (c) detected eye corners/lids. 
 

The coordinates of the leftmost, rightmost, topmost and 
bottommost black pixels are determined and marked as 
the left eye corner, right eye corner, upper eye lid, and 
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lower eye lid respectively as shown in Figure 6(c). To 
obtain the parameters of an ellipse for eye modeling, we 
calculate the center of this rectangle, the semi-major axis 
(from the center to the left/right eye corner), and the semi-
minor axis (from the center to the upper/lower eye lid) of 
the ellipse.  An ellipse with center (a,b), semi-major axis 
of length c/2, and semi-minor of length d/2, has 
parametric equations:   

x = a + c • cos (t)       (3)  
y = b + d • sin (t)         (4)  

Figure 7, shows the eye modeled as an ellipse. 

 
Figure 7: Eye modeled as an ellipse. 

 

 
Figure 8: (a) The derivative of the horizontal projection 

profile generated from Figure 7. (b) The derivative of the 
vertical projection profile generated from Figure 7. 

 

 
Figure 9: (a) original image with the marked edges of iris, 

(b) original image with marked edges of iris and eye 
corners/lids, (c) the pupil is defined as a center of iris 

rectangle, (d) combined ellipse and pupil image. 
 
    The next step in eye modeling is to obtain a circle of 
the iris. To model the iris, we determine the coordinates 
of the iris boundaries. This can be done by observing the 
derivative of the Integral Projection Function. The local 
minima shown in both, derivative of the horizontal and 
vertical projection profiles, represent transitions from a 
bright to a dark region in the image, and the local maxima 
represent transition from a dark to a bright region in the 
image. The smallest local minimum indicates the 
transition from the sclera to the iris region, and the largest 
local maximum indicates the transition from the iris to the 
sclera transition. As shown in Figure 8, the local 

minimum and maximum of the horizontal projection 
function derivative in the x-axis and the local minimum 
and maximum of the vertical projection function 
derivative in the y-axis are used to determine the 
boundary of the iris.  
 
The maxima and minima locations define the iris 
boundaries. Straight lines drawn through these points 
form an iris rectangle (Figure 9a). Position of the pupil is 
defined as a center of the iris rectangle (Figure 9c).  
 
    The iris is modeled as a circle with center (a, b) which 
is a center of the iris rectangle, and radius r which is half 
of the average of height and width of the iris rectangle.  
The equation of the model is 

222 )()( rbyax =−+−        (5) 
The pupil is defined as a center of the circle. Figure 10, 
shows the combined pupil, iris, and eye model.  

 
Figure 10:  Eye model.  

3.3 Analysis of eye modeling for gaze 
differentiation 

For the gaze differentiation experiment, two test 
datasets, 1) with individuals looking at nine different 
positions on the computer screen (shown in Figure 11) 
and 2) with individual looking into and away from the 
screen were collected.   
 

 
Figure 11:  Nine directions of gaze from the test sets. 

 
Some results using images taken by the webcam of an 

individual looking at the nine different screen 
points/regions are shown in Figure 12.  
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Figure 12: Eye modeling: for gaze directions mapped onto 
Figure 11. 

 
    This eye modeling algorithm is able to model the eye, 
iris and the pupil with high accuracy.  However, it has 
some difficulties in detecting the iris boundaries, 
especially for the frontal gaze cases, in some cases the 
algorithm detects the two iris boundaries being too close 
to each other. This is due to the inherent noise in the 
image. Therefore, the authors propose several refinements 
to the eye modeling algorithm discussed above.   

4. Eye modeling: Refined algorithm 
4.1 Bounded Profile Refinement 

A bounded profile calculation allows for correcting the 
boundary of the iris by recalculating the horizontal 
projection function. In this modified algorithm, the 
analysis of the horizontal profile is constrained by upper, 
lower, left and right bounds of the eye instead of the 
whole eye block. With the new localized profile, the 
analysis method is the same as in the previous algorithm. 
This modified algorithm fixes cases of frontal, that is 
direct gazes but marks out the left/right gaze cases.  

 
4.2 Smoothening Refinement 

Next, smoothening of the projection function is 
performed as follows: Right eye: profile function is 
smoothened by means of averaging it in a window sliding 
to the left of the pupil until there is only one maximum 
left. Identically smoothening of the right eye inner portion 
of the sclera is performed by sliding the window to the 
right of the pupil until there is only one minimum left.  
Alternatively, smoothing can be performed by 
binning/rough quantization of profile function 

The idea is to smoothen out the noise until there is only 
one peak (maximum) or valley (minimum) exists.  Then, 
while traversing the pupil from the inner eye corner 
(adjacent to the nose), one can find two extremes 
corresponding to iris boundaries providing a refined 
radius of the circle. Finally, the pupil location is 
readjusted to be the central point between two extrema.  
One can see that only adjacent to nose portions are 
smoothened. This is due to possible shadows cast by the 
nose.  

In the original algorithm, the center of the iris is set as 
the pupil coordinate. Further refinement based on the 
above two techniques is the refinement of the pupil 
position by setting it at the minimum on the horizontal 
profile bounded by the iris boundaries.    

The results of applying the all above improvements are 
shown in Figure 13.   

 

Figure 13: Refinement based on Bounded Profile, 
Smoothening and Pupil Refinement. 

5. Gaze Differentiation  
The problem of gaze differentiation is to map the 

position of the pupil (point) within the eye (ellipse) to the 
region of view on the screen. In general, for exact 
mapping of the pupil position to the region of view on the 
screen, one needs a perfect estimate of the face orientation 
in 3D. Due to limitations of computer vision techniques, 
imperfection of images, illumination and shadows, this 
deems to be a complex task. The proposed gaze 
differentiation method employs a two dimensional 
geometric mapping approach. Our approach also assumes 
that the user’s face is parallel to the viewing screen plane 
(i.e. rotation of the user’s head is insignificant) and the 
user’s head tilt is also insignificant. It also assumes that 
the user is in viewing distance from the screen (≈33-36 
cm). 

 
Figure 14: Mapping of eye movement corresponding to 

the displacement of point of gaze.   
The proposed gaze differentiation process is divided 

into two phases 1) Calibration phase and 2) Evaluation 
phase. The calibration phase determines the displacement 
of the pupil (point) when the center of region of view is 
shifted from position U to position V, with respect to a 
reference point on the screen (h,v). Figure 14, shows the 
relation between the pupil displacement and the 
displacement in the region of view. The coordinates (xe1, 
ye1) and (xe2, ye2) correspond to the distance as seen by the 
camera and coordinates (xs1, ys1) and (xs2, ys2) correspond 
to physical screen distances. Experimental results show 
that when the eyes are displaced 16 pixels (as seen by the 
camera) is equivalent to physical eye displacement of 2.5 
cms in the X-axis and 14.7 pixels (as seen by the camera) 
is equivalent to physical eye displacement of 1.7 cms in 
the Y-axis. These results are obtained when the camera is 
placed 33 cms from the user and the resolution of the 
captured image is 640 x 480. 

The evaluation phase determines the relative position 
of the pupil with respect to reference point (h,v) and 
calculates the point of gaze (x and y coordinates) on the 
screen based on the data collected during the calibration 
phase. The gaze differentiation algorithm accuracy is 
determined by evaluating the algorithm’s ability to 
identify the gaze direction among the nine regions of 
view.  
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6. Mean Shift Based Eye Tracking 
    Neural network is a time consuming process of 
comparing the current face image with a large database of 
images. Therefore instead of invoking neural network on 
every image frame to re-estimate the position of the eye 
centers, it is faster to track the eyes using some other 
methods once the initial eye locations are found. Mean 
shift tracking is an appearance-based object tracking 
method [Comaniciu and Meer, 2000]. It employs the 
analysis of the means of histogram distributions in a 
shifted position of a block/object under the search. A 
most similar appearance to the target model according to 
an adopted distance metrics will provide a target 
candidate region. In our case, an  image block containing 
one eye is initialized to be our target model, areas around 
this target model is searched in the next image frame to 
determine where the eyes have moved to.  

In order to compare distributions accurately, a window 
size and the search scheme is very important.  The 
window must contain the most important features of the 
eye without including excessive information (i.e. eye 
brows and nose areas). The search area selection is also 
important, as it is used to calculate window distributions 
effectively. Experimental results suggest that window 
sizes of 20 x 30 and 30 x 30 have the best performance 
and are adopted in our eye tracking method. 

The algorithm performs search in (8xN + 1) regions for 
the 320x240 resolution images, where N is the iteration 
number.  This is done to search as many close regions to 
the original distribution as possible without searching too 
exhaustively.  For example, if the number of iterations is 
set to 1, 9 regions will be searched as shown in Figure 15. 

This decision is made by selecting one block within the 
searched area that has the most similar intensity 
distribution as the target model.  Figure 16, shows an 
example of the mean shift tracking.   
 

 
Figure 15:  1-iteration, 2-iteration and 4-iteration 

windowing scheme  
 

This decision is made by selecting one block within the 
searched area that has the most similar intensity 
distribution as the target model, where the similarity is 
estimated based on the Bhattacharya distance metric 
[Fukunaga, 1990]. The optimum accuracy is obtained by 
running the window through four iterations.  We base the 
accuracy on presence and absence of the eye in the 
current search window.  If the eye is completely in the 
search window and roughly centered, we say it accurately 
found its target.  Anything else is considered inaccurate.  

The window size selection has a crucial effect on the 
accuracy and the speed. In our experiments a window of 
20x30 pixels yielded highest accuracies in 4 iterations.     

Figure 16, shows an example of the mean shift tracking 
in which one can see that after 87 frames tracking a 
person with quick move left-right-up and down the 
algorithm continues perform quite accurate. 

 

 

 
Figure 16:  left  right up down moves of head and 
their tracking (box) through frames 15, 35, 68 and 87.   

7. Results and Conclusion 
In this paper, a robust non-intrusive eye detection and 

tracking system for gaze differentiation is presented. Our 
method combines the appearance based (neural network) 
and feature based (eye block processing) techniques. It is 
a three step process, in which first neural network is 
employed to determine the initial position of the face and 
the eyes. In the next step, the eye block identified by 
neural network is refined and the eye, iris, and pupil are 
detected and modeled as an ellipse, circle and dot 
respectively. In step 2, the region of view (gaze direction) 
is determined based on the relative position of the pupil 
whose model has been mapped onto the computer screen. 
In step 3, eye tracking for subsequent frames are tracked 
using mean shift algorithm. If the mean-shift eye tracking 
algorithm fails, Neural Network is invoked again to re-
estimate the position of the face and the eyes. Some 
examples of our system outputs are shown in Figure 17 
and Figure 18.  

The developed Eye tracking and Gaze differentiation 
system consists of the following components: a) 
Progressive Web Camera (320 lines resolution), b) Video 
or Image acquisition board and c) Eye detection, tracking 
and gaze differentiation software. In the experimental 
setup, the camera is placed at the bottom-center of the 
computer/game screen and is pointed towards the user, 
such that the center of image contains the user’s face. The 
experimental setup also assumes that the user is at 33~36 
cms from the computer/game screen, which is the normal 
viewing distance for a computer/game screen and the 
camera is at 33 cms from the user. All experiments were 
conducted under standard office illumination conditions 
and variations in illumination were imposed by 
augmenting additional light sources. This augmentation of 
light source was required to evaluate the performance of 
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our method for various applications that may illuminate 
the user’s face depending on the content of the screen. 
The eye tracking performance of the proposed method 
was evaluated under various illuminations, various 
window sizes and iterations during eye tracking using the 
mean shift tracking algorithm. The gaze direction 
performance of the proposed method was evaluated by 
dividing the region of view on the computer screen into 
nine regions and evaluating the gaze direction to one of 
the nine regions of view. Experiments were conducted 
with users having different skin colors, eye shapes, inter-
eye distance, etc. The total number of datasets collected 
was of 5 individuals looking at 9 different positions and 
individuals looking into and away from the screen. For 
the purpose of calibration and evaluation of accuracy of 
gaze direction, a screen consisting of 5cm x 5cm grids 
was placed behind the user during the calibration process 
(Figure 19).   
    Eye modeling has been tested on seven sets of 
grayscale CCD images, two sets of infrared images, and 
two sets of webcam (Panasonic Progressive Scan) 
grayscale images. Each set has nine images of the same 
person looking at different directions.  Due to the 
considerable noise inherent in the CCD images, the 
modeling could not achieve the desired accuracy. The 
infrared imagery shows better modeling accuracy. The 
reason is that the IR illumination makes the projection 
function profile much smoother, hence the probability of 
taking erroneous local minima and maxima is reduced.  
However, infrared images are of lower contrast, that 
makes further analysis based on thresholding for eye 
outline detection weak.  Therefore, a progressive scan 
web camera which has a lower noise than the CCD 
camera but sharper contrast than the IR camera was 
determined as the most suitable camera for the system. 

The performance of our method was evaluated for the 
following conditions: 
1. Various cameras (CCD, IR CCD and progressive scan 

webcam) with resolutions ranging from 280 lines to 480 
lines. 

2. Two and nine gaze differentiations of the screen as 
shown in Figure 11. 

3. Time, cost of the system, accuracy and resolution of our 
approach was compared to other gaze differentiation 
methods found in literature. 

 
Two and Nine Gaze differentiations: 

The proposed eye tracking system determines a two 
region and nine region gaze differentiation. This scenario 
was selected to apply our approach for Human-Computer 
Interactive application for gaming machines.. In the two 
region gaze differentiation, the method is able to 
differentiate if the user is looking into the screen or away 
from the screen (Figure 17). The accuracy obtained of two 
gaze differentiation is 100%. In the nine gaze 
differentiation, the system detects the center of region of 
view as one among the nine regions in the screen (Figure 
11) as shown in Figure 18. The system evaluates the 
position of the eye pupil and the position of center of 

region of view. Calculation from experimental results also 
shows that our method can differentiate gaze in the range 
of 1.5 mm.  
 

 
Figure 17: Two gaze differentiation 

 

 
Figure 18: Nine gaze differentiation 

 

 
Figure 19: Experimental setup for evaluating accuracy of 

the eye tracking system 
Execution Time:    

Table 2, shows the execution times of each 
involved.step  The total worst case execution time for 
detecting, modeling and tracking eyes is 0.5 sec (using 
NN eye tracking, eye modeling and gaze differentiation). 
However, the time taken by subsequent image frames is 
0.238 Sec (using mean-shift eye tracking, modeling and 
gaze differentiation). 

Table 2: Execution time of eye tracking and gaze 
differentiation 

ALGORITHM TIME/FRAME 
(ms) 

Neural Network for face detection 400 
Pupil and Eye detection, Eye 
modeling and Gaze Differentiation 

100 

Eye tracking using Mean Shift 
Method 

138 

 
The software implementation of our proposed 

algorithm was developed using Matlab. The overall 
accuracy of gaze differentiation is 94.75% for the 
collected dataset; assuming normal office lighting 
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condition and frontal with respect to the camera face 
position, The face rotation and tilt angle is restrained 
within 20 degrees.  The accuracy of gaze detection could 
be improved with higher resolution images, but at the 
expense of longer processing times.  

 
Table 3: Comparison of the proposed system 

 
 Our 

Method 
Pupil 
Tracking* 

ANN* 

Face Access Good Good Good 
Subject 
Contact 

No No No 

Accuracy H=2.71°, 
V=2.09° 

0.003° 1.5° 

Resolution Good Good Good 
Range  ±40° ±20-40°  ±5° 

Sampling Rate 30 Hz 50 - 250 
Hz 

15 Hz 

Real-time Yes Yes No 
Rotation X/Y X/Y X/Y 

Price $1000 $10K ~ 
$45K 

- 

* [Duchowski, 2002] 
 
Table 3, compares the proposed gaze differentiation 

approach with other approaches in the literature. The 
performance characteristics taken for comparison include  
face access, type of subject contact, accuracy (percentage 
of the error in gaze differentiation), resolution (ability to 
detect the smallest shift in eye gaze), angular range the 
system is able to differentiate the gaze, ability of 
operating in real-time, and work under head rotation; and 
the cost of the system. The main advantage of the 
proposed approach is that  a complete system is 
developed that involves both eye detection, tracking and 
gaze differentiation.   

Reference 
[Ji and Yang, 2001] Q. Ji, X. Yang, Real time visual cues 
extraction for monitoring driver vigilance, in: Proc. of 
International Workshop on Computer Vision Systems, 
Vancouver, Canada, 2001. 
[Ji and Zhu, 2002] Q. Ji, Z. Zhu, Eye and gaze tracking 
for interactive graphic display, in: 2nd International 
Symposium on Smart Graphics, Hawthorne, NY, USA, 
2002. 
[Pentland et. al., 1994] A. Pentland, B. Moghaddam, T. 
Starner, View-based and modular eigenspaces for face 
recognition, in: Proc. of IEEE Conf. on Computer Vision 
and Pattern Recognition (CVPR'94), Seattle, WA, 1994. 
[Huang and Wechsler, 1999] J. Huang, H. Wechsler, Eye 
detection using optimal wavelet packets and radial basis 
functions (RBFS), International Journal of Pattern 
recognition and Artificial Intelligence 13 (7), 1009-1025, 
1999. 

[Kawato and Ohya, 2000] S. Kawato, J. Ohya, Two-step 
approach for real-time eye tracking with a new filtering 
technique, in: Proc. Int. Conf. on System, Man & 
Cybernetics, pp.1366-1371, 2000. 
[Sirohey and Rosenfeld, 2001] S. A. Sirohey, A. 
Rosenfeld, Eye detection in a face image using linear and 
nonlinear filters, Pattern recognition (341), pp. 367-1391, 
2001. 
[Rowley et. al., 1998] H. A. Rowley, S. Baluja, and T. 
Kanade, Neural network-based face detection. IEEE 
Transactions on Pattern Analysis and Machine 
Intelligence, 20(1), January 1998. 
[Niemistö, 2004] Antti Niemistö (2004) HistThresh 
toolbox for MATLAB. 
<http://www.cs.tut.fi/~ant/histthresh/ThreshComp.pdf> 
[Feng and Yuen, 1998] G. C. Feng, P. C. Yuen, Variance 
projection function and its application to eye detection for 
human face recognition, International Journal of 
Computer Vision Vol. 19, pp. 899-906, 1998. 
[Kapur et. al. 1985] J. N. Kapur, P. K. Sahoo, and A. K. 
C. Wong, A new method for gray-level picture 
thresholding using the entropy of the histogram, 
Computer Vision Graphics Image Process., Vol. 29, pp. 
273-285, 1985. 
[Fukunaga, 1990] K. Fukunaga, Introduction to Statistical 
Pattern Recognition, second Ed. Academic Press, 1990. 
[Otsu, 1979] N. Otsu,  A threshold selection method from 
gray-level histogram, IEEE Trans. Systems Man 
Cybernet., vol. 9, pp. 62-66, 1979. 
[Comaniciu and Meer, 2000] D. Comaniciu, D. and P. 
Meer, Real-Time Tracking of Non-Rigid Objects Using 
Mean Shift, Proc. IEEE Conf. Computer Vision and 
pattern Recognition, Vol., pp. 142-149, June 2000. 
[Duchowski, 2002] A.T. Duchowski, A breadth-first 
survey of eye-tracking applications. Behavior Research 
Methods, Instruments, & Computers, Volume 34, Number 
4, pp. 455-470(16), 2002. 
[Anders, 2001] G. Anders, Pilot’s Attention Allocation 
During Approach and Landing–Eye- and Head-Tracking 
Research in an A330 Full Flight Simulator. In 
International Symposium on Aviation Psychology (ISAP). 
Columbus, OH, 2001. 
[Robinson, 1968] D.A. Robinson,  The Oculomotor 
Control System: A Review. Proceedings of the IEEE, 
56(6), pp. 1032-1049, 1968. 
[Rayner, 1998] K. Rayner, Eye Movements in Reading 
and Information Processing: 20 Years of Research. 
Psychological Bulletin, 124(3), pp. 372-422, 1998. 
[Allopenna et. al., 1998] .D. Allopenna, J.S. Magnuson, 
M.K. Tanenhaus, Tracking the Time Course of Spoken 
Word Recognition Using Eye Movements: Evidence for 
Continuous Mapping Models. Journal of Memory and 
Language, 38(4), pp. 419-439, 1998. 
[Vertegaal, 1999] R. Vertegaal, The GAZE Groupware 
System: Mediating Joint Attention in Mutiparty 
Communication and Collaboration. In Human Factors in 
Computing Systems: CHI ’99 Conference Proceedings pp. 
294-301, 1999. 

46



Abstract 

Computer models can be used to investigate the 
role of emotion in learning. Here we present EARL, 
our framework for the systematic study of the rela-
tion between emotion, adaptation and reinforce-
ment learning (RL). EARL enables the study of, 
among other things, communicated affect as rein-
forcement to the robot; the focus of this paper. In 
humans, emotions are crucial to learning. For ex-
ample, a parent—observing a child—uses emo-
tional expression to encourage or discourage spe-
cific behaviors. Emotional expression can therefore 
be a reinforcement signal to a child. We hypothe-
size that affective facial expressions facilitate robot 
learning, and compare a social setting with a non-
social one to test this. The non-social setting con-
sists of a simulated robot that learns to solve a 
typical RL task in a continuous grid-world envi-
ronment. The social setting additionally consists of 
a human (parent) observing the simulated robot 
(child). The human’s emotional expressions are 
analyzed in real time and converted to an addi-
tional reinforcement signal used by the robot; posi-
tive expressions result in reward, negative expres-
sions in punishment. We quantitatively show that 
the “social robot” indeed learns to solve its task 
significantly faster than its “non-social sibling”. 
We conclude that this presents strong evidence for 
the potential benefit of affective communication 
with humans in the reinforcement learning loop. 

1 Introduction 

In humans, emotion influences thought and behavior in 
many ways (Damasio, 1994; Rolls, 1999; Custers & Aarts, 
2005; Dreisbach & Goschke, 2004). For example, emotion 
influences how humans process information by controlling 
the broadness versus the narrowness of attention. Also, 
emotion functions as a social signal that communicates rein-
forcement of behavior in, e.g., parent-child relations. Com-
putational modeling (including robot modeling) has proven 
to be a viable method of investigating the relation between 
emotion and learning (Broekens, Kosters & Verbeek, 2007) 
Gandanho, 2003), emotion and problem solving (Belavkin, 

2004; Bothello & Coehlo, 1998), emotion and social robots 
(Breazeal, 2001; for review see Fong, Nourbakhsh & Dau-
tenhahn, 2003), and emotion, motivation and behavior se-
lection (Avila-Garcia & Cañamero, 2004; Blanchard and 
Cañamero, 2006; Cos-Aguilera et al., 2005; Velasquez, 
1998). Although many approaches exist and much work has 
been done on computational modeling of emotional influ-
ences on thought and behavior, none explicitly targets the 
study of the relation between emotion and learning using a 
complete end-to-end framework in a reinforcement learning 
context

1
. By this we mean a framework that enables system-

atic quantitative study of the relation between affect and RL 
in a large variety of ways, including (a) affect as reinforce-
ment to the robot (both internally generated as well as so-
cially communicated), (b) affect as perceptual feature to the 
robot (again internally generated and social), (c) affect re-
sulting from reinforced robot behavior, and (d) affect as 
meta-parameters for the robot’s learning mechanism. In this 
paper we present such a framework. We call our framework 
EARL, short for the systematic study of the relation between 
emotion, adaptation and reinforcement learning. 
 In this paper we specifically focus on the influence of 
socially communicated emotion on learning in a reinforce-
ment learning context. We show, using our framework 
EARL, that human emotional expressions can be used as 
additional reinforcement signal used by a simulated robot. 

The robot’s task is to optimize food-finding behavior 
while navigating through a continuous grid world environ-
ment. The grid world is not discrete, nor is an attempt made 
to define discrete states based on the continuous input. The 
gridworld contains walls, path and food patches. The robot 
perceives its direct surroundings as they are. We have de-
veloped an action-based learning mechanisms that learns to 
predict values of actions based on the current perception of 
the agent (note that in this paper we use the terms agent and 
robot interchangeably). Every action has its own Multi-
Layer Percepton network (see also, Lin, 1993) that learns to 
predict a modified version of the Q-value (Sutton & Barto, 
1998). We have used this setup such that observed robot 

                                                 
1 Although the work by Gandanho (2003) is a partial exception 

as it explicitly addresses emotion in the context of RL. However, 

this work does not address social human input and social robot 

output.  
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behavior can be extrapolated to the real world; building the 
actual robot with appropriate sensors and actuators would, 
in theory, suffice to replicate the results. We explain our 
modeling method in more detail in Section 5. 

As mentioned above, we study the effect of a human’s 
emotional expression on the learning behavior of the robot. 
In humans, emotions are crucial to learning. For example, a 
parent—observing a child—uses emotional expression to 
encourage or discourage specific behaviors. In this case, the 
emotional expression is used to setup an affective communi-
cation channel (Picard, 1997) and is used to communicate a 
reinforcement signal to a child. In this paper we take affect 
to mean the positiveness versus the negativeness of a situa-
tion, object, etc. (see Rolls, 1999; Russell, 2003; and 
Broekens, Kosters & Verbeek, 2007 for a more detailed 
argumentation of this point of view). The human observes 
the simulated robot while it learns to find food, and affect in 
the human’s facial expression is recognized by the robot in 
real time. As such a smile is interpreted as communicating 
positive affect and therefore converted to a small additional 
reward (additional to the reinforcement the robot receives 
from its simulated environment). The expression of fear is 
interpreted as communicating negative affect and therefore 
converted to a small additional punishment. We call this the 
social setting. The non-social setting is the same, emotional 
expression generating additional reinforcement apart. That 
is, the non-social setting is a standard experimental rein-
forcement learning setup.  

We hypothesized that robot learning (in a RL context as 
described above) is facilitated by additional social rein-
forcement. Our experimental results support this hypothesis. 
We compared the learning performance of our simulated 
robot in the social and non-social settings, by analyzing av-
erages of learning curves. The main contribution of this re-
search is that it presents quantitative evidence of the fact 
that a human-in-the-loop can boost learning performance in 
real-time, in a non-trivial learning environment. We belief 
this is an important result. It provides a solid base for further 
study of human mediated robot-learning in the context of 
real-world applicable reinforcement learning, using the 
communication protocol nature has provide for that purpose, 
i.e., emotional expression and recognition. As such, our 
results suggest that robots can be trained and their behaviors 
optimized using natural social cues. This facilitates human-
robot interaction. 

The rest of this paper is structured as follows. In Section 
2 we explain in some more detail our view of affect, emo-
tion and how affect influences learning in humans. In Sec-
tion 3 we briefly introduce EARL, our complete framework. 
In Section 4 we describe how communicated affect is linked 
to a social reinforcement signal. In Section 5, we explain 
our method of study (e.g., the grid-world, the learning 
mechanism). Section 6 discusses the results and Section 7 
discusses these in a broader context and presents concluding 
remarks and future work. 

2 Affect Influences Learning 

In this paper we specifically focus on the influence of so-
cially communicated affect on learning. Affect and emotion 
are concepts that lack a single concise definition, instead 
there are many (Picard et al., 2004). Therefore we first ex-
plain our meaning to these concepts. In general, the term 
emotion refers to a set of—in social animals—naturally oc-
curring phenomena including facial expression, motivation, 
emotional actions such as fight or flight behavior, a ten-
dency to act, and—at least in humans—feelings and cogni-
tive appraisal (see, e.g., Scherer, 2001).  An emotional state 
is the combined activation of instances of a subset of these 
phenomena, e.g., angry involves a tendency to fight, a typi-
cal facial expression, a typical negative feeling, etc. Time is 
another important aspect in this context. A short term (in-
tense, object directed) emotional state is often called an 
emotion; while a longer term (less intense, non-object di-
rected) emotional state is referred to as mood. The direction 
of the emotional state, either positive or negative, is referred 
to as affect (e.g., Russell, 2003). Affect is often differenti-
ated into two orthogonal (independent) variables: valence, 
a.k.a. pleasure, and arousal (Dreisback & Goschke, 2004; 
Russell, 2003). Valence refers to the positive versus nega-
tive aspect of an emotional state. Arousal refers to the activ-
ity of the organism during that state, i.e., physical readiness. 
For example, a car that passes you in a dangerous manner 
on the freeway, immediately (time) elicits a strongly nega-
tive and highly arousing (affect) emotional state that in-
cludes the expression of anger and fear, feelings of anger 
and fear, and intense cognitive appraisal about what could 
have gone wrong. On the contrary, learning that one has 
missed the opportunity to meet an old friend involves cogni-
tive appraisal that can negatively influence (affect) a per-
son’s mood for a whole day (time), even though the associ-
ated emotion is not necessarily arousing (affect). Eating a 
piece of pie is a more positive and biochemical example. 
This is a bodily, emotion-eliciting event resulting in mid-
term moderately-positive affect. Eating pie can make a per-
son happy by, e.g., triggering fatty-substance and sugar-
receptor cells in the mouth. The resulting positive feeling 
typically is not of particularly strong intensity and certainly 
does not involve particularly high or low arousal, but might 
last for several hours. 
 Emotion influences thought and behavior in many ways. 
For example, at the neurological level, malfunction of cer-
tain brain areas not only destroys or diminishes the capacity 
to have (or express) certain emotions, but also has a similar 
effect on the capacity to make sound decisions (Damasio, 
1994) as well as on the capacity to learn new behavior (Ber-
ridge, 2003). Behavioral evidence suggests that the ability to 
have sensations of pleasure and pain is strongly connected 
to basic mechanisms of learning and decision-making (Ber-
ridge, 2003; Cohen & Blum, 2002). These findings indicate 
that brain areas important for emotions are also important 
for “classical” cognition and instrumental learning. 

At the level of cognition, a person's belief about some-
thing is updated according to the emotion: the current emo-
tion is used as information about the perceived object (Clore 
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& Gasper, 2000; Forgas, 2000), and emotion is used to 
make the belief resistant to change (Frijda & Mesquita, 
2000). Ergo, emotions are “at the heart of what beliefs are 
about” (Frijda et al., 2000). 

Emotions play a role in the regulation of the amount of 
information processing. For instance, Scherer (2001) argues 
that emotion is related to the continuous checking of the 
environment for important stimuli. More resources are allo-
cated to further evaluate the implications of an event, only if 
the stimulus appears important enough. Furthermore, in the 
work of Forgas (2000) the relation between emotion and 
information processing strategy is made explicit: the influ-
ence of mood on thinking depends on the strategy used. In 
addition to this, it has been found that positive moods favor 
creative thoughts as well as integrative information process-
ing, while negative moods favor systematic analysis of in-
coming stimuli (e.g. Ashby, Isen & Turken, 1999; Gasper & 
Clore, 2002). 

Emotion also regulates behavior of others. Obvious in 
human development, expression (and subsequent recogni-
tion) of emotion is important to communicate (dis)approval 
of the actions of others. This is typically important in par-
ent-child relations. Parents use emotional expression to 
guide behavior of infants. Emotional interaction is essential 
for learning. Striking examples are children with an autistic 
spectrum disorder, typically characterized by a restricted 
repertoire of behaviors and interests, as well as social and 
communicative impairments such as difficulty in joint atten-
tion, difficulty recognizing and expressing emotion, and 
lacking of a social smile (for review see Charman & Baird, 
2002). Apparently, children suffering from this disorder 
have both a difficulty in building up a large set of complex 
behaviors and a difficulty understanding emotional expres-
sions and giving the correct social responses to these. This 
disorder provides a clear example of the interplay between 
learning behaviors and being able to process emotional cues. 

To summarize, emotion and mood influence thought and 
behavior in a variety of ways, e.g., a persons mood influ-
ences processing style and attention, emotions influences 
how one thinks about objects, situations and persons, and 
emotion is related to learning behaviors.  

In this study we focus on the role of affect in guiding 
learning in a social human-robot setting.  We use affect to 
denote the positiveness versus negativeness of a situation. 
We ignore the arousal a certain situation might bring. As 
such, positive affect characterizes a situation as good, while 
negative affect characterizes that situation as bad (e.g., Rus-
sell, 2003). Further, we use affect to refer to the short term 
timescale: i.e., to emotion. We hypothesize that affect com-
municated by a human observer can enhance robot learning. 
In our study we assume that the recognition of affect trans-
lates into a reinforcement signal. As such, the robot uses a 
social reinforcement in addition to the reinforcement it re-
ceives from its environment while it is building a model of 
the environment using reinforcement learning mechanisms. 
In the following sections we first explain our framework 
after which we detail our method and discuss results and 
further work. 

3 EARL: A Computational Framework to 

Study the Relation between Emotion, Ad-

aptation and Reinforcement Learning. 

To study the relation between emotion, adaptation and rein-
forcement learning, we have developed an end-to-end 
framework. The framework consists of four parts: 

• An emotion recognition module, recognizing emotional 

facial expression in real time. 

• A reinforcement learning agent to which the recog-

nized emotion can be fed as input. 

• An artificial emotion module slot, this slot can be used 

to plug in different models of emotion into the learn-

ing agent that produce the artificial emotion of the 

agent as output. The modules can use all of the infor-

mation that is available to the agent (such as action 

repertoire, reward history, etc.). This emotion can be 

used by the agent as intrinsic reward, as metalearning 

parameter, or as input for the expression module. 

• An expression module, consisting of a robot head with 

the following degrees of freedom: eyes moving up 

and down, ears moving up and down on the outside, 

lips moving up and down, eyelids moving up and 

down on the outside, and RGB eye colors 

Emotion recognition is based on quite a crude mechanism 
based upon the face tracking abilities of OpenCV 
(http://www.intel.com/technology/computing/opencv/index.
htm). It uses 9 points on the face each defined by a blue 
sticker: 1 on the tip of the nose, 2 above each eyebrow, 1 at 
each mouth corner and 1 on the upper and lower lip. The 
recognition module is configured to store multiple prototype 
point constellations. The user is prompted to express a cer-
tain emotion and press space while doing so. For every emo-
tional expression (in the case of our experiment neutral, 
happy and afraid), the module records the positions of the 9 
points relative to the nose. This is a prototype point vector. 
After configuration, to determine the current emotional ex-
pression in real time the module calculates a weighted dis-
tance from the current point vector (read in real-time from a 
web-cam mounted on the computer screen) to the prototype 
vectors. Different points get different weights. This results 
in an error measure for every prototype expression. This 
error measure is the basis for a normalized vector of recog-
nized emotion intensities. The recognition module sends this 
vector to the agent (i.e., neutral 0.3, happy 0.6, fear 0.1). 
Our choice of weights and features has been inspired by 
work of others (for review see Pantic & Rothkrantz, 2000). 
Of course the state of the art in emotion recognition is more 
advanced than our current approach. However, as our focus 
is affective learning and not the recognition process per se, 
we contented ourselves with a low fidelity solution (work-
ing almost perfectly for neutral, happy and afraid, when the 
user keeps the head in about the same position). 

Note that we do not aim at generically recognizing emo-
tional expressions. Instead, we tune the recognition module 
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to the individual observer to accommodate his/her personal 
and natural facial expressions. 
 The reinforcement learning agent receives this recognized 
emotion and can use this in multiple ways: as reward, as 
information (additional state input), as metaparameter (e.g., 
to control learning rate), and as social input directly into its 
emotion model. In this paper we focus on social reinforce-
ment, and as such focus on the recognized emotion being 
used as additional reward or punishment. The agent, its 
learning mechanism and how it uses the recognized emotion 
as reinforcement are detailed in Sections 4 and 5. 
 The artificial emotion model slot enables us to plug in 
different emotion models based on different theories to 
study their behavior in the context of reinforcement learn-
ing. For example, we have developed a model based on the 
theory by Rolls (1999), who argues that many emotions can 
be related to reward and punishment and the lack thereof. 
This model enables us to see if the agent’s situation results 
in a plausible (e.g., scored by a set of human observers) 
emotion emerging from the model. By scoring the plausibil-
ity of the resulting emotion, we can learn about the com-
patibility of, e.g., Rolls’ emotion theory with reinforcement 
learning. However, in the current study we have not used 
this module, as we focus on affective input as social reward. 
 The emotion expression part is a physical robot head. The 
head can express an arbitrary emotion by mapping it to its 
facial features, again according to a certain theory. Cur-
rently our head expresses emotions according to the Pleas-
ure Arousal Dominance (PAD) model by Mehrabian (1980). 
We have a continuous mapping from the 3-dimensional 
PAD space to the features of the robot face. As such we do 
not need to explicitly work with emotional categories or 
intensities of the categories. The mapping appears to work 
quite well, but is in need of validation study (again using 
human observers). We have not used the robot head for the 
studies reported upon in this paper. 
 We now describe in detail how we coupled the recog-
nized human emotion to the social reinforcement signal for 
the robot. Then we explain in detail our adapted reinforce-
ment learning mechanism (such that it enabled learning in 
continuous environments), and our method of study as well 
as our results.  

4 Emotional Expressions as Reinforcement 

Signal. 

As mentioned earlier, emotional expressions and facial ex-
pressions in particular can be used as social cues for the 
desirability of a certain action. In other words, an emotional 
expression can express reward and punishment if directed at 
an individual. We focus on communicated affect, i.e., the 
positiveness versus negativeness of the expression. If the 
human expresses a smile (happy face) this is interpreted as 
positive affect. If the human expresses fear, this is inter-
preted as negative affect. We interpret a neutral face as af-
fectless. 

We have studied the mechanism of communicated affec-
tive feedback in a human-robot interaction setup. The hu-

man’s face is analyzed (as explained above) and a vector of 
emotional expression intensities is fed to the learning agent. 
The agent takes the expression with the highest intensity as 
dominant, and equates this with a social reward of, e.g., 2 
(happy), −2 (fear) and 0 (neutral). This is obviously a sim-
plified setup, as the human face communicates much more 
subtle affective messages and at the very least is able to 
communicate the degree of reward and punishment. How-
ever, to investigate our hypothesis (affective human feed-
back increases robot learning performance), the just de-
scribed mechanism is sufficient. 

The social reward is simply added to the “normal” reward 
the agent receives from the environment. So, if the agent 
walks on a path somewhere in the gridworld, it receives a 
reward (say 0), but when the user smiles, the resulting actual 
reward becomes 2, while if the user looks afraid, the result-
ing reward becomes −2. Additionally, the agent learns (in a 
way describe in the next Section) to associate its perception 
with that social reward. So, in RL terms, it builds up a “so-
cial reward function”. The user expresses emotions during a 
short time period, after which the learned social reward 
function takes over. By doing so we were able to study the 
impact on robot learning of two phenomena: direct social 
reinforcement and learned social reinforcement.  

5 Method 

To study the impact of social reinforcement on robot learn-
ing, we have used our framework in the following experi-
mental setup. 

A simulated robot (agent) “lives” in a continuous grid-
world environment consisting of wall, food and path patches 
(Figure 1). These are the features of the world observable by 
the agent. The agent cannot walk on walls, but can walk on 
path and food. Walls and path are neutral (have a reinforce-
ment of 0.0), while food has a reinforcement of 10. One cell 
in the grid is assumed to be a 20 by 20 object. Even though 
wall, path and food are placed on a grid, the world is con-
tinuous in the following sense: the agent moves by turning 
or walking in a certain direction using an arbitrary speed (in 
our experiments set at 3), and perceives its direct surround-
ings (within a radius of 20) according to its looking direc-
tion (one out of 16 possible directions). The agent uses a 
“relative eight neighbor metric” meaning that it perceives 
features of the world at 8 points around it, with each point at 
a distance of 20 from the center point of the agent and each 
point at an interval of 1/4 PI radians, with the first point 
always being exactly in front of it (Figure 1). The state per-
ceived by the agent (its percept) is a real-valued vector of 
inputs between 0 and 1; each input is defined by the relative 
contribution of a certain feature in the agent-relative direc-
tion corresponding to the input. For example, if the agent 
sees a wall just in front of it (i.e., the center point of a wall 
object is exactly at a distance of 20 as measured from the 
current agent location in its looking direction) the first value 
in its perceived state would be equal to 1. This value can be 
anywhere between 0 and 1 depending on the distance of that 
point to the feature. For the three types of features, the agent 
thus has 3x8=24 real-valued inputs between 0 and 1 as its 
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perceived world state s (Figure 1). As such the agent can 
approach objects (e.g., a wall) from a large number of pos-
sible angles and positions, with every intermediate position 
being possible. For all practical purposes, the learning envi-
ronment can be considered continuous. States are not discre-
tize to facilitate learning. Instead we chose to use the per-
ceived state as is, to maximize compatibility of our experi-
mental results with real-world robots. However, reinforce-
ment learning in continuous environments introduces sev-
eral important problems for standard RL techniques, such as 
Q learning, mainly because a large number of potentially 
similar states exist as well as a very long path length be-
tween start and goal states making value propagation diffi-
cult. We now briefly explain our adapted RL mechanism. 
As RL in continuous environments is not specifically the 
topic of the paper we have left out some of the rational for 
our choices. 

Figure 1. The experimental gridworld. The agent is the “circle with 

nose” in the top right of the maze, where the nose denotes its direc-

tion. The 8 white dots denote the points perceived by the agent. 

These points are connected to the elements of state s (neural input 

to the MLPs used by the agent) as depicted. This is repeated for all 

possible features, in our case: path (gray), wall (black), and food 

(light gray), in that order. The “e” denotes the cell in which social 

reward can be administered through smiling or expression of fear, 

the “1” and “2” denote key locations at which the agent has to 

learn to differentiate its behavior, i.e., either turn left (“1”) or right 

(“2”). The agent starts at “s”. The task enforces a non-reactive best 

solution (by which we mean that there is no direct mapping from 

reward to action that enables the agent to find the shortest path to 

the food). If the agent would learn that turning right is good, it 

would keep walking in circles. If the agent learns that turning left 

is good, it would not get to the food.  

 
The agent learns to find the path to the food, and opti-

mizes this path. At every step the agent takes, the agent up-
dates its model of the expected benefit of a certain action as 
follows. It learns to predict the value of actions in a certain 
perceived state s, using an adapted form of Q learning. The 
value function, Qa(s), is approximated using a multilayer 
perceptron (MLP), with 3x8=24 input, 24 hidden, and one 
output neuron(s), with s being the real-valued input to the 
MLP, a the action to which the network belongs, and the 
output neuron converging to Qa(s). As such, every action of 
the agent (5 in total: forward, left, right, left and forward, 
right and forward) has its own network. The output of the 

action networks are used as action values in a standard 
Boltzmann action-selection function (Sutton & Barto, 
1998). An action network is trained on the Q value—i.e., 
Qa(s)← Qa(s)+ α(r+γQ(s’) −Qa(s)) —where r is the reward 
resulting from action a in state s, s’ is the resulting next 
state, Q(s’) the value of state s’, α is the learning rate and γ 
the discount factor (Sutton & Barto, 1998). The learning rate 
equals 1 in our experiments (because the learning rate of the 
MLP is used to control speed of learning, not α), and the 
discount factor equals 0.99. To cope with a continuous 
gridworld, we adapted standard Q learning in the following 
way: 

First, the value Qa(s) used to train the MLP network for 
action a is topped such that min(r, Qa(s’))<=Qa(s)<=max(r, 
Q(s’)). As a result, individual Qa(s) values can never be lar-
ger or smaller than any of the rewards encountered in the 
world. This enables a discount factor close to or equal to 1, 
needed to efficiently propagate back the food’s reward 
through a long sequence of steps. In continuous, cyclic, 
worlds, training the MLP on normal Q values using a dis-
count factor close to 1 can result in several problems not 
further discussed here. 

Second, per step of the agent, we train the action-state 
networks not only on Qa(s)← Qa(s) +α(r+γQ(s’) −Qa(s)) but 
also on Qa(s’) ← Qa(s’). The latter seems unnecessary but is 
quite important. RL assumes that values are propagated 
back, but MLPs generalize while trained. As a result, train-
ing an MLP on Qa(s) also influences its value prediction for 
s’ in the same direction, just because the inputs are very 
close. In effect, part of the value is actually propagated for-
ward; credit is partly assigned to what comes next. This 
violates the RL assumption just mentioned. Note that the 
value Q(s’) is predicted using another MLP, called the value 
network, that is trained in the same way as the action net-
works using the topped-off value and forward propagation 
compensation. 

Third, for the agent to better discriminate between situa-
tions that are perceptually similar, such as position “1” and 
“2” in Figure 1, for each action-network the agent also uses 
a second network trained on the value of not taking the ac-
tion. This network is trained when other actions are taken 
but not when the action to which the “negation” network 
belongs is taken. In effect, the agent has two MLPs per ac-
tion. This enables the agent to better learn that, e.g., “right” 
is good in situation “2” but not in situation “1”. Without this 
“negation” network, the agent learns much less efficient 
(results not shown). To summarize, our agent has 5 actions, 
it has 11 MLPs in total: one to train Q(s), 5 to train Qa(s) 
and 5 to train −Qa(s). All networks use forward propagation 
compensation and a topped-off value to train upon. The 
MLP predictions for Qa(s) and −Qa(s) are simply added, and 
the result is used for action-selection. 

To study the effect of communicated affect as social re-
ward, we created the following setup. First an agent is 
trained without social reward. The agent repeatedly tries to 
find the food for 200 trials, i.e., one run. The agent continu-
ously learns and acts during these trials. To facilitate learn-
ing, we use a common method to vary the MLP learning 

path      wall      food 
1/e 

2 

s 
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rate and the Boltzmann action selection β derived from 
simulated annealing. The Boltzmann β equals to 
3+(trial/200)*(6−3), effectively varying from 3 in the first 
trial to 6 in the last. The MLP learning rate equals to 
0.1−(trial/200)*(0.1−0.001) effectively varying from 0.1 in 
the first trial to 0.001 in the last. We repeated the experi-
ment 200 times, resulting in 200 runs. Average learning 
curves are plotted for these 200 runs using a linear smooth-
ing factor equal to 6 (Figure 2). 

Second, a new agent is trained with social reward, i.e., a 
human observer looking at the agent with his/her face ana-
lyzed by the agent, translating a smile to a positive social 
reward and a fearful expression to a negative social reward. 
Again, average learning curves are plotted using a linear 
smoothing factor equal to 6, but now based on the average 
per trial over 15 runs (Figure 2). We experimented with 
three different social settings: (a) social input from trial 20 
to 30, where the social reward is either −0.5 or 0.5 (happy 
vs. fearful, respectively); (b) social input from trial 20 to 25 
where social reward is either −2 or 2, i.e., more extreme 
social rewards but for a shorter period; (c) social input from 
trial 29 to 45 where social reward is either −2 or 2 while the 
agent trains an additional MLP to predict the social reward 
based on the current state s, so the MLP is trained to predict 
Rsocial(s). After trial 45, the direct social reward from the 
observer is replaced by the learned social reward Rsocial(s). 
As a result, the agent learns to predict what its human tutor 
thinks about certain situations. 

The process of giving affective feedback to a reinforce-
ment learning agent appeared to be quite a long, intensive 
and attention absorbing experience. As a result, it was 
physically impossible to observe the agent during all runs 
and all trials in the entire gridworld (after 2 hours of smiling 
to a computer screen one is completely fed-up with it and 
has burning eyes and painful facial muscles). To be able to 
test our hypothesis, we restricted social input to (a) a critical 
learning period defined in terms of a start and end trail (see 
above), and (b) the cell indicated by “e” (Figure 1). Only 
when the agent moves around in this cell and is in a social 
input trial, the simulation speed of the experiment is set to 
one action per second enabling affective feedback.  

6 Results 

The results clearly show that learning is facilitated by social 
reward. In all three social settings (Figure 2a, b and c) the 
agent needs fewer steps to find the food during the trials in 
which the observer provides assistance to the agent by ex-
pression positive or negative affect. Interestingly, at the 
moment the observer stops giving social rewards, the agent 
gradually looses the learning benefit it had accumulated. 
This is independent of the size of the social reward (both 
social learning curves in Figure 2a and b show dips that 
eventually return to the non-social learning curve). This can 
be easily explained. The social reward was not given long 
enough for the agent to internalize the path to the food (i.e., 
propagate back the food’s reward to the beginning of the 
path). As soon as the observer stops giving social rewards, 
the agent starts to forget these rewards, i.e., the MLPs are 

again trained to predict values as they are without social 
input. So, either the observer should continue to give social 
rewards until the agent has internalized the solution, or the 
agent needs to be able to build a representation of the social 
reward function and uses it when actual social reward is not 
available. We have experimented with the second (social 
setting c): we enabled the agent to learn the social reward 

function. Now the 
agent uses actual 
social reward at the 
emotional input spot 
(“e”, Figure 1) 
during the critical 
period, and uses its 
social reward 
prediction when 
social input stops. 
This is the third 
social setup. Results 

clearly show that the 
agent is now able to 
keep the benefit it 
had accumulated 
from using social 
rewards (Figure 2c). 
These results show 
that a combination 
of using social 
reward and learning 
a social reward 
function facilitates 

robot learning, by 
enabling the robot to 
quicker learn the 
optimal solution to 
the food due to the 
direct social reward 
as well as keep that 
solution by using its 
learned social 
reward function 
when social reward 
stops. 
   

Figure 2. Results of the learning experiments. From top to 
bottom showing the difference between the non-social set-
ting and social setting a, b, and c respectively. 
 

7 Conclusion, Discussion and Further Work 

Our results show that affective interaction in human-in-the-
loop learning can provide significant benefit to the effi-
ciency of a reinforcement learning robot in a continuous 
grid world. We believe our results are particularly important 
to human-robot interaction for the following reasons. First, 
advanced robots such as robot companions, robot workers, 
etc., will need to be able to adapt their behavior according to 
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human feedback. For humans it is important to be able to 
give such feedback in a natural way, e.g., using emotional 
expression. Second, humans will not want to give feedback 
all the time, it is therefore important to be able to define 
critical learning periods as well as have an efficient social 
reward system. We have shown the feasibility of both. So-
cial input during the critical learning periods was enough to 
show a learning benefit, and the relatively easy step of add-
ing an MLP to learn the social reward function enabled the 
robot to use the social reward when the observer is away.  
 We have specifically used an experimental setup that is 
compatible with a real-world robot due: we have used con-
tinuous inputs and MLP-based training of which it is known 
that it can cope with noise and generalize over training ex-
amples. As such we believe our results can be generalized to 
real-world robotics. However, this most certainly needs to 
be experimented with. 

Many interesting computational approaches exist that 
study emotion in the context of robots and agents, of which 
we mention one explicitly here as it is particularly related to 
our work: the adaptive, social chatter bot Cobot (Isbell et al., 
2001). Cobot learns the information preferences of its chat 
partners, by analyzing the chat messages for explicit and 
implicit reward signals. These signals are then used to adapt 
its model of providing information to that chat partner. So, 
Cobot effectively uses social feedback as reward, as does 
our simulated robot. However, there are several important 
differences. Cobot does not address the issue of a human 
observer parenting the robot using affective communication. 
Instead, it learns based on reinforcement extracted from 
words used by the user during the chat sessions in which 
Cobot is participating. Also, Cobot is not a real-time behav-
ing robot, but a chat robot. As a consequence, time con-
straints related to the exact moment of administering reward 
or punishment are less important. Finally Cobot is restricted 
regarding its action-taking initiative, while our robot is con-
tinuously acting, with the observer reacting in real-time. 

Future work includes a broader evaluation of the EARL 
framework including its ability to express emotions gener-
ated by an emotional model plugged into the RL agent. Fur-
ther, we envision to experiment with controlling 
metaparameters (such as exploration/exploitation and learn-
ing rate) based on the agent’s internal emotional state or 
social rewards (Belavkin, 2004; Broekens, Kosters, Ver-
beek, 2007; Doya, 2002). Currently we use simulated an-
nealing-like mechanisms to control these parameters. Fur-
ther, the agent could try to learn what an emotional expres-
sion predicts. In this case, the agent would use the emotional 
expression of the human in a more pure form (e.g., as a real-
valued vector of facial feature intensities as part of its per-
ceived state s. This might enable the agent to learn what the 
emotional expression means for itself instead of simply us-
ing it as reward. Finally, a somewhat futuristic possibility is 
actually quite close: affective Robot-Robot interaction. Us-
ing our setting, it is quite easy to train one robot in a certain 
environment (parent), make it observe an untrained robot in 
that same environment (child), and enable it to express its 
emotion as generated by its emotion model using its robot 

head, an expression recognized and translated into social 
rewards by the child robot. Apart from the fact that it is 
somewhat dubious if such a setup is actually useful (why 
not send the social reward as a value through a wireless 
connection to the child), it would enable robots to use the 
same communication protocol as humans. 

Regarding the “usefulness” argument just put forward, it 
seems to apply to our experiment as well. Why didn’t we 
just simulate affective feedback by pushing a button for 
positive reward and pushing another for negative reward (or 
even worse, by simulating a button press)? From the point 
of view of the robot this is entirely true, however, from the 
point of view of the human—and therefore the point of view 
of the human-robot interaction—not at all. Humans natu-
rally communicate social signals using there face, not by 
pushing buttons. The process of expressing an emotion is 
quite different from the process of pushing a button, even if 
it was only for the fact that it takes more time and cognitive 
effort to initiate the expression. These are just two of many 
examples showing that expressing an emotion is quite dif-
ferent from pushing a button, and in a real-world scenario 
with a mobile robot in front of you it would be quite awk-
ward to have to push buttons instead of just smile when you 
are happy about its behavior. Further it would be quite use-
ful if the robot could recognize you being happy or sad and 
gradually learn to adapt its behavior even when you did not 
intentionally give it a reward or punishment. Abstracting 
away from the actual affective interaction patterns between 
the human and the robot in our experiment would have ren-
dered the experiment almost completely trivial. Nobody 
would be surprised to see that the robot learns better if an 
intermediate reward is given halfway its route towards food. 
Our aim was to investigate if affective communication can 
enhance learning in a reinforcement learning setting. Taking 
out the affective part would have been quite strange indeed. 
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Abstract
Role-Playing Games (RPG) are well known en-
tertainment games where players play (or act, or
perform) characters and, by doing this, live differ-
ent lives, full of fantasy and entertainment. When
RPGs were created, they were played with cards
and other printed materials. However, such way
of playing leads to RPGs with reduced number of
players and rules since the game complexity in-
creases with the number of players and rules. Also,
players are not able to memorize every data con-
cerning the game to play it accordingly. Nowa-
days, the automation of RPGs turns them into com-
plex and funny games, with graphic interfaces, a
lot of information about other players and environ-
ment, etc. Due to this complexity, the minimum
number of players needed to start the game may be
large and the existence of semi-autonomous play-
ers to substitute real players would be very useful.
In this paper we present a RPG for the natural re-
sources management. It was implemented using the
GMABS technology, which involves multiagent-
based simulation techniques.

1 Introduction
Role-Playing Games (RPG) are a type of game where the
players perform a character. This character is created inside
of a particular scene (an environment). It follows a system
of rules, that serves to organize its actions, determining the
limits of what can or cannot be done [Klimick, 2003]. In
this way, RPGs are games where each player plays a role and
takes decisions to reach its owner’s objectives. In fact, play-
ers use RPG like a ”social laboratory”, because they can try
many possibilities, without real consequences [Barreteau et
al., 2003].

RPG can be printed (maps, cards of characters, etc.), elec-
tronic or oral. RPGs are in a specific category of games, be-
cause their purpose is collaboration, not competition. In fact,
there are not winners or losers in RPGs, since the players
must complete a story using the game rules to reach individ-
ual or collective objectives. Therefore, an important factor
in RPGs is their integration capacity (played in groups and
reached by cooperation). In this type of games, the interaction

is very important (talking, dialoguing and changing ideas) to
play it. There is a famous proverb in RPG: ”separated groups
carry to simultaneous deaths” [Klimick, 2003].

RPG is a technique very used in training, because it can
put the players in real situations of decision-making without
real consequences. In special, big companies have used RPG
during technical courses because this kind of game involves
an amused factor, and the training and/or learning can occur
in a facilitated way [Barreteau et al., 2001].

Whenever a RPG is played manually (using printed mate-
rials, such as cards), the number of rules and players is small.
The complexity of the game increases with the number of
rules and players. Therefore, the collaboration and integra-
tion desired in the RPG could be prevented, since people may
not memorize large number of rules and actions from their
roles. A new alternative is to automatize the RPG using a
software to play the game, to execute its actions and to return
the new scenario of the game. This paper presents the im-
plementation of an automated RPG to the natural resources
management domain, the JogoMan prototype [Adamatti et
al., 2005], combined with virtual players and people.

We organized this paper in 6 sections. In Section 2 is
presented the GMABS methodology. The section 3 presents
the architectures to insert autonomous players in RPG. In the
section 4 is presented the game domain problem, natural re-
sources management, where we implemented an automati-
zation to RPG. The section 5 presents how we implemented
autonomous players in RPG and the first results with these
players, and in the section 6 there are the conclusions and the
further work.

2 GMABS Methodology
Multi-agent Systems (MAS) study the behavior of sets of in-
dependent agents with different characteristics, which evolve
in a common environment. These agents interact with each
other, and try to execute their tasks in cooperative way, shar-
ing information, preventing conflicts and co-ordinating the
execution of activities [Alvares and Sichman, 1997].

Additionally, the use of the simulation as an auxiliary tool
for the human-being decision-making is very efficient, be-
cause it allows the verification of specific details with great
precision. The combination of both, multi-agent systems and
simulation, generates a new research area called multi-agent-
based simulation (MABS) [Gilbert and Troitzsch, 1999], that
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Figure 1: GMABS Methodology.

uses to deal with problems that involves multiple domains.
The use of MABS and RPG (isolated or in an integrated

way) has been used in several works [Barreteau et al., 2001;
D’Aquino et al., 2003], and they can bring interesting results,
such as to join the dynamic capacity of MABS with the dis-
cussion and learning capacity of RPG techniques. In this pa-
per, the integration of RPG and MABS is called GMABS
(Games and Multi-Agent-Based Simulation) methodology.
Figure 1 presents how GMABS is used in this context. The
integration steps are described in the following:

1. Players receive all the information about the game (rules
and initial scenario). The roles of each player are de-
fined. For example, a game that has the roles of industry
manager and ecologist, and whose objective is to verify
the water quality of a determined region. Firstly, each
player knows what rules each character can execute, the
benefits and/or damages its action can cause to the qual-
ity of the water, as well as where they are physically lo-
cated in the game and what are their possessions (money,
lands, etc.). For this example, the industry manager role
must have knowledge about the size, place, profitability,
pollution average, etc., of its industry;

2. Players have all the information necessary to initiate
the negotiations, they change information and do their
decision-making (according to the rules initially deter-
mined) for their chosen roles. Normally, the duration
of this step is defined in the beginning of the game (for
example, 10 minutes). In some cases, a bigger time for
this step is necessary, depending on the number of play-
ers, difficulty of the game rules, etc. For example, the
industry manager can decide to increase its production,
to sell properties, etc;

3. Players inform to the MAS simulator which were the
chosen actions;

4. Data are computed by the simulator (process actions):
these actions modify the initial scenario. The proper-
ties of the environment are modified, which implies the
modification of each role data. For example, if the player
who plays like the industry manager decides to install a
new industry in the scenario, the player who plays like
the ecologist realizes the increase of pollution in water.
This step is the end of the first turn of the game;

5. MAS simulator returns new scenario. If the time of the
game is not exceeded or the maximum number of rounds
has not been achieved, returns to step 2.

This sequence could be repeated many times, depending
on the objectives of the game. Normally, the first turn of
simulation is longer (duration time), because the players are
learning the rules and how to manipulate the resources that
the game has. The following turns are shorter, since the
players already have an objective and strategies to reach it.
In the end, independent of the number of rounds, there al-
ways be a discussion (called debriefing) about the choices
that were made for each player. This discussion has the ob-
jective of better understanding the specific problem and the
possible solutions presented during the game [Dorn, 1989;
Egenfeldt-Nielsen, 2004].

3 Semi-Autonomous RPG
Whenever a RPG is played, it needs a certain number of real
players to be executed. However, many times the game can-
not be played because it does not have the minimum number
of players: in some cases, the players are in different places
(if the game is played through the Web, for example) and/or
at different time schedules (if the game is played in asyn-
chronous way).

In this way, the existence of Virtual Players would be very
useful, because they can substitute the real players without
damaging the game. We understand by damaging the game
a situation where real players easily identify easily the vir-
tual players decisions, because the virtual players making-
decisions are not realistic (actions very different from the
ones real players expected to perform).

To implement the GMABS methodology, we need to ana-
lyze two aspects: players and system operator. The system
operator is the one that feeds the simulator with input data
and that fowards the scenario information to players. It can be
a person (input data manually) or a system (input data auto-
matically). The game players can be real (that play manually)
or virtual (that play automatically). In Figure 2, we present
these two levels of integration. In this figure, the computa-
tional system is represented by MABS element and the real
or virtual players by RPG element. In Figure 2 (a), players
and operator system are manual; in Figure 2 (b), system op-
erator is manual and players are automatic; in Figure 2 (c),
players are manuals and system operator is automatic; and in
Figure 2 (d), all the system is automatic.

Figure 2: Integration levels of MABS methodology.

56



3.1 The Semi-Autonomous RPG Architecture
Our objective is developing an RPG in between the third and
the fourth cases (Figure 2 (c) and (d)), a ”Semi-Autonomous
RPG” where we have an automatic system operator and sets
of real and virtual players. Therefore, we have expanded the
RPG element in two sub-elements: real players and virtual
players (see Figure 3). When we insert virtual players in
RPG, multi-agent simulation (element MABS) can be modi-
fied, because the data input can be done in different way. To
prevent it, we included an intermediate communication layer
between MABS and RPG elements. From the ”MABS point
of view”, this communication layer brings the information
exchange between the MABS and players in the same way.
This layer does the communication between all players (real
or virtual), during the decision-making.

Figure 3: Semi-Autonomous RPG architecture.

The architecture presented in Figure 3 was defined to be a
tool and domain independent architecture. We really expect
this architecture being generic, since the GMABS method-
ology can be implemented for any knowledge area and for
any multi-agent simulation tool. From it, we define some re-
quirements to have communication between MABS and RPG
elements:

• The MABS element must supply, in some format (for
example ASCII), the system data, such as scenario and
current players situation;

• The communication layer must have the ”standard
knowledge” of the domain. It must receive the informa-
tion from the MABS and forward it to the real and virtual
players in an integral and uniform way, without losing
any information (and vice-versa: to return to MABS the
players’s chosen action, in order to execute them in the
multi-agent simulator);

• The virtual players must receive information from the
communication layer and must be able to manipulate
them. Moreover, if necessary, communicate with other
players (real and/or virtual) in order to get new informa-
tion about the scene and/or players, to make decisions.

3.2 Cognitive Architecture for Autonomous
Players

In order to provide virtual players with the ability of receiving
and manipulating new information, as well as communicating
with other players (real and/or virtual players), we have de-
fined a cognitive architecture for them.

The cognitive architecture allows virtual players to previ-
ously define objectives and strategies to be used in the specific
domain; to provide means for communication (with virtual
and/or real players and the environment); and to take deci-
sions based on their objectives and strategies. It is a layered
architecture that present the communication layer as the mas-
ter layer, since all layers are related to it.

Figure 4: Cognitive Architecture for Virtual Players.

The internal communication layer of each virtual player
(Figure 4) must be compatible with the communication layer
of the generic architecture (Figure 2 (d)) to allow integration
between the two architectures. It is the only constrain the ar-
chitecture, since the internal configuration of the virtual play-
ers architecture must be independent of the GMABS generic
architecture implemented.

Figure 4 shows communication arrows between all ar-
chitecture elements (Objectives, Decision-making, Strategies
and Communication). It means that all elements can ex-
change information and can search for external information,
in order to choose the best strategy to achieve the defined ob-
jectives. In this way, the cognitive architecture allows:

• To define the objectives and strategies a priori;

• To have a technique (method) for decision-making;

• To have communication between all players (real and/or
virtual) through the internal communication layer that
must be compatible to external communication layer;

• To have exchange information between players and envi-
ronment through the compatibility between all architec-
ture elements (Objectives, Strategies, Decision-making
and Communication).

4 RPG in Natural Resources Management
We have developed a prototype called JogoMan (the Por-
tuguese acronym for ”Jogo dos Mananciais” that means in
English: Water Sources Game). It was built according to
GMABS methodology, which simulates the management of
a particular peri-urban catchment, located at Bacia do Alto
Tietê, in São Paulo, Brazil (inserted in the Project Negowat1).
This prototype was implemented in Cormas [Cormas, 2004],
a MABS simulator tailored to natural resources.

JogoMan represents a simplification of the real phenomena
of interaction between the several actors, in the context of the
peri-urban catchment previously described.

1Negowat Project:Facilitating Negotiations Over Land and Wa-
ter Conflicts in Latin American Peri-Urban Upstream Catchments:
Combining Multi-Agent Modeling with Role-Playing Games.
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The specific objective of this game is to determine water
quality and quantity in a peri-urban catchment. It involves
the management of land and water related problems in differ-
ent cities. The game environment is a grid divided in portions
(parcels). Each portion represents a real state (or a piece of
land) that is associated with an owner (the player) and a use
(such as agriculture or forest). The game allows players to:
change the use of their land; put some infrastruture on them
and sell/buy their/other portions. There are four types of play-
ers, each one having different goals.
• Land Owner: a land owner has some portions of space,

each one with a land use type, such as forest or agricul-
ture. For each different land use type, there are different
values to maintenance and financial return. Owners can
sell or buy their private areas or they can change land use
of these areas. Land owners should demand to mayors
the construction of infrastructure in their cities.

• Mayors: The game has different cities, each one having
its mayor. The mayor goals are closely related to the city
main activity (urban, agricultural, etc.) For example, the
city ”C” is a preservation area, and the player in the role
of ”Mayor C” should preserve this city. The mayors can
invest on public infrastructure, such as portable water net
or to build schools, hospitals or polices headquarters.

• AguaPura Company Administrator: This player can
invest on public infrastructure to improve water quality:
portable water and sanitation net.

• Migrant Representative: This player has a special role
in the game, since he/she must allocate a number of new
families. These families arrive in the cities (urbanization
pressure), and they can be allocated in settlement or in
slums. The quality and/or quantity of water of the re-
gion is modified depending on where these families are
placed (settlement or slums).

Each player chooses his/her actions individually, but he/she
should know that these actions have consequences to other
players, because the quality and quantity of water depends
on the land use and infrastructure. For example: if a mayor
decides to decrease the land taxes for land owners that pre-
serve the forests, various land owners can decide to maintain
their areas with forest or even decide to plant forest (reforesta-
tion). This action influences every players, because the water
quality probably will improve. Other example, a land owner
decides to build an industry. The industry profit is larger, but
the water pollution is larger too.

We perform four tests with prototype JogoMan. The first
was the Negowat Project staff (researches and graduate stu-
dents) and the other by undergraduate students from São
Paulo. The next tests will be applied to community groups
in São Paulo peri-urban catchment.

The sequence of steps for the test were:
1. General explanation for all participants of the game, pre-

senting objectives and roles (possible players).
2. Each person choose a role (a player).
3. For each different player, specific information are given.

For example: mayors know how much money they have
and what are the actions they can execute.

4. The first round is stayed. Usually, it is longer, because
the players do not have knowlodge about all the actions
they can execute and the benefits/damages these actions
can cause. A time of 30-40 minutes was defined for the
first round.

5. Players inform to the MABS operator which were the
chosen actions.

6. Actions are computed by MABS. These actions will
modify the initial scenario (first round complete). The
operator shows the new scenario to the players.

7. When the rounds finish (normally 3 or 4 rounds), we do
a debriefing, to check doubts and suggestions (through
a questionnaire). This step is extremely important, be-
cause it helps us to improve the prototype.

According to Egenfeldt-Nielsen [Egenfeldt-Nielsen,
2004], one of the main problems of presenting test results
is that the game evaluation methods are a problem in
themselves, where it has been questioned if we can use
traditional methods for measuring learning outcome. Our
tests, results are qualitative, instead of quantitative. It means
that we do not use a mathematical method to determine
if the game is good. Therefore, observe and ask about
the game using questionnaires to obtain more information.
Some suggestions/information pointed by players during the
debriefing questionnaire (step 7 in our application sequence)
were:

• Most of the participants thought the game is very inter-
esting and realistic, helping them to understand the real-
ity in peri-urban catchments.

• The participants also affirmed they learned a lot, because
RPG is a didactic and funny form to learn a new topic.

The test results bring us some ideas for modifing the game
in order to take it closer to the reality. More details about the
prototype, can be found in previous paper [Adamatti et al.,
2005].

5 Semi-autonomous RPG in JogoMan
The architectures presented on section 3 were implemented
in the JogoMan domain, a perin-urban catchment. The goal
of the implementation is to prove that it is possible to insert
virtual players in a RPG without having damages on it.

We chose the following tools, aiming to attend the previous
defined requirements in the section 3 (see Figure 5):

• MABS Tool: Cormas is used as simulator [Cormas,
2004], because it was used to implement the JogoMan
prototype. Cormas has specific functions to extract sys-
tem data in different formats (ASCII, Excel and in the
formats for data base Oracle, MSAccess, MySQL or
PostGre);

• Virtual Players: as the cognitive architecture for
decision-making of the virtual players, we chose BDI
architecture, because it already has a logic defined from
AgentSpeak(L) language [Rao, 1996] and tools devel-
oped for it, such as Jason interpreter [Bordini and Hub-
ner, 2004]. This interpreter allows that each step in BDI

58



logic can be visualized and analyzed individually. It also
allows communication between virtual players, as well
as between virtual players and the environment.

• Communication Layer: we chose the SACI (Simple
Agent Communication Infrastructure) tool [Hubner and
Sichman, 2000] as the communication layer between
real and virtual players. This tool provides commu-
nication infrastructure for agents, using the KQML
(Knowledge Query and Manipulation Language) lan-
guage [Labrou and Finin, 1997], and is used by Jason.
The communication layer between MABS and RPG el-
ements used the SOAP (Simple Object Access Protocol)
protocol [SOA, 2005], because the MABS tool (Cor-
mas) and Jason were implemented in different program-
ming languages (SmallTalk and Java, respectively), and
the SOAP technology provides interoperability between
both languages through use of XML.

Figure 5: Selected Tools to Semi-autonomous RPG.

Nevertheless, the technology used was chosen to develop a
web-based semi-autonomous RPG, meaning that it executes
in a Web Server and it is accessed simultaneously by several
players through web-browsers.

5.1 Evaluate Methodology
Before starting the test with virtual players, we have defined
a test evaluation methodology, to know exactly what must be
tested and what may be analyzed from the test results. We
did not find an evaluation methodology for games (RPG) and
simulation (MABS), the two areas involved in this work, then
we defined two ways to evaluate our system:

1) Definition of behavioral profiles to virtual players: each
type of player (Land Owner, Mayor, AguaPura Company Ad-
ministrator and Migrant Representative) has profiles. De-
pending on the player, it can have two (Land Owner, Agua-
Pura Administrator and Migrant Representative) or three
(Mayor) profiles. To discover these profiles, we mapped ob-
jectives and strategies of the real players by questionnaires
during debriefing during the JogoMan tests without virtual
players. Having this, we analyzed and discovered a sequence
of actions that each player could execute. Each profile has
some specific variables to measure the proposed objective.
These profiles were analyzed and evaluated by specialists of
natural resources to verify if the possible strategies and ac-
tions are similar to real player activities. For example, the

Land Owners may have an economic profile, and all their
strategies lead to save and earn money. They are not worried
about the reservoir pollution level. The analyzed variable will
be the quantity of money in their ”cash box”.

2) Application of pre and pos questionnaires to real play-
ers: the pre questionnaire verifies the knowledge level of
players in this area. We apply the pos questionnaire to verify
if the virtual players decision-making was realistic. An im-
portant question in the pos questionnaire is: ”Some synthetic
players may be included in this game (non human-being play-
ers). Do you discern if any player has a non human behavior?
Which one?”. The idea is that real players do not discern
between real and virtual players during the game. Just to do
clear, it is not a ”Turing Test” and probably, some virtual play-
ers will be ”discovered”, but we hope that the virtual players
behavior will be not so silly in front of real players behavior.

5.2 Preliminary Tests and Results
The initial tests were done with autonomous players in Jogo-
Man to verify objectives and strategies defined for each be-
havioral profile. It is a game with virtual players only (inte-
gration level (d) in Figure 2). We have tested a scenario with
14 players (9 Land Owners, 3 Mayors, 1 Migrant Representa-
tive and 1 AguaPura Company Administrator). The following
behavioral profiles to the players, with different objectives,
were selected:

• 5 Land Owners with economic profile: to save and earn
money;

• 4 Land Owners with ecologic profile: to improve the
ecological situation of its region;

• 1 Mayor with social profile: to improve the life quality
of people in its city;

• 1 Mayor with economic profile: to improve the life qual-
ity of people if it has money to do it;

• 1 Mayor with ecological profile: to improve the ecolog-
ical situation in its city;

• 1 AguaPura Company Administrator with rational pro-
file: to improve water and sanitation networks with a
rational use of money;

• 1 Migrant Representative with economic profile: to al-
locate families without worring about the ecological sit-
uation of the region.

Table 1 presents the players ”cash box” data after 4 rounds
of the game, in order to compare economic/rational profiles
and ecological/social profiles of all players. It shows that the
economic profiles earned more money than the ecologic pro-
file, after 4 rounds. Also, most of the players with ecological
profiles had negative or low values in their cash boxes.

Figures 6 and 7 present the values of reservoir pollution
and water/sanitation network rates in region, respectively, to
verify the ecological/social profiles of players. In these fig-
ures, the round label starts in 1 (the value presents to players
in the first round of game) and they finish in 5 (the values
presents to play a fifth round).

Figure 6 shows that reservoir pollution level is decreased,
with the initial value was 4.800 and final value was 3.316.
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Table 1: Values of cash box after 4 rounds.
Player Initial Value Final Value
LandOwner Ecologic 1 2.000 -26.800
LandOwner Economic 2 2.000 29.600
LandOwner Ecologic 3 2.000 -3.304
LandOwner Economic 4 2.000 26.600
LandOwner Ecologic 5 2.000 -13.200
LandOwner Economic 6 2.000 8.800
LandOwner Ecologic 7 2.000 -51.500
LandOwner Economic 8 2.000 32.000
LandOwner Ecologic 9 2.000 2.592
Mayor Economic A 30.000 121.600
Mayor Social B 30.000 -61.600
Mayor Ecologic C 30.000 34.000
AguaPura Rational 60.000 -7.920
MigrantRepr. Economic 0 12.321

Figure 6: Values of Reservoir Pollution after 4 rounds.

Figure 7 shows the increasing of the water rates from 0,80
(initial value) to 1,0 (final value) and sanitation rates from 0,4
(initial value) to 1,0 (final value). These values indicated that
ecological/social profiles are help to improve the ecological
situation of the region.

Figure 7: Water and Sanitation Network Rates after 4 rounds.

6 Conclusions and Further Work
The GMABS methodology was developed to be used as a
support tool for negotiation, helping to solve conflicts in sev-
eral areas, as natural resources management. It is because this
methodology uses the MABS dynamic capacity and the RPG
discussion capacity [Barreteau et al., 2001].

We already developed a new prototype of JogoMan, with
autonomous players, the Virtual Players. To do it, we used the
architectures defined in section 3, and we chose the tools pre-
sented in 5. All this process was very hard, because involved
different techniques and programming languages. Besides it,
we wanted that it ran in a Web server.

We need to test and analyze the Semi-Autonomous RPG,
with a mix of virtual and real players and we will compare
these two different test with autonomous players and Jogo-
Man test without them (section 4), where we have a good
number of tests and results already analyzed. With these tests,
we want to prove that our autonomous players can substitute
the real players without damages to the game, and they can
help to show new game views. The real players will answer
the questionnaires, and we will have more data to analyze and
compare our virtual players.

Another good improvement of the prototype could be
the implementation of a dynamic knowledge base of semi-
autonomous players. Until now, we implemented in static
way, but we want to insert new beliefs and plans into the pro-
files with old actions of the players. It will improve the set of
actions to each profile and the game will be more realistic.
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Abstract 
Virtual Humans are on the border of fiction and re-
alism: while it is obvious that they do not exist in 
reality and function on different principles than real 
people, they have been endowed with human fea-
tures such as being emotionally sensitive. In this 
article we argue that many dimensions, both hu-
man-like ones and ones made possible by the com-
puter technology, are still unexploited to increase 
the effectivity and engagement of interaction with 
VHs. 

1 Introduction 
The concept of Human Computing unifies several objec-
tives: to make the usage of computers easy and natural, al-
lowing such very ‘human’ behaviors like being emotional or 
bored, endow computer systems with adaptive and empathic 
response, facilitating applications where joy and engage-
ment become more important than the problem-solving ori-
ented ‘categorical computing’ practice. 
To achieve this, application interfaces need to be able to 
handle more subtle interactions than those afforded by more 
basic “push-button type” interfaces. Very sophisticated 
sensing modules are needed to cope with subtleties in the 
behavior of the user. Also, the application needs to be able 
to communicate information to the user with a comparable 
level of complexity. 
Virtual Humans (VHs) [Plantec, 2004] – also known under 
other names like humanoids [Thorisson, 1996], embodied 
conversational agents [Cassell et al., 2000] or intelligent 
virtual agents – are computer models resembling humans in 
their bodily look and their communication capabilities. In 
this paper we focus on their role in human-computer interac-
tion, assuming a scenario where one or more VHs interact 
with one real person, in order to accomplish some task. We 
keep the traditional terms user and task, but will use it in a 
broadened sense. Because of their human-likeness, VHs 
seem to be the ultimate interface in the Human Computing 
age. From the point of view of HCI, there are two major 
motivation of ‘putting a VH on the screen’: 
• By replacing the traditional computer-specific interac-

tion modalities (keyboard, mouse) by the natural com-
municational capabilities of people, the services of 

computers will be accessible to a broad population, 
without respect to (computer) literacy, cultural and so-
cial background; 

• VHs make new applications possible, where they fulfill 
traditional human roles, such as tutor, salesperson, and 
partner to play a game or chat with. Moreover, there are 
applications where the VH is in an entirely new role, 
without parallel in real life, such as human-like charac-
ters with fictional capabilities in (educational) games 
[Gustafson et al., 2004], interactive drama [Mateas and 
Stern, 2003] or Virtual Reality applications [Abaci et 
al., 2004], or a VH taking partial or split role known 
from real-life situations [Baylor and Ebbers, 2003]. 

 
Often it is not easy to separate the two aspects in an applica-
tion: e.g. a VH explaining how to operate a device [Badler, 
2002], can be seen as a friendly interface replacing queries 
and search in an on-line textual help, but it also extends the 
services, by being able to demonstrate operations, possibly 
in a way tailored to the user’s capabilities (e.g. handedness). 
 
An outsider to the field may wonder whether viewers per-
ceive and react to Virtual Humans as to real humans. The 
increasing body of experimental studies indicates that the 
answer is yes. A subtle difference in facial expression 
[Walker et al., 1994], meta-speech characteristic or posture 
[Isbister and Nass, 2000] of VHs resulted in different sub-
jective judgment as well as task performance of the people 
interacting with them. In these experiments the VH was not 
to be mistaken for a real person, and in some cases the de-
sign was clearly non-realistic. All the same, the nonverbal 
cues were interpreted with reference to the practice of real-
life conversation.  It has also been proven that with time 
people build up a relationship with a VH e.g. as with a 
coach.   
 
The potentials of VHs are huge. Challenges to current state 
of the art of separate disciplines – e.g. speech recognition 
and language understanding, or computer vision – , have 
been identified as a must to improve technical quality, and 
related to this, engagement and effectivity of VHs [Gratch et 
al., 2002]. Also, the necessity of cooperation of different 
disciplines, and particularly, dedicated studies providing 
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basis for computational models of human-human interac-
tion, have been underlined [Isbister and Doyle, 2004]. 
In this paper, we look at VHs from the Human Computing 
perspective, and dwell on possible improvements of VHs of 
a different nature. Namely, we outline features which have 
not (or hardly) been exploited, and relate the virtual and the 
human domain. Several of these are technically feasible, or 
would require some routine engineering development. For 
instance, current VHs look as puppets took out of a box, 
new forever and unchanged, very much unlike real people, 
who may change dress every day, look more tired at the end 
of a busy day than in the morning, and their mood and men-
tal state is not exactly the same every morning. This paper is 
a ‘twin’ of another recent paper by us [Ruttkay et al. 2006a], 
where we concentrated among other things on the practical 
value of some subtle aspects of human communication 
which have often been left out of the repertoire of ‘machine 
humans’ since they are seen as ‘incorrect’ or ‘undesirable’ 
in some way, such as disfluency and ambiguity. Here we 
look at the fictional/real polemic: a VH, on the one hand, is 
a fictional character, created and empowered by computer 
technology, so there is no need to model certain human 
characteristics, especially those which ‘make no sense’ or 
mean limitations for a fictional character, such as getting 
tired. Hence it is clear, and from the fictional point of view 
natural, that a VH would never ever get exhausted physi-
cally or mentally as real people do. On the other hand, if 
they remain ever fit, they are a mismatch to the human part-
ner, who does get tired after some time. Such a mismatch 
could not only produce a feeling of inferiority and thus dis-
comfort by the user, but may put him to danger, if he would 
try to keep up with the constant high performance of e.g. a 
virtual fitness trainer. 
We see two reasons why the above and other similar aspects 
of VHs have not been considered: 
• There is uncertainty about how human-like [Koda and 

Maes, 1996] and realistic [Dautenhahn, 2004] VHs 
should be. Is it at all wanted that a VH, who is not made 
of flesh and blood, gets tired, or has an own wardrobe 
that also reflects the seasons? 

• Besides the hard core issues of e.g. understanding lan-
guage, subtle features like style may be considered as 
not necessary, or not of high priority to be dealt with. 

 
Hence, sophisticated behavior is to be seen not as a re-

quirement for an entirely realistic VH for its own sake, but 
as an instrument to achieve the preferred perception of the 
VH by the user (e.g. in-group with the VH), which will sub-
sequently influence the engagement and task performance of 
the user. In this paper we only concentrate on the ‘unex-
ploited’ aspects and do not cover characteristics that have 
been extensively addressed earlier, such as ‘showing empa-
thy’ or ‘providing positive feedback’.  
In the next section, we introduce three novel applications 
being developed at our group: the Virtual Dancer, the Vir-
tual Conductor, and the Virtual Trainer. In Section 4 we 
discuss one by one the yet unexplored aspects of VHs and 
explain their potential merits. While our arguments are in-
tended as general guidelines for next-generation VHs, we 
will illustrate them with examples from our own applica-
tions, in part already implemented and in part only envi-
sioned. Finally, in the Discussion we return to the question 
of fiction and reality of VHs. 

3 VHs in novel applications 
In this section, we present three applications currently being 
developed at the HMI (Human Media Interaction) research 
group: the Virtual Dancer [Reidsma et al., 2006], the Virtual 
Conductor [Bos et al., 2006], and the Virtual Trainer 
[Ruttkay et al., 2006b]. These three applications are shown 
in Figure 1. These seemingly very different applications 
share some basic features, and have actually been developed 
relying on a similar framework. In all three applications, the 
VH: 

• has visual and/or acoustic perception capabilities,  
• has to monitor and react to the user continuously, 
• has to use subtle variants of a motion repertoire 

generated on the fly, and 
• uses both acoustic (music, speech) and nonverbal 

modalities in a balanced and strongly interwoven 
manner. 

3.1 The Virtual Dancer 
In a recent application built at HMI, a virtual human – the 
Virtual Dancer – invites a real partner to dance with her 
[Reidsma et al., 2006] (see Figure 2). The Virtual Dancer 
dances together with a human ‘user’, aligning its motion to 
the beat in the music input and responding to whatever the 

 
Figure 1. Three novel applications: Virtual Dancer, Virtual Conductor, and Virtual Trainer 

63



human user is doing. The system observes the movements 
of the human partner by using a dance pad to register feet 
activity and the computer vision system to gain information 
about arm and body movements. Using several robust proc-
essors, the system extracts global characteristics about the 
movements of the human dancer like how much (s)he 
moves around or how much (s)he waves with the arms. 
Such characteristics can then be used to select moves from 
the database that are in some way ‘appropriate’ to the danc-
ing style of the human dancer. 
 
There is a (non-deterministic) mapping from the characteris-
tics of the observed dance moves to desirable dance moves 
of the Virtual Dancer. The interaction model reflects the 
intelligence of the Virtual Dancer. By alternating patterns of 
following the user or taking the lead with new types of 
dance moves, the system attempts to achieve a mutual danc-
ing interaction where both human and virtual dancer influ-
ence each other. Finding the appropriate nonverbal interac-
tion patterns that allow us to have a system that establishes 
rapport with its visitors is one of the longer term issues be-
ing addressed in this research. 
Clearly, the domain of dancing is interesting for animation 
technology. We focus on the interaction between human and 
virtual dancer. The interaction needs to be engaging, that is, 
interesting and entertaining. First experiences with demon-
stration setups at exhibitions indicate that people are cer-
tainly willing to react to the Virtual Dancer (see Figure 1). 

3.2 A Virtual Conductor 

We have designed and implemented a virtual conductor 
[Bos et al., 2006] that is capable of leading, and reacting to, 
live musicians in real time. The conductor possesses knowl-
edge of the music to be conducted, and it is able to translate 
this knowledge to gestures and to produce these gestures. 
The conductor extracts features from the music and reacts to 
them, based on information of the knowledge of the score. 
The reactions are tailored to elicit the desired response from 
the musicians. 
Clearly, if an ensemble is playing too slow or too fast, a 
(human) conductor should lead them back to the correct 
tempo. She can choose to lead strictly or more leniently, but 
completely ignoring the musicians’ tempo and conducting 

like a metronome set at the right tempo will not work. A 
conductor must incorporate some sense of the actual tempo 
at which the musicians play in her conducting, or else she 
will lose control. If the musicians play too slowly, the vir-
tual conductor will conduct a little bit faster than they are 
playing. When the musicians follow him, he will conduct 
faster yet, till the correct tempo is reached again. 
The input of the virtual conductor consists of the audio from 
the human musicians. From this input volume and tempo are 
detected. These features are evaluated against the original 
score (currently stored in MIDI) to determine the conduct-
ing style (lead, follow, dynamic indications, required correc-
tive feedback to musicians, etc) and then the appropriate 
conducting movements of the virtual conductor are gener-
ated. A first informal evaluation showed that the Virtual 
Conductor is capable of leading musicians through tempo 
changes and of correcting tempo mistakes from the musi-
cians. Computer vision has not yet been added to the sys-
tem. That is, musicians can only interact with the conductor 
through their music. In a future implementation we can look 
at the possibility to have the conducting behavior directed to 
(the location of) one or more particular instruments and their 
players. 

3.3 The Virtual Trainer 
The Virtual Trainer (VT) application framework is currently 
under development [Ruttkay et al., 2006a] and involves a 
virtual human on a PC, who presents physical exercises that 
are to be performed by a user, monitors the user’s perform-
ance, and provides feedback accordingly at different levels. 
Hence, our VT should fulfill most of the functions of a real 
trainer: it not only demonstrates the exercises to be fol-
lowed, it should also provide professionally and psychologi-
cally sound, human-like coaching. Depending on the moti-
vation and the application context, the exercises may be 
general fitness exercises that improve the user’s physical 
condition, special exercises to be performed from time to 
time during work to prevent for example RSI (Repetitive 
Strain Injury), or physiotherapy exercises with medical indi-
cations. The focus is on the reactivity of the VT, manifested 
in natural language comments relating to readjusting the 
tempo, pointing out mistakes or rescheduling the exercises. 
When choosing how to react, the static and dynamic charac-

 
Figure 2. Interacting with the Virtual Dancer 
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teristics of the user and the objectives to be achieved are to 
be taken into account and evaluated with respect to biome-
chanical knowledge and psychological considerations of 
real experts. For example, if the user is just slowing down, 
the VT will urge him in a friendly way to keep up with the 
tempo, acknowledge with cheerful feedback good perform-
ance and engage in a small talk every now and then to keep 
the user motivated. 
The VT is adaptable and adaptive in several respects. The 
embodiment can be chosen such that it reflects the geomet-
rical and physiological motion characteristics of the user. 
For this purpose, some data (age, gender, weight, goal of the 
training) may be asked for, or gained by computer vision. 
The motion characteristics may be gained by in an initial 
calibration session by computer vision, analyzing the user‘s 
motion perform a few special moves. The exercises to be 
presented may be authored by an authorized person, such as 
a real physiotherapist to whom the VT acts as an ‘assistant’. 
The motion and exercise repertoire of the VT may be ex-
tended, by providing an exercise editing interface, allowing 
also the incorporation of complex motions which were pre-
acted and motion captured. 
The VT keeps record of the sessions with the user, and in-
terprets his performance in the light of short and long-term 
history. Also the VT addresses the user in a personal man-
ner, using his name and a style most appropriate for the 
given user’s age. 

4 Unexploited aspects of VHs 
In the past decade, much effort has been spent on improving 
the human-likeness of individual modalities of VHs, such as 
improving the quality of synthesized speech [Van Moppes 
2002], modeling expressive gesturing of humans [Hartmann 
et al., 2005], deriving computational models to capture the 
kinematics [Wachsmuth and Kopp, 2002], providing means 
to fine-tune the effort and shape characteristics of facial 
expressions and hand gestures [Chi et al., 2000], model gaze 
and head behavior, add biological motions like blinking or 
idle body motion [Egges et al., 2004]. 
The fusion of multiple modalities has been dealt with, from 
the point of view of timing of the generated behavior, and 
the added value of using multiple modalities in a redundant 
way. It has been suggested that VHs, just as real people, 
should be endowed with a style, reflected in the usage of 
verbal and non-verbal modalities to express some meaning, 
and the intonational and motion characteristics of the single 
modal signals [Ruttkay et al., to appear]. Besides the fea-
tures typical for the VH as an individual, his (assumed) so-
cial, cultural and professional background should be the 
components which contribute to the style. The importance 
of cultural and social connotation of a VH has been pointed 
out [Payr and Trappl, 2004, Prendinger and Ishizuka, 2001]. 
Modeling emotions, mood and personality [Gratch and 
Marsella, 2001] and their benefits in judging the VHs have 
been extensively addressed. Initially, the 6 basic emotions 
were to be shown on the face [Ekman, 1989], which has 
been followed by research on taking into account display 
rules, resulting in emotions to be hidden [Poggi et al., 2001], 

or overcast by fake expressions e.g. to hide lies [Rehm and 
Andre, 2005], studying principles to show mixed emotions 
on the face, to reflect emotions in gesturing [Noot and 
Ruttkay, 2004]. 
In addition to emotions, the importance of small talk in 
building a common ground and trusting the VH [Bickmore 
and Cassell, 2000], as well as back-channeling have been 
emphasized. Having long-term attitude towards a VH, like 
friendship, has been pointed out [Stronks et al., 2002]. 

4.1 Embodiment: beyond the perfect and generic 
VHs should go beyond the present state of generic, doll-like 
and usually perfect-looking (symmetrical, young and spot-
less face and body) design. To begin with, the embodiment 
should reflect age, ethnicity and social status most appropri-
ate for the given application and the user group. Besides, a 
VH should have individual features, which may make him 
easier to identify, remember and enjoy. The individuality 
may be in granularity of detail of photorealistic nature (e.g. 
applying subtle texture for the skin), or in exaggerated car-
toonish features [Liang et al., 2002] or variety resulted from 
‘noisy’ parameters [DiPaola, 1991]. The phenomena ‘un-
canny valley’, formulated by Mori [Mori, 1982] stating that 
increasing realism, after a certain degree, dramatically de-
creases the perceived human quality of a robot, is widely 
assumed to apply for VHs too. 
 
The technology allows that the embodiment (and also, the 
communicational and mental characteristics) of a VH should 
be chosen according to the given user. The ‘mirroring phe-
nomena’, stating that people are positively prejudiced to 
others who resemble, by and large, themselves, could be 
turned to good use: by ‘looking’ at the user first, the best 
matching VH embodiment could be chosen, based on the 
assumption that such a VH will be the most trusted and ef-
fective [Bailenson, and Yee, 2005]. We believe that there is 
much use for this type of ‘adaptive appearance’ for at least 
the Virtual Dancer and the Virtual Trainer, certainly con-
cerning the gender and age parameters. For the VT, the 
body geometry in general or based on measurements could 
be a useful parameter to be adjusted. A recent study on pref-
erence of the virtual eHealth advisors points in the direction 
that a somewhat bulky figure is more appreciated than one 
with the ideal weight.  
 
Another source of variety is in subtle temporal differences 
of the appearance of a given VH. Changes in outfit (hair, 
clothing) and signs of physical state would make the VH 
more enjoyable and life-like. Moreover, such variations in 
appearance could be used to reinforce the presence in the 
geographical location and time of the user (see below). How 
about having the VT pop up on a hot day in appropriate 
summer dress, sun-burnt? And would not it be nice if the 
VT would start sweating too after some time, not only the 
user? These temporal changes should be consistent with 
each other and with the identity and history of the VT (see 
below). 
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4.2 VH- with an own history and identity 
“Who are you?” do people ask (usually as one of the first 
questions) from their VH interlocutor. The answer is a 
name, may be extended with the services the VH can offer. 
In case of chat bots, a date of birth may be given, and the 
creator may be named as ‘father’, such as in the case of Cy-
belle [AgentLand, 2006]. Notably, the date of ‘creation’ 
makes sense in the fictional framework only. Moreover, any 
inquiry about further family members is not understood. 
The personal history is similarly shallow and inconsistent as 
of her hobbies: she has a favorite author, but cannot name 
any title by him. Deviations from this common solution can 
be found, when the VH is to stand for a real, dead person 
[Bernsen et al., 2004], and the very application is to intro-
duce the reincarnated real person and his history to the user. 
The other extreme is feasible when the VH is in a role like a 
museum guide [Kopp et al., 2003], where his refusal ‘to talk 
about any personal matters’ sounds to be a natural reaction. 
But in other applications, where it would be appropriate, we 
would never know about the family, schooling, living condi-
tions, acquaintances and other experiences of the VH, nei-
ther about his favorite food or hobbies.  One may argue that 
that is enough, or even preferred, to remain ‘to the point’ in 
well-defined task-oriented application like a weather re-
porter or trainer. However, even in such cases in real life 
some well-placed reference to the expert’s ‘own life and 
identity’ breaks the business-like monotonicy of the service, 
and can contribute to create common ground and build up 
trust. B. Hayes-Roth endowed her Extempo characters with 
some own history as part of their ‘anima’ [Hayes-Roth and 
Doyle, 1998]. From the recent past, we recall a Dutch 
weather forecast TV reporter who added, when a certain 
never heard-of Polish town was mentioned as the coldest 
place in Europe, that this town is special for him as his fa-
ther was born there. But he could have noted about some 
other aspects like special food or customs he experienced or 
knows of from that place. In case of a real fitness trainer’s 
video, it is remarkable how the task-related talk is inter-
woven with references to the presenter’s personal experi-
ence on where she learnt the exercises, what she found diffi-
cult, etc. A VH could use his personal background to gener-
ate just some ‘noise-like small talk’ in addition to the task-
related conversation, or to relate it to the stage of task com-
pletion or difficulty and the reactions from the user, in order 
to increase the user’s commitment. So for instance, a VT 
may include not task-related small talk at the beginning or 
during resting times, or add task-related background infor-
mation to keep the user motivated during a long and/or dif-
ficult exercise. 
In order to make a VH ‘personal’, it is not enough to endow 
him with a ‘personal history’. Some mechanisms should be 
provided to be able to decide when and what piece of per-
sonal information to tell. E.g. to derive if there is something 
in the personal knowledge of the VH which could be related 
to the factual, task-oriented information to be told. This may 
span from simple tasks as discovering dates, names and lo-
cations, to the really complex AI task of associative and 
analogical reasoning. 

Finally, the disclosure of the personal information and iden-
tity is a manifestation of personality: open, extrovert people 
(and VHs) may interweave more their story with personal 
references than introvert ones. 
An interesting question is that a VH’s ‘personal history’ 
may be also adapted to a situation, or a given user (group), 
not only its conversational style as suggested for robots 
[Dautenhahn, 2004] and VHs [Ruttkay et al. to appear]. 
However, consistency within different interaction sessions 
with the same user (group) should be taken care of. 

4.3 Conversational style 
There is much to be exploited as of the conversational style 
of VHs. To begin with, variety should be aimed at in lan-
guage usage. The variations should be modulated according 
to the identity of the VH and to the characteristics of the 
user. For instance, the communicative act ‘greeting’ should 
be realized differently by the VT, depending on the age of 
the user, weather addressing him the first time or already 
acquainted. Within these constraints still remains space for a 
couple of different utterances to choose from, including 
special, individual language usage. 
The conversational style should also reflect the role and 
personality of the VH. For instance, if a VT is to be in an 
assistant role rather than a tutor, more informal language 
usage is appropriate, than in case of a physiotherapist con-
sultant. 
Similar to their ‘perfect and spotless’ embodiment, today’s 
VHs talk a ‘perfect and spotless’ language. This is contrary 
to real-life conversation, where people abandon or correct 
sentences, use pauses and non-speech elements interwoven 
with words and sentences, as we have experienced, as we 
have also noticed in studies of conversation in meetings and 
in talk shows [Heylen and Op den Akker, 2006]. These ‘im-
perfections’ are not to be seen as weaknesses of real-life 
speech to be eliminated from the repertoire of VHs. Just the 
opposite, they do carry subtle information about the person 
(personality, level of knowledge and expertise in a filed), 
about the mental processes (e.g. thinking, recalling informa-
tion) and conversational state (e.g. filled pauses indicate the 
intention to keep the floor in the conversation), or have 
functions related to the content, such as a filled pause used 
in front of a for the user negative answer to decrease the 
disappointment, or a pause to highlight difficult or impor-
tant piece of information to come. 
 
‘Imperfect’ language usage is characteristic especially in the 
case of the VT, where we are currently experimenting with 
speech elongation and alignment strategies which are be-
yond the normal customs, but are convenient in explaining 
rhythmic motions. One problem we have bumped into that 
TTS engines do not provide access to such ‘beyond normal’ 
control of timing. 

4.4 Humor and laughter 
In [Ekman, 2001] the various functions of smiles are dis-
cussed. It is generally agreed that natural interaction be-
tween humans and virtual humans requires models from 
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which these functions can emerge. For example, in a study 
on visual cues for feedback the smile turned out to be the 
strongest cue for affirmative feedback [Granström et al., 
2002].  Smiles are important in regulating interactions, but 
humor is also an important factor. In some environments we 
discussed (virtual dancer, virtual trainer and virtual conduc-
tor) it is quite natural to expect nonverbal humor in the in-
teraction between virtual human and his human partners. In 
particular when one of the partners in the interaction fails to 
do things ‘right’ he or she can recover by doing something 
funny and unexpected or, the other way around, his or her 
partner can give someone the opportunity to recover by a 
humorous nonverbal reaction. 
The role of verbal humor, with the aim to design virtual 
humans that are able to generate and understand verbal hu-
mor, in conversations, task-related interactions, meetings, 
and education, is discussed in [Nijholt, 2007]. Generating 
and understanding verbal humor and using humor in an ap-
propriate way during an interaction requires natural lan-
guage and common sense understanding by computers that 
is too far away from current research achievements in artifi-
cial intelligence. However, especially in situations as men-
tioned above, the combination of limited verbal intelligence, 
knowledge about the task or the goal of the interaction, and 
the possibility to use nonverbal means can be employed by a 
virtual human to generate humorous acts at appropriate 
moments during an interaction. Adding laughter during such 
interactions is another issue that needs to be addressed 
[Trouvain and Schröder, 2004]. 

4.5 Here and today - situatedness 
VHs hardly give the impression that they know about the 
time and situation they converse in with their user. Some 
VHs do reflect the time of the day by choosing an appropri-
ate greeting. But much more could be done: keeping track of 
the day, including holidays, and commenting accordingly, 
providing ‘geographical update’ capability when placing a 
VH-enabled service in a location, endowed may be some 
social and political information about the place. Imagine a 
VT who knows that it is today a public holiday in Italy 
where the given VT is ‘active’. Some special words to the 
user keeping up her exercise scheme on a holiday would be 
appropriate. But on a tropical summer day, the heat may 
lead the VT to revise its strategy, remind the user the neces-
sity of drinking, or even shorten the exercises, or suggest 
doing it in the morning. 
 
The identity of the user may be a source of further situated-
ness. As a minimum, a VH should ‘remember’ earlier en-
counters with the user. Asking the name or telling the same 
piece of small talk to the same person each time is disap-
pointing. But how nice it sounds if a VT refers to yester-
day’s performance, knows of the user’s religion does not 
allowing her to do exercises on Saturday, greets her spe-
cially on her birthday. 
Finally, in order to perceive a VH as ‘present’, the VH must 
have means to gather information about the user and react to 
it. To begin with, the mere presence of the user and her 

identity should be detected, and her task-related perform-
ance should be monitored. But think of a real trainer or tu-
tor, who would very likely comment on changes like not 
wearing glasses, change in hair style, being sunburn or 
showing signs of a cold. A Virtual Trainer could do similar 
comments.  

5 Discussion 
We have argued that there are dimensions to be still ex-
ploited to turn VHs more life-like, entertaining and in cases 
effective. We discussed the potentials of: 
• making VHs look more individual and imperfect, may 

be configured to a given user’s preferences; 
• endowing VHs with identity and personal history; 
• grounding VHs to the geographical and sociological 

place and time of the application being used; 
• taking care of styled and natural conversation with phe-

nomena of ‘imperfections’ reminiscent in real life. 
 
The above features do not require, first of all, further perfec-
tion of single or multi-modal communication, but they do 
pose challenges on modeling mental capabilities like asso-
ciative storytelling or require further socio-psychological 
studies of the nature and effect of social conversation in 
task-related situations. What is needed, for several of the 
above enrichments, is multi-signal perception, first of all, 
vision, of the conversant of a VH. 
This, however, leads to a more general issue: the relation-
ship of VHs to real ones. In our discussion we recalled ex-
amples from real human practice, which would be beneficial 
to endow the communicative capabilities of VHs. Due to the 
novelty of the field and the many parameters influencing the 
judgment of a VH, we cannot make conclusions as of the 
following questions: 
• Which (as many as possible, ideally all?) phenomena of 

real human behaviors should be reproduced by VHs?  
• How to exploit the ‘beyond human’ possibilities of VHs, 

both in perception and mental capabilities? 
 
For both issues, dedicated evaluation studies are needed to 
put together a huge jigsaw image. It is clear already that the 
objective to engage the user in an activity and to perform a 
task well and efficiently may require different VH design, 
along several dimensions. Also, the application context 
(real-fictional) puts the user in different frame of mind to 
judge the VH, On the other hand, even less is known of the 
judgments of non-human capabilities of VHs. For example, 
it has turned out that a VH could ‘read from the eye’ of the 
user better than most of the people are capable of. What to 
do with such a super-human power of a VH? Or, another 
example is the reasoning speed and capability of a VH: do 
people take it as natural (from a VH) that he can recall mul-
tiple telephone books? Or should he ‘fake’ the human limi-
tation of recalling data in a register? How to get away with 
shallow, or not deep/complete enough, models? 
Finally, we mention arts as an exploited source of design 
principles for VHs. Arts, especially (portrait) painting, ani-
mation and theater can provide elicit knowledge about hu-
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man communication, facial and gesture expressions, reflec-
tion of personality and emotions in nonverbal signals and 
speech. Further on, some principles of realizing certain ef-
fects, may be by non-realistic features, can be beneficial for 
enhanced expressivity. The cartoonish exaggerated effects 
in gesturing can underline e.g. personality characteristics 
present in real-life speech. One step further, one envisions 
the next-generation, ideal VHs as seamlessly integrating 
elements of practices from human conversational behavior, 
the enhanced interaction and reasoning capabilities of com-
puter technology and the expressivity and aesthetics of arts. 
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Abstract 
Programming Style refers to the ability to follow 
code conventions, to engineer code in a disciplined 
manner, to systematically debug code, to optimize 
code delivery through appropriate settings in the 
IDE (Integrated Development Environment), to 
regulate completion rates and quality of program-
ming tasks, and finally to efficiently collaborate 
with other programmers and resources. This re-
search investigates whether programming styles of 
individual programmers can be computationally 
recognized; If styles can be recognized by the ma-
chine, can they then be regulated so that program-
mers can reflect on their own programming styles; 
finally, can a mixed-initiative computational 
mechanism assist programmers to identify good 
programming styles and repair bad programming 
habits. The paper presents a real-time architecture 
called MICE (Mixed-Initiative Coding Environ-
ment) that employs a formal computational repre-
sentation of the theory of Self-Regulated Learning 
(SRL) as the context for human-initiated and sys-
tem-initiated interactions. The architecture uses on-
tologies to model-trace programming styles, em-
ploys rules to assist programmers to regulate their 
programming styles, and engages mixed-initiative 
scaffolding tactics and strategies to provide feed-
back. 

1 Introduction 
We define Programming Style as processes that a program-
mer adopts to achieve specific programming goals. Pro-
gramming Style, among other aspects, refers to the ability of 
programmers  
• to follow code conventions1,  
• to engineer code in a disciplined manner [Doherty et 

al., 2005; Kumar, 2004] 
• to systematically debug code,  

                                                 
1 http://java.sun.com/docs/codeconv 

• to optimize code development and delivery through 
appropriate settings in the IDE,  

• to regulate completion rates and quality of program-
ming tasks, and 

• to efficiently collaborate with other programmers and 
resources. 

The abovementioned components mold the blueprint of 
what we consider as the Programming Style of an individual 
programmer. This research aims to develop a system to as-
sist programmers regulate their coding styles when they 
code in Java using an Integrated Development Environment 
(IDE).  The proposed system called MICE, abbreviated for 
Mixed-Initiative Coding Environment, targets three objec-
tives. 
• First, MICE aims to capture programming style com-

ponents from interactions of programmers when they 
develop task-specific code. It exploits Model-Tracing 
techniques to map interaction data to style compo-
nents. The traced data updates programmers’ models 
accordingly. 

• Second, MICE aims to engage programmers in Mixed-
Initiative (MI) interactions. Mixed-Initiative strategies 
enable conversants, in our case, programmers and the 
MICE system, to contribute appropriate task specific 
information, when it is best suited, towards mutually 
negotiated goals [Hearst, 1999]. This means that both 
MICE and a programmer can share their respective 
goals with each other as well as initiate a feedback 
process independent of each other.  

• Third, MICE aims to leverage the benefits of the theory 
of Self-Regulated Learning (SRL) in its feedback 
mechanism. SRL views learning as an activity that 
students perform proactively, rather than as a covert 
event that happens to them in reaction to teaching 
[Winne, 1997]. MICE embeds an ontological repre-
sentation of Zimmerman’s SRL model, which in-
cludes the phases of forethought (planning, task 
analysis, self-motivation, goal setting), performance 
(self-monitoring, self-monitoring, self-recording), and 
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self-reflection (self-judgment, self-reaction, self-
evaluation, self-satisfaction) [Zimmerman, 2002]. 

Targeting these objectives, MICE initiates one or more of 
the following feedback methods at opportune moments: 
• Engage the programmer with a pre-defined conversa-

tion model [Karen et al., 2002] 
• Introduce the programmer to a ready, able, and willing 

human helper [Brooks et al., 2006; Kumar, 2001] 
• Provide the programmer with timely clues and hints 

[Morris et al., 2006]   
• Scaffold the programmer in a guided practice session 

[Lesgold et al., 1992] 
• SRL-specific feedback [Samin, 2004; Shakya, 2005] 

We designed the MICE system as an ontology-centric 
framework consisting of two key ontologies; first, a Pro-
gramming Style ontology that corresponds to the compo-
nents of programming styles identified earlier; second, an 
Interaction ontology that captures interactions of a pro-
grammer within the MICE environment. In addition to these 
two, MICE also avails ontologies such as an ontology of a 
model of SRL theory, a Learner ontology, and a Time on-
tology. MICE makes use of these ontologies to profile the 
interaction data that are captured at run time. MICE then 
processes these data in a reactive manner and updates the 
facts in a production rule system. These facts trigger spe-
cific rules that initiate feedback processes. 

The next section discusses the programming style com-
ponents. Section 3 briefly discusses the architectures of 
MICE. Section 4 explains the key ontologies in MICE. Sec-
tion 5 outlines what we mean by system-initiated feedback 
and how we plan to employ such feedback in MICE. The 
final Section of the paper concludes our views and also out-
lines our plan for future work.  

2. Programming Style 
In this section we define all the components of program-
ming styles as well as give a research background for each 
of them. Before we describe them, we first introduce some 
important presumptions related to programming styles on 
which we based our research.  

The first presumption is that a programmer does not have 
to adhere to a single recognized programming style. He/She 
can use one or more styles. Instead of attempting to stereo-
type the observed styles of a programmer to a particular 
type, the scope of MICE enables to identify a variety of 
styles exhibited by a programmer, over a period of time. 
Importantly, these observed styles are stored in an ontologi-
cal form and MICE can communicate with the programmer 
about the changes in his/her programming styles over a pe-
riod of time across different contexts.     

The second presumption is that there is no one good pro-
gramming style. The best-suited programming style/s may 
vary from programmer to programmer. The feedback given 
to programmers now-a-days is limited to syntactic errors 
and code conventions. Such feedback are mostly summative 

in nature; that is, they are provided not during code con-
struction but mostly at compile time. Feedback could be 
given to programmers based on their code design, their code 
presentation style, and their debugging style in a formative 
fashion.  

We extend the notion of programming style in two main 
aspects: first, programming style is a process and hence can 
change from context to context over a longer period of time; 
second, programming style includes a number of other fac-
tors outlined below and a programmer can engage in one or 
more of these factors that determines his/her programming 
style.  

2.1 Code Conventions 
Code Convention is defined as the ability of a programmer 
to adhere to specific conventions prescribed for a particular 
language. For example, Java Code Conventions include 
usage of tabs, indents, blank lines, spaces, alignments, 
braces, wrapping, naming, file organization, documentation, 
language construct statements, and imports2.  

Many Java code convention checkers/verifiers are avail-
able in public domain3 as well as in the commercial market4. 
However, almost all these software only provide summative 
feedback as opposed to MICE’s formative mixed-initiative 
feedback approach. Also, unlike MICE, the conventional 
checkers and verifiers do not allow programmers to change 
existing conventions to their liking. MICE allows program-
mers to negotiate code convention preferences with code 
built-in convention checkers and verifiers.  

2.2 Code Engineering  
Code Engineering in MICE is defined as the ability of a 
programmer to construct code in a disciplined manner, pref-
erably using sound software engineering principles. Nor-
mally, code engineering, among others, involves designing 
code, typing-in or pasting-in language constructs, compil-
ing, version control, code refactoring, and using tem-
plates/patterns. 

2.2.1 Code Construction 
Kumar [2004] and Doherty et al. [2005] discuss a simple 
tool that recognizes code construction styles of program-
mers based on compile-time code segments (CT-SEG). 
Compile-time code segments are code (partial or complete) 
submitted to the compiler by programmers for verification 
of correctness. That is, every time a programmer submits 
code for compilation a version of the code (CT-SEG) is 
saved, thus enabling the tool to trace the ability of the pro-
grammer to incrementally construct code. 

A study conducted by Kumar [2004] shows that the num-
ber of CT-SEG and the pattern of CT-SEG vary across pro-

                                                 
2 http://jalopy.sourceforge.net/existing/links.html  
3 http://www.tiobe.com/jacobe.htm and 

http://pmd.sourceforge.net/  
4 Page: 2 

http://www.jindent.com/ 
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grammers. That is, programmers compile code at varying 
time intervals for the same task.  
In the same study, Kumar [2004] also observed the lines of 
code (LOC) between compiles. For example, some pro-
grammers compiled code at the end of subtasks while pro-
gressively increasing the number of lines of code.  

The study also showed code construction styles of pro-
grammers where they compiled only when the code for the 
entire task was completed. Also, there are programmers who 
tend to discard large chunks of code when the code devel-
oped so far failed to deliver results at subtask levels.  

Yet another code construction style identified by the 
study shows how programmers develop code using different 
language constructs across compiles. Constructs from Java’s 
Abstract Syntax Tree5 such as comments, control structures, 
function declarations, variables, and so on were identified in 
each CT-SEG. The study showed that, for the same task, 
participants of the study, in general, employed a variety of 
language constructs for programming. Programmers 
changed the constructs significantly in between compiles 
when faced the task of debugging a considerably large num-
bers of errors and warnings. The study showed that a pro-
grammer’s behavior can be tracked as a function of change 
in language constructs in specific debugging contexts.  

2.2.2 Code Quality  
Code is expected to be of good quality. That is, it should be 
less complex, should have undergone rigorous testing, 
should have been refactored, and should have been critically 
analyzed by code experts. MICE enables programmers to 
reflect on how these factors affect the quality of their code.  

By less complexity we mean, easy to read, easy to under-
stand, easy to extend, easy to maintain, easy to test the code, 
and so on. Further, code can be made more readable and less 
confusing by removing unreachable methods and redundant 
fields from the code.  Lines of Code (LOC) method and 
Function Points Analysis (FPA) are commonly accepted 
complexity determination methods6 that can be easily incor-
porated in MICE. Rather than simply presenting the LOC 
and FPA results, MICE attempts to present this information 
to the programmer only when the moment is right. For ex-
ample, the FPA value of a Java method under development 
along with a commentary on the trend of the programmer to 
write complex methods can be presented to the programmer 
when he/she attempts to send code for an official code re-
view.   

Testing plays an important role in determining the quality 
of code. More number of errors can be detected during test-
ing if the test cases are more varied and explore more num-
ber of test paths. MICE can remind programmers about the 
importance of testing and also about their current testing 
habits.  

                                                                                                 
5 https://jabstract.dev.java.net/ 
6 

http://www.verifysoft.com/en_code_complexity_measures.html,  
http://www.gotdotnet.com/Community/UserSamples/Details.aspx?
SampleGuid=791516bd-b0ef-491a-be1e-0d622776197b 

Refactoring is yet another important aspect of coding. 
Refactoring is the process of rewriting a computer program 
or other material to improve its structure or readability, 
while explicitly preserving its meaning or behavior. In 
Software Engineering, the term refactoring means 
modifying source code without changing its external 
behavior7. Examples of refactoring include modifying all 
import statements in all java files when a file is moved from 
one package to another and changing all references to the 
class type when a class is renamed. Refactoring tools8 save 
much manual work in coding that is necessary, tedious, and 
time-consuming.   However, rather than simply performing 
refactoring behind-the-scenes, MICE externalizes refactor-
ing outcomes and presents a summary of the same.  

In general, it is quite possible to critically and automati-
cally analyze code using tools9 and suggest good design and 
style improvements. Rather than simply and passively pre-
senting these suggestions to programmers, MICE attempts 
to present these suggestions at opportune moments advo-
cated by the theory of SRL.  

2.3 Code Debugging 
Debugging is an art and is associated closely with code-
engineering. However, because of the complexity involved 
in tracing programmers’ debugging tactics and strategies, 
we treat code debugging outside the scope of code engineer-
ing. Typically, programmers employ a range of automated 
debugging techniques that are listed below.  
• delta debugging – automatically narrows down the dif-

ference between a passing and a failing run 
• program slices – separates the part of a program or 

program run relevant to the bug 
• observing state – uses a debugger to observe the values 

of variables 
• watching state – uses a debugger to watch small parts 

of the program state to determine if they change dur-
ing execution 

• assertions – uses comparison of observed values with 
the intended values when observing a program state 

Software tools that enable these automated debugging tech-
niques do not capture debugging patterns over a period of 
time. In MICE, we are interested in observing how well 
programmers are able to debug code in between compila-
tions. That is, the number of types of errors and warnings 
produced by the compiler can be stored whenever a pro-
grammer submits code for compilation. MICE can track a 
programmer’s errors and warnings across multiple compiles 
and record whether he/she tries to solve errors and warnings 

 
7 http://en.wikipedia.org/wiki/Refactoring  
8 http://jrefactory.sourceforge.net/ 
9 

http://www.serc.nl/people/florijn/work/designchecking/RevJava.ht
m 
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as soon as they appear, or debugs only a select few errors 
and warnings, or continues coding without correcting them. 

From our personal experiences, we recognize that expert 
programmers tend to develop a range of debugging skills, 
particularly skills that help them identify specific errors 
and/or warnings that maximizes their productivity. This 
research attempts to track errors and warnings resolved by 
programmers across compiles in an effort to identify the 
debugging styles of the programmers.  

The study conducted by Kumar [2004] indicates various 
patterns of debugging. Most of the participants in the study 
tried to eliminate errors as soon as they appeared and com-
pletely neglected the warnings. When these errors and warn-
ings were compared with the LOC across various compiles, 
a pattern that indicated a marked change in LOC was ob-
served.  This change in LOC can vary from changing a few 
lines of code to changing or eliminating a major portion of 
the code, depending on the programmer’s debugging style.  
MICE records and presents observations on the debugging 
patterns of programmers, that usually go unnoticed. Further, 
MICE also presents expert debugging behavior, as case 
studies, to programmers.  

At this time, the design of MICE is restricted to observing 
and recording the debugging patterns of programmers. The 
correlational and causational effects that exist between code 
engineering and code debugging processes of programmers 
will be explored elsewhere, as part of the first author’s the-
sis.  

2.4 Optimal IDE Settings for Coding 
The Integrated Development Environment (IDE) plays an 
important role in programmer productivity. An IDE is an 
environment that integrates multiple software engineering 
toolkits and presents the same to the programmer in a single 
interface. For example, the IntelliJ IDEA IDE10 integrates 
and customizes a number of toolkits including project man-
agement, appearance, language editor, code compilation, 
compiler errors, colors and fonts, libraries, debugger, re-
sources, IDE history, templates, plugins, and intention set-
tings. One of the key goals of MICE is to be able to guide 
programmers towards an optimal IDE setting to suit their 
individual programming styles based on pre-defined models 
of IDE settings of experts.  

2.5 Regulating Coding Tasks 
Programming tasks can be classified across different dimen-
sions. Bloom’s revised taxonomy could serve to classify 
programming tasks in the cognitive dimension. For instance, 
a programming assignment could include components that 
explicitly demand students to exhibit their coding skills with 
respect to remembering, understanding, applying, analyz-
ing, evaluating, and creating language constructs11. Leopard 
Tutor [Kemp et al., 2005] classifies tasks under program 

                                                 

                                                
10 http://www.jetbrains.com/idea/ 
11 http://rite.ed.qut.edu.au/oz-

teacher-
net/index.php?module=ContentExpress&func=display&ceid=29  

readability, program understanding, program tracing, and 
program debugging. PHelpS [Collins et al., 1997] classifies 
tasks based on functionalities of the system employed by the 
Corrections Services of Canada.  

Following the footsteps of the Leopard Tutor, MICE en-
courages programmers to construct task models before they 
start to code and also to track their progress with respect to 
the task model. Based on the time estimates provided by the 
programmers themselves, MICE presents proactive and non-
intrusive feedback about the speed of their coding and a 
probabilistic estimate of when the system expects them to 
complete the complete the code. 

2.6 Collaboration While Coding  
Effectively collaborating with colleagues is crucial in ex-
treme programming12 and other agile software development 
methodologies13 but is also important in a normal coding 
environment. For example, a programmer may casually 
shout across the room for clarification on a particular type 
of bug or share code with a chat friend for an informal code 
review. A number of tools support collaboration in terms of 
chat, discussion boards, and so on. In our view, these tools 
support collaboration passively. By this we mean that these 
tools do not actively promote and guide users in appropriate 
and productive collaboration strategies and tactics. Morris et 
al. [2006] discuss ways in which software can passively as 
well as actively promote collaboration. Based on iHelp’s 
model of code collaboration [Brooks et al., 2006], the inter-
action interface of MICE has been designed so that pro-
grammers can share code with each other and critique the 
same under a guided environment. 

3. MICE Architecture 
We present MICE’s architecture under two categories: func-
tional and technical.  

3.1 The Functional Architecture of MICE 
The functional architecture describes the flow of functional-
ity in the system. As depicted in Figure 4, the flow starts 
with programmer interactions in an IDE. The current MICE 
software uses BlueJ as the IDE. These interactions trigger 
events to instantiate appropriate elements in the ontologies. 
Changes in ontologies trigger execution of rules. Specifi-
cally, the purpose of MICE rules are threefold:  
• rules are used to computationally recognize program-

ming style components;  
• rules are used to identify opportunities for system-

initiated interaction such as programmers spending 
too much time debugging a piece of code or pro-
grammers consistently failing to construct task mod-
els; 

 
12 http://en.wikipedia.org/wiki/Extreme_programming 
13 http://en.wikipedia.org/wiki/Agile_software_development 
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• rules are used to engage programmers in mixed-
initiative dialogues [Shakya, 2005] with MICE. For 
example, the MICE system and the programmer can 
engage in a well-defined, role-playing conversational 
model when situation warrants it.  

The feedback of MICE are marshaled at real-time to the 
BlueJ IDE as well as to external systems including iHelp 
and gStudy. In return, events observed at external systems 
can be recorded in the interaction ontology. For example, 
collaboration sessions in iHELP [Brooks et al., 2006] be-
tween programmers (via chatting, posting, and program-
sharing editor) and gStudy events related to links-creation, 
highlighting, browsing, and searching can be recorded in the 
interaction ontology.  

The functional architecture also includes a module that 
accumulates the overall programming skill development, 
which can then be used to revise the rules. This part of the 
architecture has not been implemented yet. The double-
dotted line bifurcate the system into two parts – the interac-
tion environment that contains the external interfaces for the 
programmers and the MICE environment that contains the 
model-tracing components. 

 
Figure 4. MICE Functional Architecture 

3.2 The Technical Architecture of MICE 
MICE presently uses BlueJ as the coding environment. Pro-
grammer interactions within BlueJ are tracked using BlueJ 
extensions. These extensions listen to BlueJ events such as 
compiling, clicking on a menu item, moving the mouse cur-
sor, and so on. Once an event is triggered by the extension, 
Jena14, a Semantic Web toolkit, instantiates or updates the 
Interaction Ontology at run-time.  

Any change in the Interaction Ontology is recognized by 
MICE as a definite change in the facts list that is stored in 
the working memory of the JESS inference engine15. Any 
change in the facts list automatically executes rules in JESS. 
The rules may detect the presence of a particular program-
                                                 

                                                

14 http://jena.sourceforge.net 
15 http://www.jessrules.com 

ming style and as a consequence may instantiate or update 
the Programming Style Ontology. Further, the rules may 
also generate system-initiated feedback and send the feed-
back to external systems (e.g., iHelp, gStudy) via callbacks.   

4 Key Ontologies in MICE 
 The MICE architecture proposes to develop two key on-
tologies: a Programming Style Ontology and an Interaction 
Ontology. 

4.1 Programming Style Ontology 
As mentioned earlier, Programming Style consists of six 
components, namely, code convention, code engineering, 
code debugging, optimal IDE settings for coding, regulating 
coding tasks, and collaboration while coding. The Pro-
gramming Style Ontology includes these components as 
top-level classes. Sub-classes are built within each top-level 
class to capture the presence of style components in pro-
grammer interactions. For example, the top-level class code-
convention contains a subclass for comment that recognizes 
3 styles of commenting code.  They are, a) comments-
goody, where the code has extensive comments from the 
programmer, b) comments-versioning,  where the program-
mer minimally includes comments about the name of the 
code, the author, date of creation, last edited date, and so on, 
and c) comments-nil, where the programmer completely 
ignores to comment the code.  

Another programming style recognized by MICE in-
volves the class code-convention. Suppose programmers 
write code in a arbitrary convention but then uses a code 
verifier to change the convention to a preferred convention. 
MICE recognizes this style deriving input from code con-
vention as well as code engineering.  
Other programming styles recognized by MICE include 
compile-for-pop16, code-till-you-drop17, hill-climbing-code-
construction18, end-of-days-debugging19, end-of-world-
debugging20, and SRL-sincere21. The first author is in con-
sultation with expert programmers to identify a number of 
other programming styles.  

4.2 Interaction Ontology 
As the programmer starts to code, most of his/her interac-
tions with the BlueJ IDE and gStudy are populated in the 
Interaction Ontology. We are currently in the process of 
bringing iHELP interactions into the ontology. The interac-

 
16 Programmer compiles code at every opportunity such as 

every time he/she takes a sip of pop 
17 Programmer develops code non-stop for longer terms and 

compiles only toward the end of coding 
18 Programmer constructs code incrementally with reasonable 

number of breaks, compiling intermediate code from time to time 
19 Programmer starts to debug only at the very end of task 

completion 
20 Programmer debugs at every opportunity 
21 Programmer sincerely adheres to SRL and regularly reflects 

on his/her programming habits  
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tions are captured in terms of system events.  Events that are 
currently being tracked in BlueJ and populated in the inter-
action ontology are:  
• Compile Event – For every compile event, the Compile 

class stores a new instance that contains the compile 
ID, timestamp of the compile, pointers to the next and 
the previous versions of the compile code, line num-
bers of the content (code) added/deleted/modified, 
and LOC while compiling.  

• Run Event – Similar to the compile event, when a pro-
grammer executes the code, a run event creates an in-
stance of the Run class with the run ID, timestamp of 
the execution, pointers to the next and the previous 
versions of the execution, and LOC.  

• Errors and Warnings Event – Compilation of code also 
creates instances of the Error and Warning class that 
gets instantiated with information about the compile 
ID and the number of errors and warnings produced 
by the compile. Further, the event also identifies the 
types of errors and warnings produced by each com-
pile leading to a cumulative summary of the types of 
errors and warnings for a programmer. 

• Added/Deleted Constructs Event – When a program-
ming language construct is added or deleted an event 
is triggered that updates and an instance in Added 
Construct class or Deleted Construct class. Various 
language constructs at various levels of abstraction , 
such as comment, if-else control structure, while loop, 
for loop, do-while loop,  template, switch, return, 
class, throw, functions, expression statements, decla-
ration statements, function definition statements, and 
so on, can be identified using JavaML22. JavaML, an 
XML-based source code representation for Java pro-
grams, is used to uncover the deep structure of the 
program from a piece of code at various levels of ab-
straction. The information stored for each event in-
cludes the type of construct added/deleted, the associ-
ated compile ID, and the content that have been added 
or deleted. 

MICE can receive a number of events from external applica-
tions such as gStudy and iHelp.  For example, gStudy re-
cords the following events to be distributed when a pro-
grammer attempts to read a programming task, refers to 
various online resources, comprehends the task in terms of 
code design, and chats with a fellow programmer to validate 
the design.   
• Link Event – This event is triggered when a program-

mer creates a link between two sections of content. 
The content could be a description of the program-
ming task of any multimedia (text, graphics, audio, 
and video) resource that the programmer is referring 

                                                 
22 http://www.badros.com/greg/JavaML/ 

to. This event triggers and instantiates data such as 
link type, link created from, link created to, and so on.  

• Highlight Event – This event is triggered when the 
programmer attempts to highlight any portion of the 
content. Further, the programmer can attach qualita-
tive clues such as ‘important’, ‘doubt’, ‘to discuss’, 
and so on.  

• Browse Event – This event records links that the pro-
grammer has followed while performing the coding 
task.  

• Search Event – This event records when the program-
mer engages in a search activity within a custom-built 
search tool.  

• Chat Event – This event is recorded when the pro-
grammer chats with another programmer from within 
gStudy’s gChat tool. The gChat tool also enables pro-
grammers to use pre-built, semi-constructed, or freely 
formulated queries. The event records who chatted 
with who, when, for how long, on what content, using 
what queries, sent what responses, and so on.  

• Posting Event – This event is triggered when the pro-
grammer posts an article to the custom-built discus-
sion board or visits the discussion board to read and 
respond to others’ postings. This event records the 
type of participation by the programmer, the time of 
the participation, and so on.  

In summary, the interaction ontology is populated with 
events observed in the interaction environment; further, the 
programming style ontology is instantiated whenever a pre-
defined style is recognized by the MICE system. The next 
section discusses the types of programmer-system interac-
tions facilitated by MICE. 

5. Mixed-Initiative Interactions 
The very premise of MICE is that, unlike other program-
ming environments, the system can monitor, within limits, a 
programmer’s interactions across various tools and interpret 
these interactions to various levels of abstractions of pro-
gramming styles. Further, MICE can proactively engage the 
programmer in a SRL-induced dialogue.   

MICE’s interactions can be passive (programmer-
initiated query) or active (system-initiated suggestions to the 
programmer without the programmer asking for it).  

If the programmer is taking too much time to code, or al-
ternatively writing the code and deleting most of it, or con-
sistently getting too many errors and warnings of specific 
types, or some other pre-defined programming styles de-
tected by the MICE system, MICE can step in and proac-
tively interact with the programmer with appropriate feed-
back. 

The antecedent part of rules that trigger such proactive in-
teraction incorporates variables corresponding to the instan-
tiated programming styles as captured in the Programming 
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Style Ontology. Also, the antecedent part of rules incorpo-
rates variables that correspond to the stages of SRL that a 
programmer can go through.  The consequent part of the 
rules suggests that the programmer use alternative coding 
style/s or perform a SRL-specific activity.  

MICE is not intrusive. Programmers may or may not ac-
cept MICE’s proactive feedback. Further, they can question 
the reasoning (summary of the antecedents) that lead to the 
system-initiated feedback.  

The programmer is encouraged by the system to use the 
principles of SRL [Winne, 1997]. The programmer is en-
couraged to plan, self-reflect, and self-evaluate the code, 
preferably in the same order. For example, reading, taking 
notes, making flow-chart designs, and engaging in chats 
prior to coding can be construed of as planning. If the plan-
ning stage is not performed by the programmer, as observed 
by MICE, the system can then prompt (by providing a sys-
tem-initiated, non-intrusive feedback) the programmer to 
perform specific planning actions before starting to code. 
Similarly, observing how often the programmer compiles, 
executes, and modifies code according to errors can deter-
mine if the programmer is engaged in self-reflection and 
self-evaluating. 

A number of other types of feedback interactions can also 
be initiated by MICE. A programmer might want to chat 
with a human helper. MICE, in collaboration with the iHelp 
system, can find a ready, able, and willing helper.  

Further, MICE engages learners in interactions specific to 
data that are captured under various events such as ‘compile 
event’, ‘run event’, ‘error and warnings event’, and 
‘added/deleted constructs event’. For example, a program-
mer’s coding style can be pictorially presented as a compile 
ID Vs. time plot. Similarly, the debugging practices of the 
programmer can also be pictorially captured and presented. 
Such depictions also present opportunities for mixed-
initiative interactions between programmers and MICE.  

The pointers to the next and previous versions of the 
compiled code enable one to traverse across the program-
mer’s compilation behavior. Any change in the code in be-
tween compiles leading to a new set of errors and warnings 
can be observed and presented to the programmer as causes 
of new errors and warnings.  

One of the simplest types of interaction in MICE is based 
exclusively on the type of qualitative note or link created by 
the programmer in gStudy. For instance, a programmer can 
create a note or link of type important, doubtful, contradic-
tory, and supporting. Such qualitative notes allow the MICE 
system, to identify the stage in the SRL process, as well as 
the type of feedback the programmer would appreciate.  
Depending on the type of tag associated with a highlight, 
MICE can determine where a programmer is having diffi-
culty or what of the programmer considers as important. 
This information can be used to produce feedback based on 
how many other programmers found similar material diffi-
cult or important. 

In concluding this section, we can say that MICE is de-
signed to provide real-time system-initiated interactions at 

all stages of coding including comprehension, design, de-
velopment, deliberation, testing, and reviewing. 

6. Conclusion and Future Work 
MICE is designed to provide real-time interactive, system-
initiated feedback to programmers based on their program-
ming styles. Further, MICE is also designed to incorporate 
the principles of SRL as part of its feedback. The feedback 
from MICE can be programmer-initiated or system-initiated. 
Further, we plan to incorporate models of mixed-initiative 
dialogues to enable MICE to engage the programmers in 
constructive dialogues. We plan to collect data by conduct-
ing an empirical study. The study is aimed at the following 
questions:  
• Are programming styles of individual programmers 

computationally recognizable? 
• Can the programming styles recognized by the ma-

chine be regulated so that programmers can reflect on 
their own programming styles? 

• Can a mixed-initiative computational mechanism assist 
programmers to identify good programming styles 
and repair bad programming habits? 

We believe that the study will show the impact of theory-
oriented mixed-initiative interactions and interface design in 
human-computing. Further, the ontological capture of pro-
gramming styles is seen as a knowledge repository of pro-
gramming experiences that can be employed in many educa-
tional applications of human computing. 
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Abstract 

Ambient intelligence promises to enable humans to 
smoothly interact with their environment, mediated 
by computer technology. In the literature on ambient 
intelligence, empirical scientists are not often men-
tioned. Yet they form an interesting target group for 
this technology. In this position paper, we describe a 
project aimed at realising an ambient intelligence 
environment for face-to-face meetings of researchers 
with different academic backgrounds involved in 
molecular biology “omics” experiments. In particu-
lar, microarray experiments are a focus of attention 
because these experiments require multidisciplinary 
collaboration for their design, analysis, and interpre-
tation. Such an environment is characterised by a 
high degree of complexity that has to be mitigated 
by ambient intelligence technology. By experiment-
ing in a real-life setting, we will learn more about 
life scientists as a user group. 

1 Introduction 

In visions of future computing, humans are surrounded and 
supported by smart environments and smart objects that are 
attentive and pro-active. The environments use their sensors 
to observe and their intelligence to interpret the activities of 
their inhabitants and provide support. Ubiquitous comput-
ing, ambient intelligence, and pervasive computing are 
among the names that are used in the literature to refer to 
this vision. Depending on the domain and the users or in-
habitants of these environments we can also speak of smart 
offices, smart home environments, smart meeting rooms, or 
smart public environments. Some of the environments are 
task-oriented, e.g., they aim at providing technology that 
support efficient meetings or problem-solving sessions, 

while others aim at supporting home or leisure activities. 
While currently, due to the possibility of commercial home 
applications, much emphasis is on sensor-equipped physical 
environments, we also see interest in virtual environments 
made up from distributed and connected physical environ-
ments. Clearly, one impetus for research in this latter direc-
tion came from the development of teleconferencing sys-
tems. Another impetus came from developments in the area 
of computer supported collaborative work (CSCW). Origi-
nally this work assumed a rather restricted way of commu-
nication between users. For example, the ‘Coordinator’ sys-
tem introduced by Winograd [Medina-Mora et al., 1992; 
Winograd, 1987] to coordinate the communication between 
collaborators has been called “fascist software” [Spinoza et 

al., 1995]. This qualification is given because ‘Coordinator’ 
is some kind of management surveillance software rather 
than a system that stimulates cooperation and joint problem 
solving. However, in more recent years these CSCW envi-
ronments have developed into so-called Future Workspaces 
[Fernando et al., 2003]. This development is due to the abil-
ity to capture more aspects of human verbal and nonverbal 
communication behaviour and due to advancements in arti-
ficial intelligence, allowing us not only to represent and use 
domain knowledge, but also to reason about domain knowl-
edge. Apart from supporting, in a global way, issues such as 
workflow systems, design practices and brain storming ses-
sions, these ‘spaces’ or environments are meant to provide 
users with mixed reality cooperation and support. That is, 
virtual environments are created in which scientists, design-
ers, and technology advisers cooperate while not necessarily 
being present in the same physical environment and ma-
nipulate objects and tools that are both virtual and physical. 
Joint virtual workspaces allowing access from remote places 
and offering tools for designers and scientists to design and 
experiment are the future workspaces. 

They may be the future, but when we look at current re-
search practices, there still is a rather large distance be-
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tween, on the one hand, research on ambient intelligence 
and smart environments, and, on the other hand, research on 
future workspaces. Rather independent from these points of 
view there is the development of ambient intelligence and 
smart environment technology that can be used in all kinds 
of smart environments, whether they are inhabited by family 
members or by collaborating scientists. This includes the 
development of sensor technology, computer vision, multi-
modal interaction systems, artificial intelligence, and mul-
timedia presentation technologies. Maybe more interesting 
are the views expressed in [Pantic et al., 2006] on ‘human 
computing’. As mentioned in this paper, “The key to human 
computing and anticipatory interfaces is the ease of use, in 
this case the ability to unobtrusively sense certain behav-
ioural cues of the users and to adapt automatically to his or 
her typical behavioural patterns and the context in which he 
or she acts.” That is, we need to focus on human behaviour 
and (joint) activities in smart environments, rather than fo-
cussing on intelligent devices (isolated gadgets) and we 
need to change from a function-oriented view of an envi-
ronment to a user’s goal oriented view [Hellenschmidt and 
Wichert, 2005]. 

We are interested in human computing for (life) scientists 
based on the behaviour of individual scientists and group 
processes of co-operating scientists. In this paper, we aim to 
discuss some of the key issues involved in adapting devel-
opments in human computing for use in the context of em-
pirical science. Empirical scientists are not often mentioned 
in the literature on smart environments and ambient intelli-
gence. Yet they form an interesting target group because 
preliminary studies suggest they differ in certain respects 
from better studied groups like gamers, patients, and home 
residents. In particular, scientists seem to prefer to remain in 
full control. 

This paper is organised as follows. We first introduce the 
habitat of empirical scientists. We then turn to scientific 
collaborative environments and discuss how workflows may 
support collaboration within a multidisciplinary team. Part 
of our work is concerned with the e-BioLab, an environment 
developed at the University of Amsterdam. We further dis-
cuss ways of interacting in the e-BioLab. We round off with 
a discussion. 

2 Ambient Intelligence for Science 

We will take molecular biology as an example here. Mo-
lecular biology has been the subject of a famous ethno-
graphic study by Latour and Woolgar [1979]. Molecular 
biologists study the chemistry of life or, more precisely, 
chemical interactions in and of living cells. They experiment 
with living organisms (in-vivo) and with living cells or ma-
terial that has been extracted from cells or synthesised (in-
vitro). Since the time of Latour and Woolgar, the explosion 
of digital resources (databases and programs) has made a 
third type of experiment possible, nicknamed in-silico or 
dry-lab. For contrast, the in-vivo and in-vitro experiments 
are now also collectively known as wet-lab experiments. A 
large part of the molecular biologist’s work consists of de-
signing experiments and interpreting their results, in both 

cases heavily aided by the published literature. Living cells 
are incredibly complex [Papin et al., 2005]. They are stud-
ied with the help of modern “omics” technologies that allow 
large-scale, high-throughput experiments to generate data at 
a massive scale. The biologist’s task of making sense of 
these data would be infeasible without appropriate software 
tools. 

Roughly, scientific activity of molecular biologists takes 
place in three different contexts: in the lab, at the desk, and 
in meetings. All three contexts may profit from ambient 
intelligence techniques, making scientific research more 
efficient, effective, and pleasant. In all three contexts, situa-
tion awareness implies at least some awareness of the scien-
tific task at hand. This is a challenge because the steps in-
volved in scientific discovery are only to some extent repeti-
tive. It may turn out that a scenario evolves as the discovery 
process unfolds. We briefly elaborate on the potential bene-
fits of ambient intelligence for each of these contexts. 

Lab apparatus is increasingly equipped with sensors and 
actuators. Many of these devices can communicate with 
each other and with a base station because they are derived 
from designs for hard-to-reach or dangerous situations. The 
tasks such devices can perform are often fixed and they can 
only obey a few simple commands from the base station. 
Situation awareness can be achieved by making these de-
vices responsive, enabling two-way communication, and by 
allowing interaction with lab personnel.  

The typical scientist’s desktop has a computer with high-
speed connections to local servers and the Internet. These 
systems are still very much classical PCs with some scien-
tific software installed that, however, still falls short of the 
scientific discovery environment proposed by De Jong and 
Rip [1997] some ten years ago. The current desktop ma-
chine is ill-equipped for high-definition visualisations, inter-
action with visualisations, and similar multimedia tasks. It 
requires near-prohibitive overhead to operate it. A desktop 
PC is, in fact, the wrong tool for much scientific work. Re-
cently, progress has been achieved in packaging recurring 
task sequences in a single environment. For example, in 
bioinformatics the Taverna workflow tool [Oinn et al., 
2004; Oinn et al., 2002] can in principle perform all com-
puter tasks involved in an in-silico experiment. In a similar 
vein, the Problem Solving Environment (PSE) of the VL-e 
project  [Zhao et al., 2005] packages calls to programs, pos-
sibly over a Grid, and information exchange between het-
erogeneous, distributed computers. Taverna workflows and 
PSEs resemble scenarios in Crowley’s sense, “a description 
of possible actions or events in the future […]” [Crowley, 
2006]. At the same time, they are also autistic in Crowley’s 
sense: once started, they run to completion. Turning a desk-
top PC into a scientist’s assistant will take a major redesign 
of both aspects of interaction: the ways the user operates the 
system and the ways in which the system can convey infor-
mation to the user. 

Meetings, the third context, have been the subject of a lot 
of research [Rienks  et al., 2006]. For example, the AMI 
project [Nijholt et al., 2006] and its successor project 
AMIDA investigate fundamental and practical issues one 
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encounters in situation-aware meeting support tools. Even 
though current proposals do not address the practices and 
needs of scientists, they form a good starting point for situa-
tion-aware support for scientific meetings. AMI, for exam-
ple, investigated meetings of a multidisciplinary team in-
volved in a creative activity, the design of a remote control. 
Distributed participants can meet in a virtual meeting room 
in which the design can sit on the (virtual) table. It is easily 
imagined that instead of a remote control, a representation 
of an experiment sits on the table for all participants to see 
and manipulate. 

Our own research is conducted in the framework of the 
BioRange

1
 project, a large, national project aimed at 

strengthening the bioinformatics infrastructure of The Neth-
erlands. We concentrate on enhancing the exploration of 
bioinformatics resources through user-centred design, re-
sulting in enriched interactions. 
  In a part of our project, we focus on face-to-face meetings 
that serve the purpose of interpreting the results of a particu-
lar class of molecular biology experiment, namely microar-
ray experiments. Microarray experiments are high-tech ex-
periments aimed at finding out the expression levels of typi-
cally a large number of genes, either absolutely or relative to 
expression under different circumstances. The experiments 
involve many sources of noise and the interpretation of the 
results is far from straightforward [Stekel, 2003]. Neverthe-
less, there are stakes involved. For example, breast cancer 
treatment can currently be based on the result of a microar-
ray experiment [Van 't Veer et al., 2002]. In the experiment 
itself and its interpretation, practitioners from various disci-
plines are involved: microarray experts, biologists, bioin-
formaticians, and statisticians. The MAD/IBU group of the 
University of Amsterdam is building the e-BioLab, a meet-
ing room equipped with a large display, electronic, interac-
tive whiteboards, and other devices [Rauwerda et al., 2006], 
see Figure 1. Its aim is to facilitate meetings of the various 
professions involved in experiments that require multidisci-
plinary collaboration for their design and interpretation, 
such as a microarray experiment.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The e-BioLab environment is characterised by a high de-
gree of complexity. This complexity derives from four fac-

                                                 
1
 http://www.nbic.nl/biorange/ 

tors. First, the meeting participants come from different dis-
ciplines and they attempt to understand each other. Second, 
a microarray experiment itself is complex, as are the proce-
dures to clean the data and to validate the results. Third, to 
molecular biologists it is a new task to find biological mean-
ing in the diverse, multidimensional and huge (whole-
genome) datasets. Methodology for inference of biological 
models from “omics” data is still in its infancy. Fourth, the 
devices in the meeting room have to be operated. A smart e-
BioLab needs attentive and proactive interfaces to mitigate 
the complexity of the meeting environment. 

Put briefly, we want to contribute to the design of the e-
BioLab, and in particular to the interactions of the users and 
the devices. We are not only interested in the meeting as-
pect, although it is an important focus of our research. But 
we imagine that, as prices of large, high-resolution displays 
drop, these displays and the associated interactions will also 
find their way into the lab and the scientists’ workrooms. 

3 Scientific collaborative environments and 

workflows 

Work on smart, supportive environments has been reported 
in the literature. The environment itself is called by different 
names, depending on the aspect one wants to emphasise: for 
example, war room (enabling extreme collaboration [Gloria, 
2002] or for managing crisis situations [Sharma et al., 
2003]), collaborative interactive environment [Borchers, 
2006], ubiquitous computing room [Brad et al., 2002], 
multi-sensor meeting room [McCowan et al., 2003], among 
many others. The use of large displays to support meeting 
participants has itself been the subject of a strand in the lit-
erature [Borchers, 2006; Fitzmaurice et al., 2005; Huang, 
2006; Rogers and Lindley, 2004]. Much of this work is 
relevant but has to be adapted to the specific needs of the 
users of the e-BioLab: molecular biologists, microarray ex-
perts, bioinformaticians, and statisticians. As was found for 
scientists in general by Dunbar [1995], the practitioners of 
the various disciplines involved in our research bring with 
them a rich and often implicit background knowledge. 

As in any user-centred approach, user studies  and task 
analysis are a core activity [Bartlett and Toms, 2005; Homa 

et al., 2004; Kulyk et al., 2006; Van Welie and Van der 
Veer, 2003]. Recently, we conducted an empirical user 
study to explore working practices and experiences of users 
from different bioinformatics sub-domains and with differ-
ent levels of expertise [Kulyk and Wassink, 2006]. We aim 
to identify, among other things, the key aspects and user 
requirements for a scientific collaborative environment. Our 
respondents mention the advantages of large displays for 
multiple visualisations but at the same time stress the danger 
of overwhelming the viewer. They strongly prefer to meet 
face-to-face, and they tend to forget discussion points and 
decisions of previous meetings. This is corroborated in other 
research for general users [McCowan et al., 2003; Nijholt et 
al., 2006; Rienks et al., 2006] and for scientific teams 
[Dunbar, 1995, 1997]. Our results are preliminary and more 
work has to be done to obtain a comprehensive picture. In 

Figure 1. A first design overview of the e-BioLab. 
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particular, we aim to build a fairly detailed and complete 
task model of a microarray experiment. 

Molecular biology is a highly visual discipline, as any 
textbook will testify [Alberts et al., 2002; Campbell and 
Heyer, 2006; Lewin, 2006; Lodish et al., 2004]. In interpret-
ing a microarray experiment in the e-BioLab, results of the 
experiment itself and of statistical operations on the data can 
be displayed in the form of visualisations on the large dis-
play, as in the example on Figure 2. Moreover, in a multi-
disciplinary set-up a large display connected to high-
performance computing facilities could be used to construct 
models of biological mechanisms, perform in-silico experi-
mentation with these and adapt the models after interpreta-
tion of the results. The large display will frequently be split 
in a number of separate displays. Additionally, other devices 
in the room can be allocated display tasks. The visualisa-
tions on the various displays are obviously related in the 
sense that they refer to the same experiment, but it will not 
always be evident what the precise relation is. To prevent 
users from getting lost, visual aids will have to identify the 
relations between the various sub-screens. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 
The visualisations may be so closely related that a change 

in a visualisation on one display will have to be propagated 
to related visualisations on other displays in a manner pio-
neered by the Spotfire system2. In our case, however, the 
propagation is far more complex. For example, one display 
may reveal a number of distinct clusters of gene expression 
profiles. These clusters then are analyzed on their enrich-
ment with regard to certain pathways. These pathways are 
visualized on another area of the large display while the up 
and down regulation and the occurrence of the genes in 
other clusters is marked in these visualisations. Another 
example is the design of microarray experimentation. It may 
take a statistician to establish confidence intervals and sta-
tistical power of an analysis. However, only molecular bi-
ologists and microarray experts can assess whether it is ex-
perimentally possible in the wet-lab to increase statistical 

                                                 
2
 www.spotfire.com 

power or to avoid confounding by choosing a different ex-
perimental setup. 

The complexity of multiple displays showing often com-
plex material can, as we stated earlier, be mitigated by em-
ploying attentive and proactive interfaces. Such interfaces 
need to have intelligence built in. At the very least, they 
need to know a scenario [Crowley, 2006]; in fact, a visuali-
sation of the scenario would be very helpful for the users in 
any case. Workflow tools have proved useful in modelling 
business processes [Van der Aalst, 1998]; in our view, they 
can also be of use for building scenarios. In molecular biol-
ogy, workflow tools have been proposed for modelling sig-
nal pathways in cells [Peleg et al., 2001], for scheduling and 
supporting tasks in a distributed genomics project [Kochut 
et al., 2003], and for performing in-silico experiments on 
the Grid [Oinn et al., 2004; Oinn et al., 2002]. As Taverna 
makes clear, among molecular biologists the data perspec-
tive on workflow is dominant. The two other perspectives 
distinguished by Van der Aalst [1998], the process perspec-
tive and the actor perspective, receive less attention. In the 
task analysis we are performing, all three perspectives re-
ceive equal attention. 

When using a workflow tool for representing a scenario, 
we come close to using this tool for designing the experi-
ment and its interpretation. In this sense, an experiment’s 
workflow representation may also support ambient intelli-
gence in the other situations mentioned in the introduction. 
Different stages in the use of a workflow are distinguished: 
•••• The design stage, in which the experiment is designed. 

This is probably the most difficult stage. There is a close 
relationship between the design stage and task analysis. 
The difference between the two is that currently molecu-
lar biologists are the actors in the design stage while 
software designers are the actors in the task analysis. In-
teraction design can be speeded up if we succeed in 
bringing these two worlds closer together. 

•••• The execution stage, in which the experiment is per-
formed. Part of the experiment can be in-silico, in which 
case the workflow tool can also control the execution of 
that part. For real-life molecular biology experiments, 
this stage will have to be subdivided further: there are 
several steps in the wet-lab, followed by a number of in-
terpretation steps including validation. 

•••• The archive stage, in which the conditions of the ex-
periment, the raw results, the settings in the post-
processing steps, and the final results are archived. In 
molecular biology parlance, this is called provenance 
[Goble et al., 2003]. Provenance is important; reproduci-
bility is a major quality control in empirical science. In 
addition, government bodies want to be able to see such 
information in medical applications and in drug design. 
Obviously, the work necessary for this stage has to be 
done at execution time. 

Concerning workflow tool requirements, the BioRange 
programme has a strong preference for open-source free-
ware. Further requirements a workflow tool has to fulfil are: 
•••• For the design stage, the tool has to enable all three 

perspectives (data, processes, resources). Hierarchical 

Figure 2. A scenario in which a scientist is interacting 

with multiple visualizations. 
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modelling is preferred. As workflows become more 
complicated, validation becomes a concern. The tool 
therefore has to be based on a formal model and has to 
incorporate automated validation. Petri nets are a de 
facto standard for formal model of workflows [Van der 
Aalst, 1998]. YAWL is an example of an open-source 
freeware workflow tool based on Petri nets [Van der 
Aalst and Ter Hofstede, 2005]. Finally, the users have to 
be able to interact naturally with the tool as the design 
takes shape. 

•••• For the execution stage, the in-silico parts should run 
(semi-)automatically. In a large display, such a tool can 
propagate the results of one part of the display to other 
parts. Interaction with other programs and remote re-
sources should be automatic and can be configured eas-
ily. This kind of technology is researched in Grid pro-
jects. For example the Taverna workflow tool [Oinn et 
al., 2004; Oinn et al., 2002] interoperates smoothly with 
web resources, using BioMoby or WSDL/SOAP. Inter-
action with users during execution goes beyond the Grid 
paradigm, yet is important in many situations. For ex-
ample, in validating a microarray result, different pa-
rameter settings are tried out until the users are satisfied. 
The number of iterations is not determined beforehand 
and there has to be a possibility to fiat the result, ena-
bling the workflow tool to move to the next process step. 
In the wet-lab and at the biologist’s desk, interaction 
with users, sensors and actuators, and human interven-
tion are mandatory. In the wet-lab this tool will eventu-
ally coincide with Laboratory Information Management 
Systems (LIMS) software and will offer a tight integra-
tion with the desktop and meeting context. This ap-
proach may also facilitate easier implementation of 
LIMS software in research labs. In the execution stage, it 
is also important to be able to use the tool for navigation: 
in which step are we now, what is to follow, and what 
are the consequences of particular outcomes of the for-
mer step. Also it must be possible to capture remarks 
made in discussions, notions, ideas and hunches and to 
retrieve these at another time. In other words, the tool 
must offer the possibility to annotate analyses and bio-
logical models. This annotation can be in different 
forms, for example as text entries in a database or as re-
marks or sketches drawn on an electronic whiteboard on 
top of a drawing of a biological model. 

•••• For the archive stage, designs, settings, intermediate 
and final results of the former two stages should be 
stored. The organisation of this storage is a cause for 
concern because the amount of data can easily grow 
enormously. Choices may be necessary about what to 
keep and what to delete. Such choices are best made at 
the design stage and the tool has to cater for that. Also, 
archiving makes no sense if the archived material cannot 
be retrieved quickly and effectively later. This means 
that the archive has to conform to standards if they are 
there. For microarray experiments, for example, the 
Minimum Information About a Microarray Experiment 

(MIAME) standard
3
, even if still under development, is 

accepted by most institutes and is mandatory upon sub-
mission to a large number of scientific journals. 

As far as we are aware, no open-source freeware work-
flow tool meets all these requirements. For example, YAWL 
aids design by allowing validation of (complex) workflows, 
but it does not support execution and archiving of the kind 
required for molecular biology experiments. Taverna does 
not smoothly interoperate with resources other than Bio-
Moby and WSDL/SOAP web resources. For instance, mi-
croarray experts prefer to use the R statistical package4 for 
the interpretation and validation of microarray results. Inter-
action between Taverna and R proved to be cumbersome. 
No workflow tool we know allows interaction with human 
users during execution, for example in iterative parameter 
fitting exercises. For these reasons, it seems we will have to 
build our own workflow tool, reusing components from 
YAWL, Taverna and similar tools. 

4 Interaction in the scientific environments 

There are three modes of interaction in the e-BioLab, hu-
man-human interaction, human-display interaction, and in-
ter-system interaction. We briefly discussed the last cate-
gory implicitly in the former section. Our focus in this paper 
is on how users may interact with the scientific collaborative 
environment, and in particular with the large display in the 
e-BioLab. Due to the size and high resolution of the large 
display, classical interaction devices will not suffice [Fik-
kert et al., 2006]. The lab will have to have characteristics 
of an ambient intelligence environment [Bowman et al., 
2004; Fikkert et al., 2006; Jaimes and Sebe, 2005; Oviatt, 
1999; Oviatt et al., 2003; Pantic et al., 2006; Tao et al., 
2006], making complex systems accessible for a large vari-
ety of users, without the need for explicit, tedious, or exten-
sive training. There is no research on ubiquitous computing 
environments for empirical scientists or, even more specific, 
our target group composed of microarray experts, bioinfor-
maticians, molecular biologists, and statisticians. We will 
provide a short overview of issues we think are important, 
and point out aspects we believe are particularly relevant for 
our user group. 

In conversations, humans can express themselves through 
numerous modalities that are held to be associated with the 
human senses [Fikkert et al., 2006]. For example, speech 
intonation and gestures accompanying an uttered sentence 
can change the message completely. Multimodal research 
has focused on systems that combine speech and pointing 
gestures as input modalities [Oviatt, 1999]. Other modalities 
such as facial expressions, gaze direction, and body gestures 
are thought to be mandatory for automatic human behaviour 
analysis [Ambady and Rosenthal, 1992; Oviatt, 1999; Oviatt 
et al., 2003; Pantic et al., 2006]. Ambient intelligence de-
rives its knowledge of the current situation from observa-
tional clues. In particular, it has to be able to assess the so-
called W5+ questions [Pantic et al., 2006] (what is commu-

                                                 
3
 http://www.mged.org/Workgroups/MIAME/miame.html 

4
 http://www.r-project.org/ 
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nicated when, where, why, by/to whom, and how) from ob-
served behaviour. Only multimodal observation can provide 
the necessary information. Issues to be solved include the 
following. Which modalities have to be used and when? 
What is the optimal combination of modalities given the 
current context? At which level should observed informa-
tion be fused, at feature or semantic level? It is important to 
determine how these communicative modalities can be ob-
served in a scene; the interpretation of observed behavioural 
cues is highly context-based. Understanding behaviour en-
ables a system to fully support and anticipate on its users. 

In the e-BioLab, scientists with different scientific back-
grounds will use large displays to show their preferred types 
of visualization in order to discuss progress and results of 
experiments. Visualisations will be 2D and 3D; for example, 
protein sequence alignment produces a 2D image but the 
function of a protein may be better illustrated by its 3D 
shape. Of the many ways to interact with these visualisa-
tions, manual gestures are natural way of expression for 
many researchers [Buxton and Myers, 1986; Balakrishnan 
and Hinckley, 2000; Tao et al., 2006; Czwerwinski et al., 
2006; Guiard, 1987]. We therefore want to further explore 
gesture interaction. As users become familiar with gesture 
interaction, a repertoire of gestures will develop that is in 
principle new. However, as with most new technology, the 
repertoire will be rooted in the way life scientists currently 
use gestures in communication. 

Many questions are to be solved for natural gesture inter-
action to be possible. For example, does the size of the dis-
play influence gestures? Are there cultural differences in 
gesture language, in our case possibly along disciplinary 
boundaries? In the e-BioLab setup, scientists gesture at each 
other and at the display; can the two kinds of gesture be 
distinguished? How can gesture information be fused with 
other information users may provide, for example through 
hand-held devices? The detection of gestures is a problem in 
itself. There are many and diverse techniques for gesture 
detection [Bowman et al., 2004; Fikkert et al., 2006]; in 
recent years research has focused on unobtrusive detection, 
for example using computer vision techniques. Other ap-
proaches make use of special devices such as coloured 
gloves, tethered data gloves, and full-body tracking suits. A 
current point of research in unobtrusive detection of user 
gestures when several users are present is how to attribute 
gestures to the user who made them. The next step, gesture 
recognition, is an active research topic [Aggarwal and Cai, 
1999; Jaimes and Sebe, 2005; Moeslund and Granum, 
2001]. Techniques are mostly model-based, using skeletons 
or geometric shapes, or appearance-based, using motion, 
texture, or colour information in a scene. The current state 
of the art does not allow detection and tracking of human 
hands in multi-party unconstrained environments with dy-
namic illumination and backgrounds; the e-BioLab is an 
example of such an environment. Automated gesture recog-
nition is not mature. A representation of the gesture reper-
toire expressed in a technology-neutral language allows us 
to quickly adapt to another method of gesture recognition. 

Natural interaction will not only be found in dry-lab data 
analysis settings, but will in all likelihood also be found in 
wet-lab environments in which media, e.g., augmented real-
ity, can support a laboratory technician in performing her 
tasks. Recall the three contexts mentioned in Chapter 2 here. 

5 Discussion 

One of the most fascinating questions in this kind of en-
deavour is: will it help? Expensive equipment and complex 
software are brought together in the e-BioLab expecting that 
molecular biology will profit. User studies and iterative de-
sign are employed to improve the initial set-up, but that does 
not validate the design in the sense that it does not answer 
the question whether molecular biology has changed or, 
even better, has improved through this technology. The 
question immediately raises another question: how do we 
measure this? It is obvious that the problem space is highly 
multidimensional. Data can be gathered during meetings of 
which there are only so many in a year. But that leaves more 
indirect effects like swifter publication or better molecular 
biology experiments out of view. Statistical significance is 
out of reach. We could revert to anecdotal evidence, but we 
think the point can be strengthened somewhat by perform-
ing an analysis in the tradition of sociology of science. 

Contemporary science is driven by groups having mem-
bers of different levels of expertise and various scientific 
backgrounds [Dunbar, 1995]. Scientist’s meetings, if re-
corded, provide a far more complete record of the evolution 
of their ideas than other sources of information. That is why 
our target group, a multidisciplinary scientific team working 
on microarray experiments, is so interesting. We believe 
that by experimenting in a real-life setting, the e-BioLab and 
its users, we can learn more about scientists as a user group. 
Ambient intelligence for science will profit from this; we 
expect ambient intelligence in general, too. A natural inter-
face able to decipher and anticipate user activities and de-
sires truly immerses our scientists in their cognitive task and 
thus truly supports  them [Butz et al., 2003]. Human-centred 
design or, in our case, scientist-centred design is a necessary 
condition to achieve this. 
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Abstract

Current evaluation methods are inappropriate for
emerging HCI applications. In this paper, we give
three examples of these applications and show that
traditional evaluation methods fail. We identify
trends in HCI development and discuss the issues
that arise with evaluation. We aim at achieving in-
creased awareness that evaluation too has to evolve
in order to support the emerging trends in HCI sys-
tems.

1 Introduction
Human-Computer Interaction (HCI) is concerned with the re-
search into, and design and implementation of systems that
allow human users to interact with them. Traditionally, the
goal of HCI systems is to aid human users in performing an
explicit or implicit task. Currently, there is a shift in emphasis
towards interfaces that are not task-oriented but rather stress
the beauty, surprise, diversion or intimacy of a system [Alben,
1996; Gaver and Martin, 2000].

A vast body of literature deals with evaluation of traditional
HCI systems. These evaluation methods are widely used.
However, given the new directions of HCI, it is unlikely that
these evaluation methods are appropriate.

In this paper, we outline new trends in HCI systems in Sec-
tion 2. Section 3 presents three examples that illustrate the
need for new evaluation methods. In Section 4, we discuss
common evaluation methods, argue why these are inappropri-
ate and identify challenges for evaluation of many emerging
HCI systems.

2 HCI systems
2.1 Traditional HCI systems
Traditional HCI systems allow human users to input com-
mands using keyboards, mice or touch screens (e.g. ATM
machines, web browsers, online reservation systems). These
input devices are reliable in the sense that they are unambigu-
ous. Traditionally, systems are single-user, task-oriented and
the place and manner in which the interaction takes place are
largely determined by the projected task and expected users.
This allows system designers to specify the syntax and style
of the interaction. Since both input and output interfaces are

physical, an explicit dialogue between the user and the com-
puter can be established.

2.2 Emerging HCI systems
Emerging HCI systems and environments have a tendency
to becomemulti-modalandembeddedand thereby allowing
people to interact with them in natural ways. In some cases,
the design of computer interfaces is merging with the design
of everyday appliances where they should facilitate tasks his-
torically outside the normal range of human-computer inter-
action. Instead of making computer interfaces for people,
people have started to make people interfaces for computers
[Coen, 1998].

The nature of applications is changing. Looking be-
yond traditional productivity-oriented workplace technolo-
gies where performance is a key objective, HCI is increas-
ingly considering applications for everyday life. HCI inter-
face design now encompasses leisure, play, culture and art.
Compared to traditional HCI systems, we can identify four
main trends in HCI systems:

1. New sensing possibilitiesNew sensing technologies al-
low for the design of interfaces that go beyond the tra-
ditional keyboard and mouse. Automatic speech recog-
nition is common in many telephone applications. The
current state of video tracking allows not only for local-
ization of human users, but also to detect their actions,
identity and facial expressions [Panticet al., 2006]. This
opens up possibilities to make interfaces more natural.
Humans will be able to interact in ways that are intu-
itive. However, this comes at a cost of having to recon-
sider the syntax of the application. When using speech
or gestures, the vocabulary is almost infinite. Moreover,
many of the ‘behaviors’ that we can recognize, must
be interpreted in relation to the context. Context aware
applications employ a broad range of sensors such as
electronic tags, light sensing and physiological sensing.
However, integration and the subsequent interpretation
of these signals is hard, and context aware systems are
likely to consider contexts differently than users do [In-
tille et al., 2003]. Related to the use of a multiplicity of
sensors is the trend that sensors are moving to the back-
ground [Streitz and Nixon, 2005]. This moves interfaces
away from the object-oriented approach that is tradition-
ally considered [Nielsen, 1993a]. This trend has large
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implications for interaction design since it restricts the
traditional dialog-oriented way of interaction, and effort
must be paid to the design of implicit interactions [Ju
and Leifer, to appear].

2. Shift in initiative Traditional HCI systems embrace the
explicit way in which the dialog with the user is main-
tained. Consequently, these systems are responsive in
nature. Nowadays, pro-active systems are more com-
mon. Some HCI systems even aim at fulfilling the role of
social actor or companion. Ju and Leifer [to appear] de-
fine an initiative dimension in their framework for clas-
sifying implicit interactions. They state that, when re-
garded more generally, there is direct manipulation at the
one end, and autonomy at the other. They argue that, for
HCI, neither of these states are appropriate. Instead, the
interaction is likely to be mixed-initiative. This implies
that there must be a way to coordinate the interaction,
which should be the focus of interaction design.

3. Diversifying physical interfacesThe physical forms of
interfaces are diversifying [Benfordet al., 2005], as was
foreseen by Weiser [1991]. One movement is to make
interfaces bigger, such as immersive displays and inter-
active billboards. Another movement is to make inter-
faces smaller, such as wearable and embedded displays.
This last movement is largely motivated by the popular-
ity of mobile devices. The market for mobile phones is
still growing, and so is the number of applications. With
the increased connectivity and bandwidth, it is possible
that people interact remotely with the same application.
The trend of diversifying physical interfaces is most vis-
ible for general purpose desktop computers. These are
increasingly often replaced by more purpose-designed
and specialized appliances [Benfordet al., 2005].

4. Shift in application purpose There is a shift in appli-
cation purpose for HCI systems. This shift is partly a
consequence of new technology, and partly motivates
the development of technology. Whereas traditional sys-
tems are, in general, task-based, new applications are
more focussed on everyday life [Benfordet al., 2005],
thus on the user. User Experience (UX), although as-
sociated with a wide variety of meanings [Forlizzi and
Battarbee, 2004], can be seen as the countermovement of
the dominant task and work related ‘usability’ paradigm.
UX is a consequence of a user’s internal state (e.g. pre-
dispositions, expectations, needs, motivation and mood).
The literature on UX reveals three major perspectives
[Hassenzahl and Tractinsky, 2006]: human needs be-
yond the instrumental; affective and emotional aspects
of interaction; and the nature of experience. Hassenzahl
and Sandweg [2004] argue that future HCI must be con-
cerned about the pragmatic aspects of interactive prod-
ucts as well as about hedonic aspects, such as stimula-
tion (personal growth, increase of knowledge and skills)
identification (self-expression, interaction with relevant
others) and evocation (self maintenance, memory). The
task is no longer the goal, but rather the interaction itself
(e.g. Reidsmaet al. [2006]).
Typical UX applications are focussed on leisure, play,

culture and art. Consequently, this focus affects the in-
terface. Factors as pleasure, aesthetics, expressiveness
and creativity play an increasingly important role in the
design of both interface and interaction. Video games
are a clear example of UX applications.
Also, interfaces are not only more centered around the
user and user interaction, but also show a trend towards
product integration. Domestic technology is becom-
ing increasingly complex [Thomas and Macredie, 2002].
Our microwaves function also as stoves, we can listen to
music on our mobile phones and our washing machines
can also dry the laundry for us. Ubiquitous computing
(UC), although radically different from traditional HCI
on a number of criteria, is one extreme example where
functionality is integrated.

3 Stressing the need for evaluation: three
examples of emerging HCI applications

In this section, we discuss three examples of emerging HCI
systems. These serve to demonstrate the observed trends in
HCI system development, and allow to pinpoint the difficul-
ties with traditional evaluation methods in Section 4.3.

3.1 Groupware systems
One example of an area where a lot of money has been in-
vested into the development of a product because of its ex-
pected scenario gains is the area of group support systems
(GSS) or groupware. De Vreedeet al. [2003] conclude af-
ter extensive research that 15 years after the introduction of
the first group support system, these systems indeed provide
added value to meetings. They are said to provide savings,
and increase efficiency. It was a rather complex and non-
straightforward exercise to come to this conclusion.

One of the reasons that it took so long was the fact that
people were facing difficulties when using the system, as they
were not familiar with the changes in work practice that were
introduced by them [Nunamaker Jr.et al., 1995]. People
were forced to use tools during meetings and had to abandon
common meeting practice. As a consequence also its benefits
proved hard to measure as people objected its use.

GSS are a clear example of systems that establisha shift in
application purpose. Although Grudin [1994] already noted
that adequate understanding of the political and social factors
at work were to be considered in the design and implemen-
tation phases in order to avoid an initial reject from the pub-
lic, the task of supporting the meeting process (e.g. facilitate
brainstorming) was considered more important than its use.
It was therefore not strange that people found it difficult to
understand what the system was supposed to do for them and
their group [Briggset al., 2003]. Design for intuitive inter-
action with the user as focal point would have facilitated its
adoption, without any doubt.

3.2 Smart homes
Smart home systems are a typical example of a ubiquitous
system, characterized by its pervasive nature. Users are ob-
served using a large number of sensors, ranging from cameras
and microphones to pressure and heat sensors. From a user
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point of view, ubiquitous systems do not necessarily have a
task. They can be anywhere between responsive and pro-
active. An example that lies somewhere in between respon-
sive and pro-active is for instance the smart home described
in Intille et al. [2003] where the systemsuggestsusers which
cloth to wear given the outside temperature.

When the environment itself becomes the interface, people
go about their daily lives and perform their tasks while the
computing technologies are there to support them transpar-
ently [Weiser, 1991]. People start to implicitly interact with
computers and technology disappears into the background.
Despite being written over 10 years ago, many aspects of
Mark Weisers vision of ubiquitous computing appear as futur-
istic today as they did in 1991 [Davies and Gellersens, 2002;
Schmidtet al., 2005].

As Davies and Gellersens [2002] mention there are many
aspects that need to be resolved before ubiquitous interfaces
really will break through. They mention, amongst others, the
need for fusion models and context awareness. Due to the
lack of an explicit interface, users are required to communi-
cate naturally with the system. This requires fusion of mul-
tiple communication channels. The system must be aware of
the context, and interpret the users action in this context. On
the other hand, the user must be familiar with the system’s
abilities, and system’s state.

Compared to Groupware systems, the complexity and
black box characteristics of smart homes make them even
more difficult to evaluate. This is due to the fact that smart
homes not only introduce ashift in application purpose, but
also employnew sensing possibilities. There is a radical
change in physical interfacesince the smart home has be-
come the interface itself. Some smart homes are pro-active,
which is a clearshift in initiative.

3.3 Virtual dancer
Fun and entertainment are becoming increasingly important
in almost all uses of information technology [Wiberg, 2005].
One example of an entertainment application is the Virtual
dancer, as described in Reidsmaet al. [2006]. It is an in-
teractive installation where users can dance together with a
virtual character. The virtual character reacts to the observed
movements of the user, and tries to influence the movements
of the user in turn. During the dance, there is a constantshift
in initiative. The goal of the application is to entertain the
user, without the provision of an explicit task. Instead, the
interaction itself is the goal of the application, a clearshift in
application purpose.

This so-called taskless interaction cannot be evaluated us-
ing traditional task-based evaluation methods. Attempts so
far to evaluate the interaction have been limited to analyzing
video recordings of the user in order to determine engage-
ment in the interaction. This does not allow for reliable as-
sessment of aspects that improve the user’s experience during
the interaction, let alone which parts of the system should be
improved. One important aspect is that the responses of the
user to certain actions of the systems have to be measured.
This requires the knowledge of system states, i.e. the con-
text. While this information proves valuable in the assess-
ment of the participation level of the user, it does not provide

much information about the actual user experience. Instead,
this information could be collected using questionnaires or by
employing bio-sensors that measure heart rate and the respi-
ratory level.

4 Evaluation
Evaluation is broad concept. Here we adopt the definition of
Preeceet al. [1994]:

Evaluation is concerned with gathering data about
the usability of a design or product by a specific
group of users for a particular activity within a
specified group of uses or work context.

The use of evaluation methods for the assessment of the
suitability of HCI systems has become a standard tool in the
design process. Many HCI systems are designed iteratively,
where in each cycle design issues of the previous one are ad-
dressed. These issues are identified in an evaluation step. We
discuss the design criteria of HCI systems first in Section 4.1.
We then focus on current evaluation practice in the HCI field
in Section 4.2. Section 4.3 discusses issues that appear when
dealing with evaluation for emerging HCI applications.

4.1 Design criteria in HCI
Much has been written about the design of HCI systems (e.g.
Dix et al. [2004]. Designed well, interactive systems can al-
low us to reap the benefits of computation and communica-
tion away from the desktop, assisting us when we are physi-
cally, socially or cognitively engaged, or when we ourselves
do not know what should happen next. Designed poorly, these
same devices can wreck havoc on our productivity and per-
formance, creating irritation and frustration in their wake [Ju
and Leifer, to appear]. Good practice is to explicitly formu-
late design choices.

Norman [1998] identifies four principles for good inter-
action design. The controls should be visually obvious,
they should be intuitive and part of a natural process, there
should be proper feedback on the actions performed, and
there should be a natural mapping between input and output.

Traditionally, HCI systems are designed for a certain task,
in a given context, and with a certain user profile in mind.
Key point is that the HCI system must be useful, usually re-
ferred to as usability. There are many different approaches to
making a product usable and there is no accepted definition.
Nielsen [1993b] identifies at least five components of usabil-
ity: learnability, efficiency, memorability, errors, and satisfac-
tion. In addition, usability can be regarded from three distinct
viewpoints [Bevanet al., 1991; Rauterberg, 1993]: product-
oriented, user-oriented and user performance-oriented.

The product-oriented view can be measured in terms of er-
gonomic attributes of the product. The user-oriented view in
terms of mental effort and attitude of the user and the user
performance-view by examining how the user interacts with
the product with emphasis on either the ease of use or the
acceptability of the product in the real world.

The above views are complemented by the contextual view,
which tells us that usability of a product is a function of a
particular user class of users being studied, the application at
hand and the environment in which they work.
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Besides usability, in the interaction between the human and
the computer also the user interface and user experience come
into play. The notion of the user is important, and forms the
basis of User-Centered Design (UCD). UCD is a multidisci-
plinary design approach based on the active involvement of
users to improve the understanding of user and task require-
ments, and the iteration of design and evaluation [Maoet al.,
2005]. It has been mentioned that this approach is the key
to product usefulness and usability and overcomes the limita-
tions of traditional system-centered design.

One view of UCD is to design HCI as close as possible
to natural human-human interaction [Reeveset al., 2004].
The rationale is that users do not have to learn new commu-
nication protocols, which leads to increased interaction ro-
bustness. This aids the user experience and provides guide-
lines for designing the user interface. A drawback is that one
should be familiar with the application to know what to ex-
pect from it.

4.2 Current evaluation practice in HCI
As stated before, evaluation is nowadays common practice in
the field of HCI. The use of evaluation methods is motivated
by the reported increased return on investments.

In general, we can identify two broad classes of evalua-
tion methods: expert-based evaluation (e.g. cognitive walk-
through, heuristic evaluation, model based evaluation) and
user-based evaluation (e.g. experimental evaluation, user ob-
servation, use of questionnaires, monitoring physiological re-
sponses). The bulk of early HCI designers and evaluators
were cognitive psychologists. Cognitive models like GOMS
[Card et al., 1983] were very influential, as were laboratory
experiments. Nielsen [1993b] took a more pragmatic ap-
proach, stating that full-scale evaluation of usability is too
complicated in many cases, so that ‘discount’ methods are
useful instead. His work has been very influential, partly due
to the ease of application, partly due to the relative low cost.
His vision has lead to an enormous number of different meth-
ods in regular use for the evaluation of usability.

Since its early days, HCI research focussed almost exclu-
sively on the achievement of behavioral goals in work set-
tings. The task that had to be performed by the user was the
pivotal point of user centered analysis and evaluation. Reng-
ger [1991] defined four classes of performance measures:

1. Goal achievement (accuracy and effectiveness)

2. Work rate (productivity and efficiency)

3. Operability (function usage)

4. Knowledge acquisition (learning rate)

As we discussed before, emerging HCI systems require
other measures, and other evaluation practice. In the next sec-
tion, we identify challenges for evaluation of emerging HCI
systems, and use the examples in Section 3 as an illustration.

4.3 Challenges for evaluation of emerging HCI
systems

The characteristics of emerging HCI systems imply that tradi-
tional approaches to usability engineering and evaluation are

likely to prove inappropriate to the needs of its users. As a re-
sult of the trends that we discussed in Section 2.2, problems
emerge in the design and evaluation of HCI systems. We dis-
cuss these below.

Human sensing
The use of keyboards, buttons and mice for interaction with
HCI systems is found to be inconvenient since these devices
do not support the natural ways in which humans interact.
Although debated, the use of natural communication is often
considered more intuitive, and therefore expected to be more
efficient from a user’s point of view. Voice, gestures, gaze and
facial expressions are all natural human ways of expression.
In natural contexts, humans will use all these channels. To
make truly natural interfaces, this implies that all these chan-
nels should be taken into account. This, however, is difficult
for at least three reasons:

1. The recognition is error-prone

2. The lexicon of expression is much larger than with ‘arti-
ficial input’

3. Integration of multiple channels often leads to ambigui-
ties

Error-prone recognition When using natural channels, the
data obtained from sensors (microphone, camera) needs to be
analyzed. From the streams of data, we need to recognize
the communicative acts (words, gestures, facial expressions).
Although much research is currently devoted to making au-
tomatic recognition more accurate, these systems will never
be error-free. Another aspect is that automatic recognition
is probably less fine-grained than what human observers are
able to perceive [Abowd and Mynatt, 2000]. Subtleties might
easily go unnoticed.

Reduction of errors is probably the most convenient way of
improving the usability. However, as recognition will never
be error-free, repair mechanisms need to be present. Feed-
back or insight in the system state are useful because they
give the user insight in how the input is interpreted. Still,
there are many challenges in how to present the feedback or
system state [Bellottiet al., 2002].

Assessment of the input reliability is an important aspect
of usability evaluation. One way to do this is by applying
standard benchmark sets. Well-known benchmark sets are
the NIST RT sets [Fiscuset al., 2006] for automatic speech
recognition or FRVT and FRGC for face recognition [Phillips
et al., 2006]. These sets are specific for a given context and
task. Since they contain ground truth and the error metrics
are known, they allow for good comparison of recognition
algorithms. However, they still evaluate only the reliability
of the input. In addition to this, the system must be evaluated
together with the (unreliable) input.

Large lexicon In natural human-human interaction, hu-
mans use a large lexicon of speech, and eye, head and body
movements, both conscious and unconscious. When allowing
humans to communicate with HCI systems in a natural way,
the input devices should be able to recognize the whole range
of signals. This poses severe requirements on the recognition.
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Two factors are important when evaluating the lexicon.
First, the lexicon should be sufficiently large to allow for all
foreseen (and unforeseen) actions. For a system such as the
Virtual dancer (see Section 3.3), this implies that the whole
range of dance movements that a user can make, should be
included into the lexicon.

Second, the choice of the lexicon should be intuitive. In
many cases, anad hoclexicon is chosen, often to maximize
the recognition. Ideally, the lexicon should contain signals
that users naturally make when interacting with the HCI sys-
tem. Note that, although this interaction is natural, the lack
of a clear interface might prove that it is also not intuitive
[Nijholt et al., 2004]. A preliminary investigation should be
conducted to see what these movements and sounds are, for
example by conducting Wizard of Oz experiments.

When dealing with attentive or pro-active systems, not only
the communicative actions are of importance. These systems
require to be aware of things as user state and intentions,
which generally can be deducted from behavior that is non-
communicative.

Integration of channels Human behavior is multi-modal in
nature. For example, humans use gestures and facial expres-
sions while speaking. Understanding of this behavior does
not only require recognition of the input of individual chan-
nels, but rather the recognition of the input as a whole. De-
spite considerable research effort in the field of multi-modal
fusion (see e.g. Oviatt [2003]), our knowledge about how hu-
mans combine different channels is still limited. When deal-
ing with multi-user systems, the problem is even harder since
also the group behavior needs to be understood. Furthermore,
due to the disappearing interfaces, the lack of explicit turn-
taking will cause users to employ many alternate sequences
of input, and requires HCI systems to be more flexible in han-
dling these in turn [Nielsen, 1993a].

Similar to the performance evaluation of single communi-
cation channels, the recognition of the fused channel informa-
tion need to be assessed. Integration of multiple channels can
lead to reduction of signal ambiguity, provided that the con-
text is known. Therefore, accurate assessment of the context
is needed.

Context awareness
It is often mentioned that human behavior is to be interpreted
in a given context. For example, a smile in a conversation
can be a sign of appreciation, whereas, during negotiation, it
can show disagreement. So for reliable interpretation of the
human behavior, it is important to be aware of the context of
the situation. Till date, there is no consensus of what context
is precisely, and how we should specify this [Van Bunningen
et al., 2005]. Without a good representation for context, de-
velopers are left to developad hocand limited schemes for
storing and manipulating this key information [Abowd and
Mynatt, 2000]. This is acceptable for small domains, but is
inappropriate for more complex applications.

Usually, the context is specified as the identity and location
of the users, and the characteristics and timing of the action
performed. Ideally, even the intentions of the user should also
be taken into account. This is particularly difficult since these

can not be measured. These components of context are re-
ferred to as the 5 W’s [Abowd and Mynatt, 2000; Panticet
al., 2006]: who, what, where, when, why. These basic com-
ponents are limited, and one might include the identity and
locations of all objects of interest, as well as the current goal
of the user. Also, the history of all environment changes and
user actions are considered important for reasoning about the
context.

It difficult to assess the right values for all these properties,
and context aware systems are likely to consider contexts dif-
ferently than users do. Intilleet al. [2003] observe that, for
smart homes (see Section 3.2), the user naturally considers
contexts that the system has not, and propose to use sugges-
tive systems, rather than pro-active ones.

Performance metrics
In contrast to Rengger [1991], as discussed in Section 4.2,
emerging HCI applications often do not have well-defined
tasks, which asks for novel measures. There are many factors
in HCI that have a substantial impact on the success of appli-
cations that are not easily quantified. Amongst them are user
experience [Thomas and Macredie, 2002], fun [Blytheet al.,
2003], ethical issues [Nardiet al., 1995], social relationships
[Grudin, 1988] and aesthetical issues [Alben, 1996]. For ex-
ample, for the Virtual dancer (see Section 3.3), it remains a
challenge to define proper measures to evaluate the interac-
tion. These critical parameters are also required in order to
compare similar applications [Newman, 1997].

Reference tasks
Whittakeret al. [2000] observed that many developed HCI
systems can be considered radical inventions. They do not
build further on established knowledge about user activities,
tasks and techniques but rather push the technology envelope
and invent new paradigms. Although we lack basic under-
standing of current users, tasks and technologies, the field
of HCI is encouraged to try out even more radical solutions,
without pausing to do the analysis and investigation required
to gain systematic understanding. The absence of shared task
or goal information makes it difficult to focus on research
problems, to compare research results and to determine when
a new solution is better, rather than different. This prevents
proper consolidation of knowledge.

When the users are not familiar with the task or goal the ap-
plication supports, users are likely to use the system in a dif-
ferent way. This makes evaluation of the fitness of the system
difficult. For example, interfaces that support creative think-
ing are designed for a specific task that is new to the users.
Without proper familiarization, these interfaces are less effec-
tive (see for example the Groupware example in Section 3.1).

Learnability
Given the increasing complexity of HCI systems, it is to be
expected that the time needed to learn to work with a system
grows along. Currently, evaluation of these systems focusses
on ‘snap shots’, but fail to focus on the learning [Petersenet
al., 2002]. Longitudinal studies that assess how the use of a
system develops from the first encounter are needed to gain
insight in what kind of barriers users encounter when using
the system, and how they solve these.
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Context of authentic use
HCI systems should be evaluated in a context as close as
possible to the context of authentic use [Abowd and Mynatt,
2000]. The context is often difficult to realize. Evaluating
HCI systems in laboratory settings is likely to cause unnatu-
ral behavior of the users.

Another drawback of using laboratory testing is that pa-
rameters can be controlled (background noise, lightning con-
ditions) that cannot be controlled in the context of authentic
use. As a consequence, there is a difference in how these
systems perform in reality.

As an example, the live-in laboratory PlaceLab [Intille,
2006] has been built to ensure that assumptions about behav-
ior in the lab correspond to behavior in more realistic (and
complex) situations in real smart homes.

5 Conclusion
New HCI systems are emerging that differ from traditional
single-user, task-based, physical-interface HCI systems. We
identify four trends: new sensing possibilities, a shift in ini-
tiative, diversifying physical interfaces, and a shift in applica-
tion purpose. Traditional evaluation practice does not suffice
for these new trends.

The use of more natural interaction forms poses problems
when the input is ambiguous, the communication lexicon is
potentially large, and when interpreting signals from multiple
communication channels, ambiguities might arise. Identify-
ing the context of use is important because interpretation of
input is often dependent on the context. For complex sys-
tems, sensing the context is increasingly difficult. Evaluation
of context aware systems is consequently difficult.

There is no consensus about appropriate performance met-
rics for emerging HCI systems. Task-specific measures are
useless for evaluation of task-less systems. Related to this is
the lack of common reference tasks. The ‘radical invention’
practice in the field of HCI prevents proper consolidation of
knowledge about application tasks and goals, and user activ-
ities. Therefore, it is difficult to compare HCI systems.

As HCI systems are becoming more complex, the learning
process of users is more and more important. This is currently
a neglected part of evaluation. The introduction of longitudi-
nal evaluation studies is needed to gain insight in the learning
mechanisms. A final practical issue is the lack of authentic
usage contexts. Many systems are only evaluated in a labora-
tory setting, instead in their projected context.

We summarized trends in HCI systems and pointed out
where problems appear. We discussed three examples of
complex HCI systems, and argued the need for appropriate
evaluation. With this paper, we aimed at achieving increased
awareness that evaluation too has to evolve to support the
emerging trends in HCI systems.
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Abstract

Supervised learning typically requires human ef-
fort to label a large number of training instances.
Active learning strives to decrease the number of
labeled training examples needed by actively en-
gaging the learner and the human in an interactive
process. Active learning has proven to be effec-
tive in many domains. With few training exam-
ples, past work has found that user prior knowl-
edge on the importance of features can guide the
learner to converge faster, that is, with lower la-
beling costs. In this paper we aim to understand
the kinds of problems for which such human in the
loop procedures are actually beneficial. In other
words we ask whether there are some problems
which significantly benefit from interactive learn-
ing and whether for some problems the user has
no choice but to engage in the tedious process of
labeling several examples. Towards this goal, we
define a set of four difficulty measures, 2 each of
instance and feature complexity, for linear classifi-
cation problems. These measures can efficiently be
computed for real world problems for which linear
classifiers are effective such as text classification.
We quantify the difficulty of 358 text classification
problems and 9 corpora using our measures, illus-
trating the spectrum of problems that exist in text
classification in addition to quantifying results that
have only been qualitatively discussed in the text
classification literature. We verify the intimate re-
lationship (a high positive correlation) between fea-
ture complexity and instance complexity using our
measures. We then use these measures to under-
stand when machine learning with a human in the
loop is likely to be useful.

1 Introduction
Many supervised learning problems require that a large
amount of data be labeled. Labeling data is a tedious and
costly process. A user who wants to train a personalized news
filter, or their own customized spam filter is probably willing
to invest some (but very little) time in training the system.In
this paper we investigate whether there are some problems for

which a human can guide the learner to an acceptable level of
accuracy equivalent to what would be obtained using several
randomly picked examples. If there exist such problems, then
we hypothesize that there need to move beyond the traditional
paradigm of instance based learning. We need a paradigm in
which the learner asks the human “big bang for the buck”
questions at each iteration. We want to bring forth for discus-
sion what these other learning paradigms may be and whether
there is any benefit to these alternate paradigms.

Active learning algorithms aim to intelligently choose in-
stances from a pool of unlabeled data for an expert to label,
with the hope of decreasing the number of labeled instances
as compared to the case when these instances are picked ran-
domly [Lewis and Catlett, 1994; Cohnet al., 1990]. Figure 1
shows the performance obtained as a function of the number
of training documents when the training documents are (a) ac-
tively and (b) randomly sampled. The active learner achieves
the best possible accuracy with about 1/10th the training ex-
amples that random sampling needs.
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In supervised learning human input is not just restricted
to labeling of examples. The human also picks a feature
representation for these examples. The feature set is of-
ten large consisting of many redundant and irrelevant fea-
tures and it is up to the learner to discern the good fea-
tures from the bad. If the feature set is huge, then a large
amount of training is needed for the learner to assign the
correct weights and focus on the important features. How-
ever, in many applications like text classification, users may
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have some knowledge of the usefulness of features, and there
has been increasing interest in harnessing user prior knowl-
edge on features to bootstrap learning especially when the
number of labeled examples are few[Raghavanet al., 2005;
Godboleet al., 2004].

This paper aims to study the kinds of problems for which
user feedback is likely to accelerate learning. We define a
set of difficulty measures in Section 3 based on the number
of instances and the number of features needed to achieve
the maximum accuracy. The instance complexity measure in-
tuitively captures the number of intelligently picked training
examples needed to achieve the maximum achievable accu-
racy. A problem for which training on a few instances is suf-
ficient to attain the maximum achievable accuracy is a low
instance complexity problem. More generally speaking, you
are more likely to see greater benefits from active learning
for low instance complexity problems. Analogous to instance
complexiy we define feature complexity which captures the
minimum number of intelligently picked features needed to
achieve the maximum achievable accuracy. A binary classifi-
cation problem that needs only a few attributes to completely
separate the positive class from the negative one is an exam-
ple of a low feature complexity problem. Again, generally
speaking, involving a user in intelligent feature selection is
likely to see more benefits for low feature complexity prob-
lems.

In Section 4 we benchmark several text classification cor-
pora for their difficulty (See Fig. 2). We find that our mea-
sures capture previously held beliefs about the difficulty of
various text classification problems (See Fig. 3)[Bekkerman
et al., 2001; Joachims, 1997]. However, past work has typi-
cally considered only the Reuters-21578 and 20 Newsgroups
corpora. By benchmarking 9 corpora and 358 problems, we
place these two corpora and their underlying problems in per-
spective with respect to a broad range of text categorization
problems.

The dual nature of complexity seems to imply that for
low complexity problems, an intelligently picked feature is
as good as an inteligently picked instance. We also know
that labeling features is much faster than labeling instances
and that users can pick the most predictive features fairly ac-
curately[Raghavanet al., 2005]. However, for more com-
plex problems feature selection may be much more difficult
for the user and instance feedback is the more reasonable
alternative. Hence, we think a tandem approach of asking
on instance feedback and feature feedback is most benefi-
cial: if the problem is of low complexity, a few features
that the user marks will quickly lead the classifier to con-
vergence; if the problem is of high complexity, the user
would not be able to recommend features but can provide
feedback on instances instead. In section 6 we try to un-
derstand the implications of the dual nature of complexity.
We simulate an active learning system that extends the tradi-
tional document feedback scenario to ask the users to mark
features feedback aka the system in[Godboleet al., 2004;
Raghavanet al., 2005]. We find that feature feedback accel-
erates active learning speed by an amount that is inversely
related to the feature complexity of the problem. For low
feature complexity problems, a few training documents com-

bined with feature feedback can give a big improvement in
speed. Many problems in text classification fall in the low to
medium range of complexity and stand to gain from such a
dual feedback (term feedback + document feedback) frame-
work.

Our main contributions are:

• Proposing efficient procedures for quantifying inherent
learning complexity in terms of instances as well as fea-
tures. We make novel use of selective sampling (ac-
tive learning) and feature ordering to achieve this. We
use our measures to measure the correlation between in-
stance complexity and feature complexity, highlighting
the dual nature of complexity: a learning problem re-
quiring a large number of instances to learn, requires
large number of features, and vice versa.

• Benchmarking several text classification corpora and
their underlying problems and using that to understand
when and why active learning or intelligent feature se-
lection are beneficial.

• Lastly, given the dual nature of complexity (from (1)) we
explore the kinds of problems for which feature feed-
back in conjunction with document feedback can help
an active learning algorithm converge faster than using
document feedback alone.

We would like to emphasize that we are not measuring the
degree of learnability of a categorization problem, i.e., we
are neither trying to predict nor measure the best achievable
performance, nor the complexity of the boundary between
classes. We are instead trying to measure how quickly an
active learner converges and obtaining insights into the un-
derlying causes. To this end we use our complexity measures
to characterize problems as easy or difficult for interactive
learning. Our measures are defined in such a way that it gives
greater emphasis to the early stage of learning, i.e., a problem
for which there is significant improvement in accuracy at the
early stage of learning gets a lower score (less complex) than
a problem that achieves the same improvement at a later stage
of learning.

We believe that our complexity measures and observations
are applicable to other high dimensional domains such as
Bioinformatics, NLP and vision where linear classifiers do
well [Golub and et al, 1999; Punyakanok and Roth, 2005;
Wu and Zhang, 2004]. Our measures can be used to select
problems and domains that are particularly difficult for ac-
tive learning research. We want to bring up questions about
when machine learning with a human in the loop is likely to
be useful. Often times what seems important information for
a human to learn a concept, may or may not be as important
for a learning algorithm. With these questions in mind we
explored the benefits of feature feedback as an aid to docu-
ment feedback for text classification. We then ask what other
types of feedback can users provide, and what is it that the
learner needs to know. We want to bridge the gap between
machine learning and HCI. For example, in this paper we see
a thorough examination of how and why a learner benefits
from feature feedback. Then given that feature feedback is
likely to be useful, the question remains as to how to ask the
human for feature feedback in a way that is of low cognitive
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load. These and other questions that we want to bring up for
discussion are highlighted in section 8.
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problem.

2 Data Sets
We consider 9 corpora and 358 binary classification problems
as shown in Table 1. Most tasks are classification into topic-
based categories, except for some tasks in two corpora: (1)
the Topic Detection and Tracking corpus that contains classes
based on events, for exampleHurricane GeorgeandHurri-
cane Mitchare separate classes; and (2) the British National
Corpus BNC corpus where the classes are based on genre.
For all data sets we used unigram features. For some of them
we further added n-grams of features if these n-grams im-
proved performance1.

Since we are studying convergence of a linear classifier,
we considered only those problems for which there is ample
training data to achieve an acceptable level of performance
(of above 75% F1). Given that we have class skews as small

1Preprocessed sparse matrices for the freely available datasets
are available athttp://url.hidden.for.review

as 0.003% for some of our problems, accuracy is not an ap-
propriate measure of effectiveness and hence we choseF1
[Lewis et al., 2004], the harmonic mean of precision and re-
call. The last column in Table 1 lists the average maximum
F1 obtained using a linear classifier and bag-of-word features
trained on 90% of the data and tested on the remaining.

3 Measures of complexity
We now describe 4 measures of complexity – 2 of instance
complexity and 2 of feature complexity. Consider a learning
algorithm which is supplied with the best possible training
examples available for a task in a corpus. If only a few of
these training instances are required for learning the taskto
high performance, we will say the task has low instance com-
plexity. If a large number are required, we will say the task
has high instance complexity. Our instantiation of these in-
stance complexity measures attempt to capture how many of
the best (most informative) instances for a given problem are
needed in order to achieve performance close to that of a lin-
ear classifier trained with all features and ample training ex-
amples. In computing the instance complexity we use active
learning methods which give us experimental upper bounds
on complexity i.e., the tightness of the bound is dependent on
the active learning method used.

Similarly, our feature complexity measures quantify how
many of the most informative features are needed to achieve
close to the maximum accuracy. Our feature complexity mea-
sures are also upper bounds on the true feature complexity,
where the tightness of the bound is dependent on the feature
selection method used.

3.1 Instance Complexity Measures
Active learning via selective sampling (e.g., [Lewis and
Catlett, 1994]) is a type of supervised learning where the
learner is actively engaged in choosing the most informative
examples for the expert to label, thereby lowering the manual
labeling effort on the part of the expert.

Given a classification algorithm and a binary classification
problem, there is some maximum achievable performance,
often under 100% in practice (Table 1). In measuring the
rate of learning we want to measure the minimum number
of training examples we need in order to achieve the best per-
formance for a given classifier. Note that simulating an oracle
for a task withM examples would require training the classi-
fier for every possible subset of training examples, that is,2M

times. Using an active learning algorithm gives us an upper
bound on the minimum number of examples needed for op-
timal accuracy, which requires training the classifierO(M)
times. How close this is to the true bound is dependent on the
effectiveness of the ordering of instances by the active learn-
ing algorithm.

Our active learning algorithm begins with 2 randomly se-
lected instances, one in the positive and one in the negative
class. The active learner learns a classifier based on this infor-
mation and then intelligently chooses the next instance from
a pool of unlabeled examples for the expert to label. The clas-
sifier is retrained and the process continues.

We measure the performance,F12t(active) of the classi-
fier after every2t iterations of active learning witht vary-
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Corpus Domain M (# instances) N (# features) # topics MaxF1
Reuters-21578 News-wire 9410 33378 10 0.874 (0.087)
Reuters-RCV1 News-wire 23149 47236 87 0.759(0.127)
Topic Detection Tracking(TDT) News-wire and broadcast 67111 85436 10 0.918(0.001)
British National Corpus News, journals etc. 2642 233288 15 0.774 (0.153)
Enron E-mail folders 1971 711815 8 0.887(0.082)
20 Newsgroups Newsgroup postings 19976 137728 20 0.851(0.007)
Industry Sector Corporate web-pages 9565 69297 104 0.909(0.04)
TechTC-100 ODP hierarchy 149 18073 100 0.972(0.026)
WebKB University websites 2101 28682 4 0.918(0.047)

Table 1: For all corpora except TechTC-100 there is a one one-versus-all binary classification problem. The TechTC-100 dataset
consists of a 100 binary classification problems with about 149 documents in each and an average of 18073 features in each.
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Figure 4:Learning curves for a single classifier on 3 problems.

ing as1, 2, ..., log2 M , whereM is the total number of in-
stances. We can measure active learning performance using
the area under this resulting performance curve. Such a per-
formance curve for three problems in the 20 Newsgroups data
set is shown in Figure 4. For the red and green curves, the
learner achieves the maximum attainable accuracy (0.70 F1)
after seeing 2048 (211) examples. However, the rate of con-
vergence of the green curve is initially higher than the red
curve. Now consider the blue learning curve in Figure 4. The
maximum accuracy achieved for this problem is much higher
(0.90 F1) than for the other two problems, though the rate of
active learning of the blue curve is more similar to the red
curve than the green one, which is indicated by the profiles or
shapes of the curves.

We measure theactive learning convergence profileas the
area under the normalized curve, given as:

pal =
∑log2M

t=2 F12t(active)
log2M × F1M (active)

(1)

The value ofpal ranges between 0 and 1 and is independent
of M , the total number of instances. Since performance is
measured at exponentially increasing intervals,pal implicitly
gives a higher score to problems that converge more rapidly
in the early stage of learning than later. Intuitively, a dif-
ference of 100s of instances (or features) is more significant
when two problems require 10s or 100s of instances each,
versus 1000s of instances. Similar to the Richter scale for
earthquakes2 of all our measures will be based on a logarith-
mic scale. Higherpal implies faster convergence. The green,

2An earthquake of magnitude 6 is significantly more intense than
one of magnitude 5

red and blue curves havepal values of 0.61, 0.45 and 0.55
respectively.

We now describe our first two measures of complexity:
1. Instance profile complexity, Ipc: This measure is sim-

ply the complement of the active learning convergence pro-
file, and is given asIpc = 1 − pal. The higher the value, the
more difficult or complex the problem. The active learning
curve and hence the value of speed obtained is subject to the
active learning algorithm and will be less than the ideal (the-
oretical best ordering of instances) case. Therefore,Ipc is an
upper bound on the true complexity.

2. Instance complexity, Ci: In the process of dividing by
log2M for speed(see Eq. 1) we lose information about the
total number of instances needed to reach the best possible
performance. Consequently this information is lost inIpc.
For example, two active learning performance curves might
look identical when normalized, but the actual number of in-
stances needed to achieve maximum performance is different.
We therefore defineCinst = Ipc ∗ i wherei is the logarithm
of the number of instances needed to achieve 95% of the best
performance.i is an upper bound on the true value obtained
had we known the ideal ordering.

3.2 Feature Complexity Measures
Our third and fourth measures attempt to capture the com-
plexity of the problem in terms of the number of features
needed to reach the best possible performance. We learn a
ranking of the features in the order of decreasing discrimina-
tive ability for a given classification problem by using a large
number of training documents and a feature selection crite-
rion like information gain. We consider the performance of
the classifier constructed usingn top ranking features. We
plot a feature learning curve by plotting performance at expo-
nentially increasing intervals ofn. The normalized area under
this feature learning curve,the feature learning convergence
profile, pfl is computed by dividing by the best performance
and the total number of features.

1. Feature profile complexity, Fpc: Feature profile com-
plexity (Fpc) is then defined asFpc = 1 − pfl. The computed
value ofFpc is limited by the accuracy of the feature selection
algorithm and is therefore an upper bound on the true feature
complexity.

2. Feature complexity, Cf : Similar toCi, we defineCf =
Fpc ∗ f , wheref is the logarithm of the number of features in
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the feature learning curve needed to achieve 95% of the best
performance.
3.3 Methods
The classifiers used in this paper are of the formf(X) =
w · X + b where,X is a vector of features representing an
instance,w is the vector of weights andb is a threshold. If
f(X) > 1, the instanceX is classified as positive, otherwise
it is classified as negative.

We used acommittee of perceptrons[Dasguptaet al.,
2005] for instance selection. We found a committee of 50
perceptrons to be effective and efficient.

We usedinformation gain , a standard feature selection
method that is computationally efficient[Branket al., 2002],
to compute feature complexity.

For a given training and test set, we sweep through all val-
ues ofb and use thatb for which theF1 is maximum, allowing
us to compute a tighter upper bound

We also experiment with SVM uncertainty sampling
[Lewis and Catlett, 1994] (SVMs are one of the most ef-
fective linear classifiers for text classification problems) for
instance selection andSVM LARS [Keerthi, 2005], a new
and effective forward selection technique for feature selec-
tion. However, both these algorithm have relatively high run-
ning time and we use it only in a limited way i.e., thepal and
pfl values are computed by plotting the learning curves only
up to1024 features and instances respectively.

SVM LARS ignores highly correlated features in its fea-
ture selection whereas information gain does not. Therefore,
the feature complexities computed by LARS may be more
representative of the true feature complexity than complexity
computed using information gain. Similarly uncertainty sam-
pling using SVMs has generally proven to be empirically bet-
ter than perceptron committees for instance selecion. There-
fore the SVM based methods may give us a slightly tighter
upper bound than perceptron and information gain, but the
latter techniques are computationally more efficient and will
give us a reasonable ranking of the problems and the difficulty
of domains.

4 Difficulty of Corpora
We now benchmark the 9 corpora introduced in Section 2 as
easy or difficult for active learning using our complexity mea-
sures. Table 2 shows the complexity of different data sets.
By all measures the Tech100 data set ranks as the easiest,
followed by WebKB and Reuters. BNC, Reuters-RCV1, 20
Newsgroups and the Industry sector corpora are difficult by
both our instance complexity and feature complexity mea-
sures. This is better illustrated in the chart in Figure 2.
This figure also indicates that instance complexity and fea-
ture complexity are highly correlated, which we will discuss
in detail in the next section. Most corpora have problems of
varying difficulty which is indicated by the standard deviation
of the scores in Table 2. Even though the BNC corpus is small
(less than 3k documents) it falls into the difficult end of the
spectrum implying that genre classification is more difficult
than subject based categorization.

The ranking of corpora usingFpc computed using SVM
with LARS and Perceptron with information gain are also

near identical as is illustrated by Figure 5 (We only show
a subset of the problems to illustrate this, due to the slow
running time of LARS). The ranking of individual problems
in these two corpora usingFpc computed using these two
methods also correlate fairly well (r=0.733). TheFpc scores
for individual problems in the Reuters-21578 and 20 News-
groups corpus using both methods are illustrated in Figure
3. Our results also support previous results that say that 20-
Newsgroups consists of problems that are more difficult than
Reuters-21578 and that problems likewheatare much easier
with lower feature complexity as compared toacq.
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Figure 5:Ranking using Fpc computed by two different meth-
ods results in a similar ranking of corpora.

The Tech100 data set is a result of the efforts of Davidov et
al [2004] to obtain a data set containing problems of varying
difficulty in terms of maximum performance achievable. Yet
we find all of the problems in this data set are of low complex-
ity i.e., a few well chosen examples or features are sufficient
to achieve the optimal accuracy.

The TDT corpus consists of English newswire docu-
ments (Eng News), the output of an automatic speech recog-
nizer system for English broadcast sources (Eng ASR), ma-
chine translated newswire sources (MT News) and broadcast
sources in Mandarin preprocessed through an ASR system
and a machine translation system (MT ASR). We measured
the difficulty of each of the subsections of this corpus. The
Cf values for event based categorization are shown in the sec-
ond column of Table 3.

The English sub-section of the corpus is easier than the ma-
chine translated one, which is more noisy. For example, topic
30036 isNobel Prizes Awarded. The feature complexity of
this problem in each subset is shown in the third column. The
most important words in English Newswire and English ASR
are (as expected)Nobel, prize, Saramago(person who won it)
etc, making classificaton in Eng-News relatively easy. How-
ever, in MT News and MT ASR the most important keywords
arepromises, Bell, prizeandaward. The wordNobelis con-
sistently translated topromises Bellin documents whose orig-
inal source isMandarin4. Names likeSaramagowhich are

3r is Pearson’s correlation coefficient, and r=1 denotes perfect
correlation

4Nobel is a 3 character word in Mandarin, the first of two of
which also correspond to the English wordpromisesand the third of
which corresponds to the English nameBell
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Corpus Instance Complexity Measures Feature Complexity Measures
Ipc i Ci Fpc f Cf

Tech100 0.04 (0.06) 3.24 (2.23) 0.20 (0.33) 0.07 (0.02) 1.89 (1.43) 0.14 (0.14)
WebKB 0.31 (0.13) 8.75 (0.50) 2.72 (1.04) 0.11 (0.04) 4.00 (2.16) 0.51 (0.47)

Reuters-21578 0.35 (0.13) 8.20 (1.03) 2.93 (1.24) 0.12 (0.07) 4.80 (2.04) 0.69 (0.56)
BNC 0.39 (0.16) 7.93 (1.91) 3.34 (1.73) 0.24 (0.11) 11.47 (3.83) 2.97 (1.60)
Enron 0.46 (0.09) 8.33 (0.87) 3.82 (0.94) 0.13 (0.06) 7.67 (4.42) 1.18 (0.70)
20NG 0.48 (0.04) 10.40 (0.68) 5.04 (0.71) 0.23 (0.08) 10.05 (1.39) 2.32 (0.95)
TDT3 0.48 (0.13) 9.30 (1.06) 4.55 (1.53) 0.20 (0.04) 6.50 (1.78) 1.34 (0.53)

Reuters-RCV1 0.53 (0.14) 10.67 (1.84) 5.81 (2.25) 0.23 (0.09) 7.69 (2.04) 1.81 (0.79)
Industry 0.59 (0.12) 10.34 (1.43) 6.20 (1.71) 0.29 (0.09) 5.97 (1.52) 1.77 (0.61)

Table 2: Difficulty measures for different corpora. Higher the value, more complex the problem. Values in brackets indicate std.
deviation. The complexity is computed using the perceptronalgorithm & uncertainty sampling & info. gain for feature se lection.

highly discriminatory are out of vocabulary in MT, making
the classification problem even harder. Additionally, a multi-
source setting (newswire, broadcast and multiple languages)
can be more difficult than considering each source alone, and
even the sum of each, as the vocabulary across sources differs
depending on the MT and ASR systems used.

Cf by class type
Subset of Events Nobel Subject Legal & Cri-

TDT3 Awarded -minal cases
Eng News 0.65 0.27 2.03 2.56
Eng ASR 0.95 0.14 2.02 2.78
MT News 1.38 3.25 2.12 2.61
MT ASR 1.22 3.48 1.50 2.03

Whole corpus 6.50 1.60 2.78 3.30

Table 3: Difficulty of the TDT corpus when broken down by
source and by category type.

So far we have considered categories based on events in
the TDT corpus; thereforeHurricane MitchandHurricane
Georgewere different categories. The TDT corpus is also
annotated by broader subjects likenatural disasters, elections
etc, the feature complexity of which is indicated in the fourth
column of Table 3. The fifth column shows theCf values for
an example topic -legal and criminal cases. The important
features for classifying by subject are words likecourt, law
etc., which do not suffer from as many MT and ASR errors
making the difficulty of subject based classification about the
same in each source type , and in the whole corpus (see the
4rth column of Table 3).

5 Correlation of Instance Complexity and
Feature Complexity

Figure 2 had illustrated that thatIpc andFpc of corpora com-
puted using perceptron and information gain are strongly cor-
related. The individual problems in the corpora are also
strongly correlated (r = 0.79 (p < 2.2e−16)). Additionallyf
andi are also strongly correlated (r = 0.613 (p < 2.2e−16))
and thereforeCi andCf are also strongly correlated (r =
0.682 (p < 2.2e−16)).

Ipc computed using SVM uncertainty sampling andFpc

computed using SVM LARS have very high correlation (r =

0.95), higher than the value obtained using perceptron and
information gain, probably because they have the same un-
derlying SVM learning and SVM LARS does a better job of
feature ordering for the SVM learner than information gain
does for perceptron.
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Figure 6: Correlation between Ipc and Fpc using SVM and
LARS. Correlation of instance complexity and feature complex-
ity is independent of methods used to compute the two.

We also experimented with random sampling for instance
selection. The Table below shows the correlation coefficients
for Ipc and Fpc for various combinations of classifiers, in-
stance selection mechanisms and feature selection mecha-
nisms for these 6 corpora.

classifier Feature Sel. Instance Sel. r

SVM LARS Uncertainty 0.95
SVM LARS Random 0.88

Perceptron Info. Gain Uncertainty 0.81
Perceptron Info. Gain Random 0.79

Good instance and feature complexity measures should
correlate well: a problem that requires a large number of in-
stances, must require finding the right mix of weights for a
relatively large number of features, and vice versa. We ob-
serve that our proposed measures satisfy this criterion.

6 When does interactive learning help?
In the previous section we saw that instance complexity and
feature complexity are two sides of the same coin – a problem
for which a few intelligently chosen instances can be used
to build a good classifier is also one for which a few good
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features are very good predictors of class membership. Ad-
ditionally, past work has shown that users can identify the
most relevant features with reasonable accuracy[Raghavanet
al., 2005]. The same work found that labeling features is
about 5 times faster than labeling documents. From these
results we hypothesize that coupling intelligent feature se-
lection with intelligent document selection should accelerate
active learning. Asking users to come up with features apri-
ori is quite difficult. Users found it difficult to determine the
relevance of a feature, without having seen any relevant docu-
ments very difficult. Hence an interleaved approach of asking
the users to mark relevant features in tandem with documents
that they label is probably cognitively easier. Additionally,
in some other work5 we found that native English speakers
could fairly easily point out machine translation errors ofthe
kind discussed earlier where “Nobel” was consistently erro-
neously translated as “promises bell”. That feedback signifi-
cantly improved system performance.

[Raghavanet al., 2005] built an active learning system for
simultaneous document and feature feedback and showed that
this dual feedback mechanism results in a much faster learn-
ing rate than traditional uncertainty sampling using a support
vector machine as described in Section 3. In their InterAc-
tive Feature Selection algorithm, each time a document was
picked by uncertainty sampling, the user was also asked to
label 10 features. These features were obtained by ranking
the features by their information gain scores on the current
labeled set, where the labels asked on features wererelevant
(is the feature a discriminatory) ornon-relevant/don’t know.
The labeled features were incorporated into the learning by
scaling the value of that feature in all the instances. User
feature feedback was simulated using anoracle, the details of
which can be found in our paper. They found that actual users
could emulate the oracle to an extent that resulted in as much
improvement as can be achieved using the oracle.

Corpus Cf speed
Doc. f/b Doc + term f/b

Tech100 0.14 0.556 0.900
WebKB 0.51 0.372 0.714
Reuters-21578 0.69 0.521 0.634
Enron 1.18 0.361 0.651
TDT3 1.34 0.244 0.296
Industry 1.77 0.109 0.226
RCV1 1.81 0.175 0.212
Newsgroups 2.32 0.187 0.356
BNC 2.97 0.322 0.411
Micro-average 1.37 0.280 0.444

Table 4: pal of active learning with dual feedback. No.s in
bold indicate statistically significant improvements computed
using a two-tailed t-test at the 95% confidence interval

We measured speed of convergence of traditional uncer-
tainty sampling (document feedback only) and that of the In-
terActive Feature selection system (document + term feed-
back) using the measurepal. pal is similar to the deficiency
metric used in their paper and it measures the rate of conver-
gence of active learning to its maximum achievable accuracy.

5which we will cite later for reasons of preserving anonymity

The values ofpal for both systems for all corpora are shown
in Table 4. The two systems correspond to the “Act” and the
“Oracle” systems in Figure 4 in their paper. To emphasize
the early stage of learning like in that work, we computedpal

using only upto 50 labeled examples. In computing speed,
we used the average F1 scores obtained after 30 different ran-
dom initializations of the two initial training documents (one
positive and one negative).

As per previous results, thepal of document+term feed-
back is significantly higher than the speed of document feed-
back alone. We now explore the problems for which such a
dual framework results in increased speed by plotting the dif-
ference inpal versus feature complexity (Cf ) (Figure 7). The
improvement in speed due to the incorporation of term feed-
back in addition to document feedback is inversely related to
feature complexity as seen in Figure 7 (r =-0.65). Table 4
shows a corpus-wise breakdown of the speed of active learn-
ing with and without feature feedback.pal is improved by
about 57% (last line of Table 4) on average.

The faculty class in WebKB shows significant improve-
ment in speed(see Figure 7). For this problem, the keywords
facultyandprofessorare sufficient to obtain 93% of the max-
imum achievable accuracy (90.05% F1). Both these terms
appear for feature feedback within the first 5 iterations in all
30 trials. Similarly, for the Enron corpus, one of the folders
is almost completely classified by the sender of the e-mail,
Wilson Shona(there are some other folders that contain some
e-mails byWilson Shona). The algorithm recommends his e-
mail id for feedback in the early iterations, resulting in signif-
icant improvements in performance. Themiscellaneouscat-
egory in the BNC corpus does not gain from term feedback
whereasarts/cultural materialdoes, because of discrimina-
tory keywords likeopera, actor, theateretc in the latter cate-
gory that when marked relevant improve performance signif-
icantly. There are a couple of outliers like the RCV1 category
reservesfor which speed decreases by a large amount when
term feedback is included. This may be because a fixed scal-
ing factor of 10 for the selected features is used in the algo-
rithm, which may not be appropriate for every problem. An
interesting question is whether there are more robust methods
for asking and taking feature feedback into account.

Using information gain has the drawback that highly corre-
lated features get recommended for feedback, which tend not
to add as much value. E.g., in theWilson Shonacategory there
are many correlated features corresponding to the header and
signature of the sender. A forward selection algorithm such
as LARS may be better for feature selection.

7 Related Work
In learning theory there has been work in determining the
number of instances or queries needed to learn a concept,
though the focus has often been on random samples and
asymptotics[Angluin, 1992]. There have been studies on
the relation between the number of features and the number
of instances needed for learning (see e.g.,[Hughes, 1968]),
but they have assumed random samples and low dimensional
spaces. Furthermore, we are concerned with computing em-
pirical difficulty of actual problems. The classic “curse ofdi-
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Figure 7: Difference in speed of Doc feedback and Doc+Term
feedback as a function ofCf

mensionality” informally states that the higher the dimension
of the problem, the harder the problem. However, our work
goes after the inherent complexity of the problem. A large
dimensional learning problem may be easy if only few fea-
tures are required for learning it. We show here that actively
picked examples reveal the complexity better, and we relate
this to measures of feature complexity as well. Note that cap-
turing the exact underlying complexity relates to maximum
compression of a given string and is intractable. Thus the sub-
ject of this paper is exploring the utility of our approximate
measures, which depends on the learning algorithm used as
well as our chosen instance and feature selection techniques
(and we report on some comparisons).

Ho and Basu[2002] defined a set of measures that cap-
tured the complexity of the geometry of the boundary for a
few artificial and real binary classification problems of low
dimensionality. In comparison, our work is in the domain
of text classification, where a linear hyperplane is often ef-
fective making the geometry of the boundary less of an is-
sue. For other domains where active learning is used[Tong
and Chang, 2001] but where the classifier is not linear it is
less clear whether our complexity measures can directly be
used and we would be interested in exploring this question
in the future. The difficulty in domains like text is that large
amounts of training data may be needed in order to find the
optimal hyperplane. Davidov et al[2004] developed a bench-
mark data set consisting of 100 text-classification problems
with varying difficulty (accuracy ranging from 0.6 to 0.92).
They also developed measures for predicting the difficulty of
a problem, but this was in terms of its accuracy. Instead our
focus is in understanding how many features or examples are
needed to achieve the maximum accuracy.

Blum and Langley[1997] provide a good starting point to
our work. They discuss the problem of selecting relevant ex-
amples and relevant features as two ways of gathering rele-
vant information in a data set. They suggest using relevance
as a measure of complexity. Their work is however theoret-
ical and it is not clear how their measures may be used to
quantify complexity for real world problems. They conclude
their paper by stating the followingempirical challenge: “...

feature selection and example selection are tasks that seemto
be intimately related and we need more studies designed to
help understand and quantify this relationship. Much of the
empirical work on example selection has dealt with low di-
mensional spaces, yet this approach clearly holds even greater
potential for domains involving many irrelevant features.”

In this paper, we define a set of feature and instance com-
plexity measures that can be used to quantify the difficulty
of real world problems. We study the relationship between
the measures in text classification, a domain with many irrel-
evant features. We find that instance complexity and feature
complexity are highly positively correlated in Section 5, fur-
ther corroborating the fact that our proposed measures indeed
capture (approximate) the inherent feature and instance com-
plexity of a problem.

There has been an increasing interest in techniques that
use feature prior knowledge in addition to document labels
in active learning and semisupervised settings[Dayanik et
al., 2006; Raghavanet al., 2005; Wu and Srihari, 2004;
Schapireet al., 2002]. We have used our difficulty measures
to better understand situations when such methods might
work specially well. We have found that feature feedback
accelerates active learning by an amount that is inversely re-
lated to the feature complexity of the problem. For low to mid
range feature complexity problems, a few training documents
combined with feature feedback can give a big improvement
in accuracy with little labeled data. Many problems in our 9
corpora fall in a low to medium (0 < Cf < 2) range of com-
plexity and stand to gain from such a dual feedback frame-
work, automated email foldering being one such domain. Fu-
ture work includes using these or similar measures to explain
other observations, such as when other semi-supervised tech-
niques may work well, as well as exploring methods for pre-
dicting the expected difficulty of a learning problem at the
beginning stages of training (when few labeled data is avail-
able). This can inform the subsequent learning strategy taken.

8 Discussion for the Workshop

In this paper we systematically determined that text classi-
fication is a domain where a human in the loop is likely
to accelerate learning. One is to use complexity measures
to determine what other domains can benefit from interac-
tive learning techniques. We also want to explore classifi-
cation techniques that go beyond the instance based learning
paradigm. We only touched the surface in breaking free from
that paradigm by suggesting that learning can involve feed-
back on features. However, we thoroughly examined why
feature feedback works and as a next step we want to deter-
mine how best to solicit feature feedback from users to ac-
celerate learning, for example, the role of context in a users
ability to determine useful features. We also wonder what
other types of feedback humans may be able to provide –
feedback on clusters perhaps? Are there corresponding no-
tions of complexity, as in are there clusters for which if the
learner knew some information about, learning would be ac-
celerated? We ask how best to translate what the learner needs
to know into a low cognitive load question for the human to
answer. Conversely, from an HCI point of view certain pieces
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of information provided by a user seem like likely candidates
for accelerating learning. But can classifiers built using cur-
rent techniques absorb this information in a way that will ac-
tually enhance performance? Our ultimate goal is to design
classifiers that can learn and adapt quickly with some feed-
back from users. We would like to bring up questions that
sit at the bridge of machine learning and Human Computer
Interaction at the workshop.

References
[Angluin, 1992] D. Angluin. Computational learning theory: sur-

vey and selected bibliography. InSTOC, 1992.

[Bekkermanet al., 2001] Ron Bekkerman, Ran El-Yaniv, Yoad
Winter, and Naftali Tishby. On feature distributional clustering
for text categorization. InSIGIR, 2001.

[Blum and Langley, 1997] A. Blum and P. Langley. Selection of
relevant features and examples in machine learning.Artificial
Intelligence, 97(1-2):245–271, 1997.

[Branket al., 2002] J. Brank, M Grobelnik, N Milic-Frayling, and
D Mladenic. Feature selection using linear support vector ma-
chines. Technical report, Microsoft Research, 2002.

[Cohnet al., 1990] D. Cohn, L.E. Atlas, and R. E. Ladner. Train-
ing connectionist networks with queries and selective sampling.
NIPS, 1990.

[Dasguptaet al., 2005] Sanjoy Dasgupta, Adam Tauman Kalai, and
Claire Monteleoni. Analysis of perceptron-based active learning.
In COLT, 2005.

[Davidovet al., 2004] D. Davidov, E. Gabrilovich, and
S. Markovitch. Parameterized generation of labeled datasets for
TC based on a hierarchical directory. InSIGIR, 2004.

[Dayaniket al., 2006] A. Dayanik, D. D. Lewis, D. Madigan,
V. Menkov, and A. Genkin. Constructing informative prior dis-
tributions from domain knowledge in TC. InSIGIR, 2006.

[Godboleet al., 2004] S Godbole, A Harpale, S Sarawagi, and S
Chakrabarti. Document classification through interactivesuper-
vision of document and term labels. InPKDD 04, pages 185–196,
2004.

[Golub and et al, 1999] T. Golub and D. Slonim et al. Molecular
classification of. cancer: Class discovery and. class prediction
by gene expression and monitoring.Science, 286(15):531–537,
1999.

[Ho and Basu, 2002] T. K. Ho and M. Basu. Complexity measures
of supervised classification problems.IEEE Trans. Pattern Anal.
Mach. Intell., 24(3):289–300, 2002.

[Hughes, 1968] G. F Hughes. On the mean accuracy of statisti-
cal pattern recognizers.IEEE Trans. on Info. Theory, 14:55–63,
1968.

[Joachims, 1997] Thorsten Joachims. A probabilistic analysis of
the Rocchio algorithm with TFIDF for TC. InICML, 1997.

[Keerthi, 2005] S. Keerthi. Generalized LARS as an effective fea-
ture selection tool for TC with SVMs. InICML, 2005.

[Lewis and Catlett, 1994] D. D. Lewis and J. Catlett. Heteroge-
neous uncertainty sampling for supervised learning. InICML,
1994.

[Lewiset al., 2004] D. D. Lewis, Y. Yang, T. G. Rose, and F. Li.
Rcv1: A new benchmark collection for text categorization re-
search.JMLR, 5:361–397, 2004.

[Punyakanok and Roth, 2005] V. Punyakanok and D. Roth. Infer-
ence with classifiers: The phrase identification problem.Compu-
tational Linguistics, 2005. to appear.

[Raghavanet al., 2005] H. Raghavan, O. Madani, and R. Jones. In-
teractive feature selection. InIJCAI 05, 2005.

[Schapireet al., 2002] R. Schapire, M. Rochery, M. Rahim, and
N. Gupta. Incorporating prior knowledge into boosting. InICML,
2002.

[Tong and Chang, 2001] Simon Tong and Edward Chang. Support
vector machine active learning for image retrieval. InMULTI-
MEDIA ’01: Proceedings of the ninth ACM international confer-
ence on Multimedia, pages 107–118, New York, NY, USA, 2001.
ACM Press.

[Wu and Srihari, 2004] X. Wu and R. Srihari. Incorporating prior
knowledge with weighted margin support vector machines. In
Proceedings of KDD, 2004.

[Wu and Zhang, 2004] Yimin Wu and Aidong Zhang. Feature se-
lection for classifying high-dimensional numerical data.In CVPR
(2), pages 251–258, 2004.

105



 

106



Abstract 
Educational technology innovations play a 
major role in engaging students to perform 
online educational tasks, across individual, in-
stitutional, and national boundaries. This re-
search advances this conception of engage-
ment by capturing and disseminating online 
learning experiences of students in an effort to 
intrinsically motivate them to share their best 
practices in learning. Students are encouraged 
to record and share their learning experiences 
using our ontology-oriented theory-centric 
software tool. In doing so, students not only 
observe the products of their learning but also 
the process of how they learnt. These unique 
and computationally formal recordings of 
learning experiences not only allow educators 
to observe how learners learn, but also pro-
vide opportunities for learners to reflect on 
their understanding of meta-cognitive proc-
esses that they employed or neglected in their 
learning. Further, these recordings feed our 
software system to autonomously analyse stu-
dents’ learning behaviour and to actively 
promote self- and co-regulation among learn-
ers. This paper presents the need for such a 
system, the architecture of the system, and 
concludes with key experimental observations 
from the prototypes and future exploration 
possibilities. 

1 Introduction 
Research is ongoing in a number of frontiers to under-
stand how learning infrastructure, cognitive tools, and 
social experiences sustain learning.  Over the last two 
decades, a number of technological solutions have 
been employed in online learning environments. Com-
puter-Aided Instruction (CAI) brought the content of 
learning to an interactive electronic format. Computer-
Mediated Communication (CMC) techniques enhanced 
human-computer interaction between the educational 

system and the learners. Computer-Supported Collabo-
rative Learning (CSCL) and Computer-Supported Co-
operative Work (CSCW) explored the social nature of 
learning. Intelligent Tutoring Systems (ITS) enabled 
educational systems to deliver informed and pedagogi-
cally sound instructions. Courseware Management 
Systems (CMS) offered features aimed at optimal 
online delivery of courses. In general, from a student’s 
perspective, these systems facilitate him/her to engage 
in different types of learning interactions leading to 
different types of learning experiences. The difference 
between ‘learning interaction’ and ‘learning experi-
ence’ will be discussed below. 
 Many online learning environments allow learners to 
record their learning interactions. Interactions are task 
specific and they include encoded online/offline dis-
cussions, user manipulations within software applica-
tions, video recordings, eye-tracking, and so on. For 
instance, IHelp [Brooks et al., 2006] explicitly asks 
permission from students to record their collaborative 
interactions with other students, while gStudy [Winne 
et al., 2005] implicitly records trainee interactions with 
a troubleshooting system. Many online environments 
are capable of recording learner interactions so that 
researchers can recode these interactions, interpret se-
quences of interactions, analyse characteristics of in-
terpretations, and offer explanations as to plausible 
reasons that motivated these patterns of interactions. 
For example, gChat [Winne et al., 2005] records inter-
actions when learners are engaged in specific collabo-
ration tasks.  
 In most of these online environments, interactions 
are recorded primarily for the consumption of re-
searchers. That is, the job of the online environment is 
exactly like that of a video camera – to record data, and 
leave the processing of the recorded data to research-
ers. Researchers identify a set of tags to encode the 
interactions with. For instance, a group of utterances 
spoken by an online helper could be tagged as “helper 
provides clues”. Normally, researchers map these tags, 
posthoc, offline, onto observed interactions.  
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 Alternatively, researchers identify tags up front and 
embed the tags into the online system. In such systems, 
online interactions can be tagged as and when they 
happen. However, such real-time tagging tends to be 
limiting in the sense that, in most cases, it is difficult to 
envision and track all possible combinations of interac-
tion sequences of learners. That is, some sequences of 
observed interactions may not belong to any of the 
predefined tags and hence require new tags.  
 In many cases, researchers independently hand-code 
these tags offline, to compensate for what the system 
could not automatically tag, as well as to provide unbi-
ased, third-party confirmation for the encoding.  
 Moreover, it is quite impractical to record learner 
interactions at microscopic levels of granularity. For 
example, in gStudy [Winne et al., 2005], learner inter-
actions are recorded at the level of macroscopic events 
(such as, highlighting a sentence, linking a word with a 
video clip, and so on) rather than at the level of key-
strokes and pixel-capture of mouse movements. Still, 
automatic tagging is becoming popular among re-
searchers who prefer to run tightly-controlled real-time 
experiments using rather powerful computers for par-
ticipants to interact with.  
 Another generation of online learning environments 
offer to open-up recorded interactions to students so 
that students themselves can inspect [Collins et al., 
1997] their interactions with the system. Students may 
open-up these interactions for the inspection of their 
colleagues. Many inspectable systems presented inter-
actions without exposing the tags while a few systems 
attempted to even reveal tags along with their associ-
ated interactions to students in a visualisable format 
[Zapata-Riviera, 1999].   
 Yet another generation of online learning environ-
ments attempt to dynamically track learner interac-
tions, dynamically encode interactions, dynamically 
interpret sequences of encoded interactions, and dy-
namically offer explanations and feedback (as in MI-
EDNA [Shakya, 2005] and EPSILON [Soller, 2004]). 
Human-Computer Interactions Institute1 at Carnagie 
Mellon University is a front-runner in the design and 
development of such model-tracing systems. However, 
all these dynamisms are constrained to work only 
within well-defined task domains. That is, the interpre-
tation of a sequence of learner interactions in one sys-
tem could be very different from an interpretation of 
the same set of interactions by another system, assum-
ing first of all that both systems have valid 1-to-1 map-
pings for each other’s tags. LORNET2  attempts to 
overcome such interoperability issues in mapping tags 
across learning objects and systems.  
 Scalability of tag-encoding mechanism is one of the 
key challenges of the Semantic Web community. To 

                                                 
1 http://www.hcii.cmu.edu/ 
2 http://www.lornet.org/  

scale the tag encoding mechanism one can resort to 
ontologies. Ontology provides a common and formal 
interpretation of the vocabulary. The primary goal of 
these scalability efforts is to capture learning interac-
tions and interpret learning interactions in a consum-
mate machine shareable form. That is, learning interac-
tions and their interpretations are made intelligible not 
only to humans (researchers and students) but also to 
software systems. 
 We are currently working on a novel approach to 
online learning that captures what we call machine-
shareable learner experience (MSLE).  

2 Shareable Learning Experience 
So far, our discussion revolved mostly around learning 
interactions. We will now introduce the notion of Ma-
chine Shareable Learning Experiences. 
 In online learning, interactions of a student can be 
defined as his/her observed actions3 within the scope of 
a well-defined task. For example, the following se-
quence of actions of a student, {‘browse to end of 
page’, ‘highlight phrase’, ‘search for phrase’, ‘seek 
help’, ‘search for phrase’, ‘failed link’, ‘seek help’, 
‘failed link’, ‘search for phrase’, and ‘linked phrases’}, 
forms a sample interaction, with respect to the task of 
‘summarising’.  
 Learning experiences, on the other hand, can be de-
fined as formal recordings of learning processes and 
learning products of learners, within the scope of a 
well-defined learning task. A machine shareable learn-
ing experience encases five components. First, it con-
tains ontologised observed interactions. Second, it con-
tains ontologised representation of the environment in 
which learning happened. Third, it contains ontolo-
gised learning strategies reflected on by the student and 
peers. Fourth, it contains ontologised formal reviews of 
learning products and learning processes by the in-
structor. Fifth, it contains ontologised mixed-initiative 
review of learning products and processes by the the-
ory-centric software system.   

2.1 Ontologising Interactions 
In a simplified sense, ontology provides an extendable 
and shareable framework to capture a common vocabu-
lary, common enough for both humans and machines 
to have the same interpretation of an encoding. Ontol-
ogy includes machine-interpretable definitions of basic 
concepts in the domain and the relations that exist 
among them [Murray, 1999]. The power of ontologies 
rests with the ability to represent knowledge explicitly 
(as concepts, properties, and constraints); to encode 
semantics (as relations, meta-data, and inference); and 
to allow for a shared understanding of the represented 
formal knowledge within and in-between humans and 

                                                 
3 Both online actions and encoded offline actions 
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the machines. Ontology is a powerful representation 
scheme that can describe and model a vast range of 
complex systems using concepts and relations. Ontol-
ogy has been extensively employed in the domain of 
online learning environments in the past decade. The 
uses of ontology for course authoring, knowledge en-
gineering, and domain instantiation have been some of 
the popular areas of research [Aroyo, 2002].  
 For example, the ontology of Zimmerman’s SRL 
model [Shakya, 2005; Zimmerman, 2002] comprises of 
three top-level concepts – forethought, performance, 
and self-reflection. A number of properties are associ-
ated with these concepts, properties such as ‘hasGoal’, 
‘hasMotivation’, ‘hasPlannedStages’, ‘hasStrate-
gicPlan’, and so on. The forethought phase has a sub-
concept called optimal-initial-phase that inherits some 
of the properties of the parent, forethought. Impor-
tantly, optimal-initial-phase also defines “necessary & 
sufficient” conditions so that a sequence of interactions 
can be classified and instantiated under optimal-initial-
phase. That is, by computing the “necessary & suffi-
cient” conditions, one can assert whether a student has 
successfully undergone the optimal-initial-phase. For 
instance, the “necessary & sufficient” conditions for 
optimal-initial-phase are ‘hasGoal=True’, ‘hasMotiva-
tion=True’, and ‘hasStrategicPlan=True’. Learner in-
teractions can be parsed and analysed to deduce 
whether a student has set himself/herself a goal to pur-
sue, whether he/she indicated to have enough motiva-
tion to achieve the goal, and whether he/she has speci-
fied a strategic plan to define the process that leads to 
the goal. Thus, by enabling the system to formally in-
terpret interactions in terms of ontological components 
of SRL, one can contend that the notion of SRL is in-
telligible to the system.  
 The ontological representation of observed interac-
tions refers to instantiation of the observed interaction 
data into an ontological form. Manual instantiation is 
tedious, cumbersome, and error-prone. Alternatively, 
observed interactions (aka, trace data), preferably re-
corded in XML format, can be automatically or semi-
automatically instantiated. For example, MI-EDNA 
meta-tags lesson contents of ‘Java Programming’ in a 
semi-automatic manner using DocBook4 and instanti-
ates the content ontology using XSLT style sheets. On 
the other hand, learner interactions were logged in an 
XML file at real-time, and in parallel, were directly fed 
into the ontology instantiator [Shakya, 2005].  
 Once ontologised, the encoded interactions are 
shareable with other humans as well as with other sys-
tems. That is, if we share Zimmerman’s SRL ontology 
with a fellow researcher, we can expect that researcher 
to precisely understand how we recognize phase-
specific activities from learner interactions. Similarly, 
if we share the instantiated ontology with another onto-

                                                 
4 www.docbook.org 

logical system, we can be assured that that system will 
interpret sequences in exactly the same way our system 
would. Thus, ontological representation enables share-
ability of learning experiences while preserving the 
underlying semantics. 

2.2 Ontologising Learning Environment 
The environment of learning refers to a mapping5 be-
tween a) what has been learnt with respect to the on-
tologised model of SRL and b) the software/hardware 
set up in which learning happened. For example, if a 
student learnt to program in Java, the IDE (Integrated 
Development Environment), task model, concept map, 
applicable programming strategies, and other relevant 
Java programming resources form the soft-
ware/hardware setup [Rao et al., 2006]. The task model 
includes expected and observed activity sequences of 
students, at task level. The concept map is a collection 
of concepts associated with the task and undirected 
links of informal relations among the concepts. Pro-
gramming strategies, among others, include coding 
conventions, code engineering practices, and debug-
ging styles of programmers. Rao et al., outline the de-
sign of a Programming Style ontology that present 
concepts associated with programming (e.g., comment-
ing, debugging, compiling, and coding), relations 
among these concepts (e.g., ‘less number of compiles’, 
‘coding speed’), and constraints on concepts and rela-
tions.  
 The definition of the environment purposefully ex-
cludes information pertaining to students, instructors, 
peers, and the theory-centric mixed-initiative system, 
which are complex enough to warrant their own indi-
vidual components.  

2.3 Ontologising Strategy Reviews by Learner 
The learning strategies reviewed/reflected on by a stu-
dent refers to a mapping between a) what has been 
learnt with respect to the ontologised model of SRL, b) 
associated/observed metacognitive activity sequences, 
and c) explicit commentaries from students that explain 
theory-specific and content-specific linkages between 
what has been learnt and the sequences. The types of 
information recorded by this component comprise of 
students’ comments on 1) abstraction of sequences to 
strategies, 2) strategies missed out by students, 3) iden-
tification of popular strategies among groups of stu-
dents, 4) mapping between strategies, learning objec-
tives, and grades/performance, and 5) mapping be-
tween strategies and students’ background knowledge. 
Students’ background knowledge is simply a learner 

                                                 
5 Throughout this paper, the term mapping indicates establish-

ment of either a generic relation (e.g., a datatype property in an on-
tology created using Protégé) or a causal relation (e.g., a directed 
probabilistic relation in a Bayesian Belief Network created using 
JavaBayes), or both, between two entities. 

109



model, conceived to be an inspectable computational 
model of students’ task knowledge, cognitive load ca-
pacity, current workload, motivational estimates, learn-
ing habits, and inclination to collaborate. The learner 
model is designed to be an ontology, thus imposing an 
ontological representation of student reviews as well. 

2.3 Ontologising Instructor Review 
A formal review of products and processes of student 
learning by the instructor addresses a mapping between 
a) what has been learnt with respect to the ontologised 
model of SRL, b) the associated/observed metacogni-
tive activity sequences of students, and c) instructor 
commentaries on theory-specific and content-specific 
linkages between what has been learnt and the se-
quences.  

2.4 Ontologising System Review 
A mixed-initiative review of products and processes of 
student learning by the theory-centric software system, 
not so surprisingly, is very similar to that of the in-
structor review. The key difference, however, is that 
the software system performs its review in a self-
sufficient manner, preferably in consultation with the 
instructor (aka, human-in-the-loop) when the consulta-
tion is necessary in its computational decision-making 
process.  

2.5 Summary 
The raw recording of a learning session, its ontologised 
learning environment, an ontologised review/reflection 
by the student(s), a formal review by the instructor(s), 
and a mixed-initiative review by the software system, 
all put together, create a consummate shareable learn-
ing experience. It is consummate on account of 
• a semantics-preserving transformation of raw stu-

dent-system interactions (of a single learning 
session) to ontology and/or causal network 

• a portfolio of overlapping reviews by student, in-
structor, and the software system 

• a grounding of mappings in self-regulation 
• an inspectable ontology of the learner model 
• a mixed-initiative software system that reactively 

and proactively preserves and shares the re-
corded learning experience for the consumption 
of humans and other software systems 

Having set forth the conceptual foundation, the next 
section describes the architecture of the system. 

3 The Architecture 
The implementation efforts of this research have been 
funded by two projects – Learning Kit6 and LORNET7. 
The Learning Kit project is designed to support stu-
dents in reflecting their self-regulated learning (SRL) 
strategies. It aims to develop a study tool called 
gStudy, which is a cross-platform software tool for 
researching the underlying processes of learning – im-
portantly in reading, writing, collaboration, and pro-
gramming. gStudy allows learner interactions to be 
captured and analyzed to recognize tactics and strate-
gies employed by students during their learning proc-
ess to reach their learning objectives [9].  
 Our system, named MII↔RA, has been developed 
as an extension to gStudy [Winne, 2005] to systemati-
cally capture semantically-rich learning experiences.  
For example, MII↔RA captures real-time learner in-
teractions when students are engaged in reading activi-
ties from within gStudy. The raw data consists of inter-
actions including browsing, highlighting, compiling 
code, text chatting, indexing, concept mapping, note 
taking, reviewing, collaborating, and so on. Similarly, 
interactions of programmers in an IDE [Rao et al., 
2006] or interactions of students engaged in a writing 
assignment can also be captured at real-time and re-
corded.  
 Further, raw data from other applications that stu-
dents use can also be processed offline. Presently, we 
are importing data from two additional applications – 
one, a student ePortfolio application, and the other, an 
online collaboration application. This section describes 
the design of the system in terms of the technical, the 
functional, and the mixed-initiative architectures.  

3.1 Technical Architecture 
The technical design of the system consists of four 
main components: the underlying ontology, the ontol-
ogy instantiator, the inference engine, and the inter-
face. The technical architecture of the system is pre-
sented in Figure 1. 
 These raw interaction data observed in the system 
are instantiated/recorded in domain-specific ontologies.  
 Presently, the system contains 5 ontologies – con-
tent, interaction, learner, time, and strategies. These 
ontologies, put together, serve as the connector for the 
rest of the modules in the architecture, as an area of 
information exchange for the other three components. 
 Further, the ontologies also coordinate the actions 
arising from the other three components. 
The raw data instantiation into the ontological structure 
can be fully- or semi-automated; that is, the instances 

                                                 
6 http://www.learningkit.sfu.ca 
7 http://www.lornet.org 
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can either populate the ontology without any human 
intervention or with minimal human manipulation. 
Presently, the system employs fully-automated instan-
tiation to transfer raw data from real-time learner inter-
actions into the ontologies. The learner interaction 
data, observed from within gStudy, is first captured in 
an XML format. An XML parser is then used to 
browse the XMLized data and create the corresponding 
ontology instances in OWL format. The XML parser 
instantiates ontology concepts and establishes ontology 
relations between instances that have just been created 
in the ontology based on the constraints and the restric-
tions predefined in the ontology.  
 

 
Figure 1 : Technical Architecture 

 
  The system, at present, uses three types of infer-
ence engines: one based on Description Logic, the sec-
ond on Production Rules, and the third on Bayesian. 
The inference engines provide a gateway for the sys-
tem to reason with the ontological knowledge.  
 The ontological knowledge contains the interaction 
data of students and patterns of SRL. In addition, the 
ontological knowledge also contains rules that interpret 
patterns in learner interactions. Further, the ontology is 
translated into a Bayesian Belief Network to exact 
probabilistic inferences.  
 Presently, MII↔RA uses the instantiated learner 
interaction to recognize patterns of tactics and strate-
gies enacted by the learners. The production rules 
match tactics and strategies to specific phases and vari-
ables of the SRL model [Shakya, 2005].  
 The interface of the system enables students to query 
the system and extract information about their learning 
styles and their learning patterns, particularly in com-
parison with the styles and patterns of their classmates.  

3.2 Functional Architecture 
The functional architecture of the system describes the 
flow of information across the components within the 
system. The driving force behind the system’s func-
tionality is the theory of SRL.  

 Students evolve their learning strategies, mostly 
without being conscious about it, as they progress 
through their learning process. We contend that tech-
nology in educational applications can enhance how 
effectively learners interact with learning environments 
based on guidelines provided by theories of Educa-
tional Psychology. Self-Regulated Learning (SRL) is a 
theory that concerns how learners develop learning 
skills and how they develop expertise in using learning 
skills effectively. It comprises of a set of strategies 
employed by students to regulate their own learning 
processes. It arises from two key observations. First, 
learners’ goals for learning take precedence over goals 
set by teachers, authors of curricula, and developers of 
learning objects. Second, learners are in charge of how 
they learn. They choose which study tactics and learn-
ing/problem-solving strategies to use as they strive to 
achieve their goals. Normally, learners set unsuitable 
goals, have a limited repertoire of learning skills, do 
not use learning skills they have, and frequently need 
extensive help to manage learning and collaborative 
tasks [Winne, 1997; Winne & Hadwin, 1998]. 
 The system is designed to recognise strategies stu-
dents employ over a period. Self-regulation transforms 
mental abilities to academic skills, which involves se-
lective use of specific processes that must be person-
ally adapted to each learning task. Such cognitive 
transformations are explicitly captured in the ontology 
and are shared with other key modules in the system 
for adaptation. SRL processes include: a) setting 
proximal goals; b) adapting strategies to attain goals; c) 
monitoring performance for signs of progress; d) re-
structuring contexts to make them compatible with 
goals; e) managing time; f) self-evaluating one’s meth-
ods; g) attributing causation to results; and h) adapting 
future methods. Self-regulating students focus on how 
they activate, alter, and sustain specific learning prac-
tices in social contexts as well as solitary contexts, and 
this process is functionally captured within the data 
flow of the system.  
 Presently, MII↔RA represents and reasons with two 
SRL models - Zimmerman’s three phase model [Zim-
merman, 2002] and Winne and Hadwin’s four phase 
model [Winne and Hadwin, 1998; Winne, 2001]. Trac-
ing a student’s individual study habits with respect to a 
specific model of self-regulation is one of the primary 
goals of our research. 
 As a precursor to MII↔RA, a software system 
called MI-EDNA [Shakya, 2005] has been developed 
in the domain of Reading. For instance, in helping stu-
dents to adapt strategies to attain reading goals, MI-
EDNA provides interfaces for them to set their goals, 
to monitor their progress, to identify tactics and strate-
gies they use in attaining specific goals, to compare 
their strategies with the strategies employed with their 
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peers, to explore strategies advocated by the instructor, 
and to compare their performances after they adopted a 
new set of strategies.  
 The functional architecture in Figure 2 depicts the 
flow of functionality of the system in the domain of 
Programming called MICE. In MICE, the flow starts 
with programmer interactions in an IDE. The current 
software system uses BlueJ as the IDE. These interac-
tions trigger events to instantiate appropriate elements 
in the ontologies. Changes in ontologies trigger execu-
tion of rules.  

 
Figure 2 : Functional Architecture 

 
Specifically, the purpose of MICE rules are threefold: 
• rules are used to computationally recognize pro-

gramming style components;  
• rules are used to identify opportunities for system-

initiated interaction such as programmers spend-
ing too much time debugging a piece of code or 
programmers consistently failing to construct 
task models; 

• rules are used to engage programmers in mixed-
initiative dialogues with MICE. For example, the 
MICE system and the programmer can engage in 
a well-defined, role-playing conversational 
model when situation warrants it.  

The feedback of MICE are marshaled at real-time to 
the BlueJ IDE as well as to external systems including 
IHelp [Brooks et al., 2006] and gStudy [Winne et al., 
2005]. In return, events observed at external systems 
can be recorded in the interaction ontology. For exam-
ple, gStudy events related to links-creation, highlight-
ing, browsing, and searching can be recorded in the 
interaction ontology.  

3.3 Mixed-Initiative Architecture 
Mixed-Initiative Interactions attempt to model an in-
teraction strategy where conversants (students or the 
system) contribute appropriate information, when it is 
best suited, towards mutually negotiated goals [Hearst, 
1997]. At any one time, one conversant might have the 
initiative, controlling the interactions, while the others 
contribute to the interactions as required. Mixed-

Initiative interactions are driven by conversants’ rela-
tive knowledge, preferences, and task toward common, 
partially shared, and individual goals. 
 Humans naturally engage in Mixed-Initiative Inter-
actions. The natural flow of communication between a 
learner and an instructor involves interaction initiatives 
originating from both sides. Our research aims to cap-
ture the process of this natural phenomenon and induce 
similar interactions between a learner and the system. 
However, we restrict the scope of interactions to the 
domain of SRL.  
 Mixed-initiative systems [Hearst, 1999] exhibit vari-
ous degrees of involvement pertaining to the initiatives 
taken by the user or the system. One of the key ele-
ments for successful mixed-initiation is the ability of 
the system to recognize opportunities for initiatives 
based on well-founded theoretical principles. 
 The system passively observes learner interactions, 
recognizes opportunities for initiatives, and actively 
but non-intrusively initiates interactions. The opportu-
nities for initiatives are recognized based on the princi-
ples of SRL regulated by the scaffolding/fading tech-
niques that serve as the basis of the interaction model.  
 Students can query and understand the educational 
theories and learning practices behind the guid-
ance/feedback/initiatives provided by the system.   
 The production rules match the strategies to specific 
phases and variables observed in the SRL models. As 
production rules trace learner interactions as an overlay 
of the SRL model, the path traced so far (and possibly 
the projection of the traced path) help interpret the 
learner interactions with respect to the model. Pres-
ently, the system initiates interaction with the students 
based on the following: 
• Guidance to learners on navigation of content 

(content scaffold) 
• Methods they use to study/solve problems (SRL 

scaffold) 
• How much they have learned (knowledge of re-

sults) 
• How learner’s peers study and what they score on 

tests (normative scaffold) 
• Supporting learners based on the context of inter-

action (context scaffold) 
Three separate prototypes were built to test the exigen-
cies our conceptual framework in three different do-
mains – Reading, Writing, and Programming. The next 
section outlines some of the key results of experimen-
tation with the prototypes. 
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4. Key Observations and Conclusion 
This research was inspired by the need to 1) be able to 
record the processes of learning at various levels of 
granularity and associate sub-sequences these proc-
esses to levels of abstraction of appropriate educational 
theories, and 2) semantically encode and reuse best-
practices of human-in-the-loop approach [Kumar, 
2002] in assisting online helpers.  There are some pre-
liminary yet satisfactory results to report.  
 Kumar et al. [2005] contend that current software 
engineering practices emphasise on external constraints 
that programmers deal with more often than internal 
metacognitive abilities that they could nurture to 
greater productivity. In an effort to show that by ob-
serving programming practices from a theoretical 
viewpoint one could infer the importance of nurturing 
metacognitive skills involved in programming, Samin 
[2004] experimentally showed the treatment group that 
used a coding environment enhanced with metacogni-
tion support performed significantly better (mean 54.39 
out of 100) than the control group that used the same 
coding environment without metacognition support 
(mean  43.41 out of 100). Samin further detected vari-
ous stages of programming – Warm-up (T (1, 40) = -
3.071, p<0.05), Thinking (T (1, 40) = -2.096, p<0.05), 
and Coding. That is, less than 50% of the programming 
process (for both control and treatment groups) was 
spent in coding. The rest of the time was spent in ap-
plying learning operations of searching, monitoring, 
assembling, rehearsing, and translating to build meta-
cognitive products. This research presents an excellent 
opportunity for automatic analysis of programmer be-
haviour and reasoning about mixed-initiative interac-
tion while coding4. 
 Shakya [2004] analysed data obtained from an ex-
periment and showed that MI-EDNA was able to rec-
ognize and count the occurrences of learning tasks 
tackled by students, learning strategies employed by 
students within each learning task, mappings between 
sub-sequences of learner interactions and phases of 
SRL, and system-initiated feedback/scaffolding pros-
pects. That is, the system is in a position to explicitly 
and consistently related student interactions to pieces 
of a cognitive theory. In line with the goals of the 
workshop, this research presents an excellent opportu-
nity to exploit the need for anticipatory user interfaces 
to unobtrusively sense the user's behavioural cues, to 
learn and to adapt automatically to the particular user 
behavioural patterns and the context in which the user 
acts8. 
 Presently, we are devising experiments to observe 
and analyse the impact of mixed-initiative/human-in-

                                                 
8 Partially quoted from the description of the AI for Hu-

man Computing workshop proposal at IJCAI 2007 

the-loop approach in the task domains of Programming 
and Writing.  

Our most important and conclusive work lies in sub-
jecting MSLEs to mixed-initiative interpretation (MII) 
based on the SRL model and in return subjecting the 
SRL model to rationale-assessment (RA) using Bayes-
ian learning. Mixed-Initiative Interpretation implies the 
ability of a system to consistently interpret interactions 
across multiple task domains at multiple levels of ab-
straction. This is made possible with the introduction 
of task-independent theory-centric encoding of interac-
tions. Rationale-Assessment implies the ability of a 
system to assess the validity of the theoretical-basis 
based on interpretations that it has made so far across 
different task domains and episodes. MII and RA feed 
on each other. MII is dependent on the theoretical basis 
acceptable to RA and RA is dependent on instances of 
MII that have been interpreted so far. The validity can 
be asserted by 'learning' causal links and values in a 
Bayesian representation of Zimmerman's SRL model. 
The MII↔RA cycles are self-sustainable and, mini-
mally, online learning environments that encompass 
the MI-RA framework can be termed sustainable. 
 Our research creates opportunities to improve the 
quality of online learning. The core strength of our 
system resides with its ability to enforce a tight integra-
tion between the learning practices and education theo-
ries. With the deployment of mixed-initiative interac-
tions, based on Self-Regulated Learning principles, a 
learner-conducive communication occurs between the 
software and the learner. Inferring the instantiated on-
tology yields theory-oriented explanations for mixed-
initiative interactions. These experiences in products 
and processes of learning can be shared across indi-
viduals and institutions. 
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Abstract

SMARTWEB aims to provide intuitive multimodal
access to a rich selection of Web-based informa-
tion services. We report on the current prototype
with a smartphone client interface to the Seman-
tic Web. An advanced ontology-based represen-
tation of facts and media structures serves as cen-
tral description for rich media content. Underlying
content is accessed through conventional web ser-
vice middleware to connect the ontological knowl-
edge base and an intelligent web service compo-
sition module for external web services, which is
able to translate between ordinary XML-based data
structures and explicit semantic representations for
user queries and system responses. The presenta-
tion module renders the media content and the re-
sults generated from the services and provides a de-
tailed description of the content and its layout to
the fusion module. The user is then able to employ
multiple modalities, like speech and gestures, to in-
teract with the presented multimedia material in a
multimodal way.

1 Introduction
The development of a context-aware, multimodal mobile in-
terface to the Semantic Web[Fenselet al., 2003], i.e., ontolo-
gies and web services, is a very interesting task since it com-
bines many state-of-the-art technologies such as ontologyde-
velopment, distributed dialog systems, standardized interface
descriptions (EMMA1, SSML2, RDF3, OWL-S4, WSDL5,
SOAP6, MPEG77), and composition of web services. In this
contribution we describe the intermediate steps in the dia-
log system development process for the project SMARTWEB
[Wahlster, 2004], which was started in 2004 by partners from
industry and academia.

1http://www.w3.org/TR/emma
2http://www.w3.org/TR/speech-synthesis
3http://www.w3.org/TR/rdf-primer
4http://www.w3.org/Submission/OWL-S
5http://www.w3.org/TR/wsdl
6http://www.w3.org/TR/soap
7http://www.chiariglione.org/mpeg

In our main scenario, the user carries a smartphone PDA
and poses closed and open domain multimodal questions in
the context of football games and a visit to a Football World-
cup stadium. Many challenging task such as interaction de-
sign for mobile devices with restricted computing power have
to be addressed: the user should be able to use the PDA as a
question answering (QA) system, using speech and gestures
to ask for information about players or games stored in on-
tologies, or other up-to-date information like weather fore-
cast information accessible through web services, Semantic
Web pages (Web pages wrapped by semantic agents), or the
Internet.

The partners of the SMARTWEB project share experience
from earlier dialog system projects[Wahlster, 2000; 2003;
Reithingeret al., 2005b]. We followed guidelines for multi-
modal interaction, as explained in[Oviatt, 1999] for exam-
ple, in the development process of our first demonstrator sys-
tem [Reithingeret al., 2005a] which contains the following
assets:multimodality, more modalities allow for more natu-
ral communication,encapsulation, we encapsulate the mul-
timodal dialog interface proper from the application,stan-
dards, adopting to standards opens the door to scalability,
since we can re-use ours as well as other’s resources, and
representation. A shared representation and a common onto-
logical knowledge base ease the data flow among components
and avoids costly transformation processes. In addition, se-
mantic structures are our basis for representing dialog phe-
nomena such as multimodal references and user queries. The
same ontological query structures are input to the knowledge
retrieval and web service composition process.

In the following we demonstrate the strength of Seman-
tic Web technology for information gathering dialog systems,
especially the integation of multiple dialog components, and
show how knowledge retrieval from ontologies and web ser-
vices can be combined with advanced dialogical interaction,
i.e., system-initiative callbacks, which present a strongad-
vancement to traditional QA systems. Traditional QA re-
alizes like a traditional NLP dialog system a (recognize) -
analyze - react - generate - (synthesize) pipeline[Allen et
al., 2000]. Once a query is being started, the information
is pipelined until the end, which means that the user-system
interaction is reduced to user and result messages. The types
of dialogical phenomena we address and support include ref-
erence resolution, system-initiated clarification requests and
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pointing gesture interpretation among others. Support forun-
derspecified questions and enumeration question types addi-
tionally shows advanced QA functionality in a multimodal
setting. One of the main contributions is the ontology-based
integration of verbal and non-verbal system input (fusion)and
output (system reaction).

The paper is organized as follows: we begin with an exam-
ple interaction sequence, in section 3, we explain the dialog
system architecture. In section 4, the ontological knowledge
representation and web service access is described. Section
5 then gives a description of the underlying language parsing
and discourse processing steps, and their integration. Conclu-
sions about the success of the system so far and future plans
are outlined in section 6.

2 Multimodal interaction sequence example
The following interaction sequence is typical for the
SMARTWEB dialog system.

(1) U: “When was Germany world champion?”

(2) S: “In the following 4 years: 1954 (in Switzerland),
1974 (in Germany), 1990 (in Italy), 2003 (in USA)”

(3) U: “And Brazil?”

(4) S: “In the following 5 years: 1958 (in Sweden), 1962
(in Chile), 1970 (in Mexico), 1994 (in USA), 2002 (in
Japan)” + [team picture, MPEG-7 annotated]

(5) U: Pointing gesture on playerAldair + “How many
goals did this player score?”

(6) S: “Aldair scored none in the championship 2002.”

(7) U: “What can I do in my spare time on Saturday?”

(8) S: “Where?”

(9) U: “In Berlin.”

(10) S: The cinema program, festivals, and concerts in
Berlin are listed.

The first and second enumeration questions are answered
by deductive reasoning within the ontological knowledge
base modeled in OWL[Krotzschet al., 2006] representing
the static but very rich implicit knowledge that can be re-
trieved. The second example beginning with (7) evokes a
dynamically composed web service lookup. It is important
to note that the query representation is the same for all the ac-
cess methods to the Semantic Web (cf. section 5.1) and is de-
fined by foundational and domain-specific ontologies. In case
that the GPS co-cordinates were accessible from the mobile
device, the clarification question would have been omitted.

3 Architecture approach
A flexible dialog system platform is required in order to al-
low for true multi-session operation with multiple concur-
rent users of the server-side system as well as to support

Figure 1: SMARTWEB handheld architecture.

audio transfer and other data connections between the mo-
bile device and a remote dialog server. This types of sys-
tems have been developed, like the Galaxy Communicator
[Cheyer and Martin, 2001] (cf. also [Seneffet al., 1999;
Thorissonet al., 2004; Herzoget al., 2004; Bontchevaet
al., 2004]), and commercial platforms from major vendors
like VoiceGenie, Kirusa, IBM, and Microsoft use X+V1,
HTML+SALT2, or derivatives for speech-based interaction
on mobile devices. For our purposes these platforms are
too limited. To implement new interaction metaphors and
to use Semantic Web based data structures for both dialog
system internal and external communication, we developed a
platform designed for Semantic Web data structures for NLP
components and backend knowledge server communication.
The basic architecture is shown in figure 1.

It consists of three basic processing blocks: the PDA client,
the dialog server which comprises the dialog manager, and
the Semantic Web access system.

On the PDA client, a local Java-based control unit takes
care of all I/O, and is connected to the GUI-controller. The
local VoiceXML-based dialog system resists on the PDA for
interaction during link downtimes.

The dialog server system platform instantiates one dialog
server for each call and connects the multimodal recognizer
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for speech and gesture recognition. The dialog system instan-
tiates and sends the requests to theSemantic Mediator, which
provides the umbrella for all different access methods to the
Semantic Web we use. It consists of an open domain QA sys-
tem, a Semantic Web service composer, Semantic Web pages
(wrapped by semantic agents), and a knowledge server.

The dialog system consist of different, self-contained pro-
cessing components. To integrate them we developed a Java-
based hub-and-spoke architecture[Reithinger and Sonntag,
2005]. The most important processing modules in the dia-
log system connected in the IHUB are: a speech interpre-
tation component (SPIN), a modality fusion and discourse
component (FADE), a system reaction and presentation com-
ponent (REAPR), and a natural language generation mod-
ule (NIPSGEN), all discussed in section 5. An EMMA Un-
packer/Packer (EUP) component provides the communica-
tion with the dialogue server and Semantic Web subsystem
external to the multimodal dialog manager and communicates
with the other modules of the dialog server, the multimodal
recognizer, and the speech synthesis system.

Processing a user turn, the normal data flows through
SPIN → FADE → REAPR → SemanticMediator →

REAPR → NIPSGEN . However, the data flow is often
more complicated when, for example, misinterpretations and
clarifications are involved.

4 Ontology representation and web services

Figure 2: A SMARTMEDIA instance representing the decom-
position of the Brazil 1998 world cup football team image.

The ontological infrastructure of SMARTWEB, the
SWIntO (SMARTWEB Int egratedOntology), is based on an
upper model ontology realized by merging well chosen con-
cepts from two established foundational ontologies, DOLCE

[Gangemiet al., 2002] and SUMO[Niles and Pease, 2001],
in a unique one: the SMARTWEB foundational ontology
SMARTSUMO [Cimiano et al., 2004]. Domain specific
knowledge (sportevent, navigation) is defined in dedicated
ontologies modeled as sub-ontologies of the SMARTSUMO.
The SWIntO integrates question answering specific knowl-
edge of a discourse ontology (DISCONTO) and representa-
tion of multimodal information of a media ontology (SMART-
MEDIA ). The data exchange is RDF-based.

We realized a discourse ontology (DISCONTO) with partic-
ular attention to the modeling of discourse interactions inQA
scenarios. The DISCONTO provides concepts for dialogical
interaction with the user as well as more technical request-
response concepts for data exchange with the Semantic Web
subsystem including answer status which is important in in-
teractive systems. In particular DISCONTO comprises con-
cepts for multimodal dialog management, a dialog act taxon-
omy, lexical rules for syntactic-semantic mapping, HCI con-
cepts (e.g. pattern language for interaction design[Sonntag,
2005]), and concepts for questions, question focus, seman-
tic answer types[Hovy et al., March 2001], and multimodal
results[Sonntag and Romanelli, 2006].

Information exchange between the components of the
server-side dialog system is based on the W3C EMMA stan-
dard that is used to realize containers for the ontological in-
stances representing, e.g., multimodal input interpretations.
SWEMMA is our extension to the EMMA standard which
introduces additionalResultstructures in order to represent
components output. On the ontological level we modeled an
RDF/S-representation of EMMA/SWEMMA.

The SMARTMEDIA is an MPEG7-based media on-
tology and an extension to[Hunter, 2001; Benitez
et al., 2002] that we use to represent output result,
offering functionality for multimedia decomposition in
space, time and frequency (mpeg7:SegmentDecomposition),
file format and coding parameters (mpeg7:MediaFormat),
and a link to the Upper Model Ontology (smart-
media:aboutDomainInstance). In order to close the semantic
gap between the different levels of media representations,the
smartmedia:aboutDomainInstanceproperty has been located
in the top level classsmartmedia:Segment. The link to the
upper model ontology is inherited to all segments of a media
instance decomposition to guarantee deep semantic represen-
tations for thesmartmediainstances referencing the specific
media object and for making up segment decompositions.

Figure 2 shows an example of this procedure applied to an
image of the Brazilian football team in the final match of the
World Cup 1998, as introduced in the interaction example. In
the example an instance of the classmpeg7:StillRegion, rep-
resenting the complete image, is decomposed into different
mpeg7:StillRegioninstances representing the segments of the
image which show individual players.

The mpeg7:StillRegioninstance representing the en-
tire picture is then linked to asportevent:MatchTeamin-
stance, and each segment of the picture is linked to
a sportevent:FieldFootballPlayerinstance or sub-instance.
These representations offer a framework for gesture and
speech fusion when users interact with Semantic Web results
such as MPEG7-annotated images, maps with points-of in-
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terest, or other interactive graphical media obtained fromthe
ontological knowledge base or multimedia web services.

4.1 Multimodal access to web services
To connect to web services we developed a semantic repre-
sentation formalism based on OWL-S and a service compo-
sition component able to interpret an ontological user query.
We extended the OWL-S ontologies to flexibly compose and
invoke web services on the fly, gaining sophisticated repre-
sentation of information gathering services fundamental to
SMARTWEB.

Sophisticated data representation is the key for developing
a composition engine that exploits the semantics of web ser-
vice annotation and query representation. The composition
engine follows a plan-based approach as explained, e.g., in
[Ghallabet al., 2004]. It infers the initial and goal state from
the semantic representation of the user query, whereas the set
of semantic web services is considered as planning operators.
The output gained from automatic web service invocation
is represented in terms of instances of the SMARTWEB do-
main ontologies and enriched by additional media instances,
if available. Media objects are represented in terms of the
SMARTMEDIA ontology (see above) and are annotated auto-
matically during service execution. This enables the dialog
manager for multimodal interaction with web service results.

A key feature of the service composition engine is to de-
tect underspecified user queries, i.e., the lack of requiredweb
service input parameters. In these cases the composition en-
gine is able to formulate a clarification request as specified
within the discourse ontology (DISCONTO). This points out
the missing pieces of information to be forwarded to the dia-
log manager. Then the composition engine expects a clarifi-
cation reponse enabling it to replan on the refined ontological
user query.

Figure 3: Data flow for the processing of a clarification re-
quest as in the example (7-10) ”What can I do in my spare
time on Saturday?”.

According to the interaction example (7-10) the composi-
tion engine searches for a web service demanding for activity
event types and gets its description. Normally, the context

module incorporated in the dialog manager would complete
the query with the venue obtained from a GPS receiver at-
tached to the handheld device. In case of no GPS signal, for
instance indoors, the composition engine asks for the missing
parameter (cf. figure 3), which makes the composition engine
more robust and thus more suitable for interactive scenarios.

In the interaction example (7-10) the composition planner
considers theT-Info EventServiceappropriate for answering
the query. This service requires both date and location for
looking up events. While the date is already mentioned in
the initial user query, the location is being asked from the
user by clarification request. After the location information
(dialogue step (9) in the example:In Berlin) is obtained from
the user, the composition engine invokes in turn two T-Info
(DTAG) web services8 offered by Deutsche Telekom AG (see
also[Ankolekaret al., 2006]): first theT-Info EventServiceas
already mentioned above, and then theT-Info MapServicefor
calculating an interactive map showing the venue as point-of-
interest. Text-based event details, additional image material,
and the location map are semantically represented (the map
in MPEG7) and returned to the dialog engine.

5 Semantic parsing and discourse processing
Semantic parsing and other discourse processing steps are re-
flected on the interaction device as advanced user perceptual
feedback functionality. The following screenshot illustrates
the two most important processing steps for system-user in-
teraction, the feedback on the natural language understanding
step and the presentation of multimodal results. The seman-
tic parser produces a semantic query (illustrated on the left in
figure 4), which is presented to the user in nested attribute-
value form. The web service results (illustrated on the right
in figure 4) for the interaction example (7-10) are presented
in a multimodal way, combining text, image, and speech:5
Veranstaltungen(five events).

Figure 4: Semantic query (illustrated on the left) and web
service results (illustrated on the right).

8http://services.t-info.de/soap.index.jsp
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5.1 Language understanding with SPIN and text
generation with NIPSGEN

The parsing module is based on the semantic parser SPIN
[Engel, 2005]. A syntactic analysis of the input utterance
is not performed, but the ontology instances are created di-
rectly from word level. The typical advantages of a semantic
parsing approach are that processing is faster and more ro-
bust against speech recognition errors and disfluencies pro-
duced by the user and the rules are easier to write and main-
tain. Also, multilingual dialog systems are easier to realize
as a syntactic analysis is not required for each supported lan-
guage. A disadvantage is that the complexity of the possible
utterances is somewhat limited, but this is acceptable for most
dialog systems.

One outstanding feature of the parser is the possibility for
order-independent matching, i.e., the order of elements inthe
input stream is ignored if order-independent matching is ac-
tive. This simplifies the processing of free-word order lan-
guages like German and increases the robustness. Order-
independent matching can have an huge impact on perfor-
mance as parsing in general becomes an NP-complete task
[Huynh, 1983]. To ensure fast processing notwithstanding,
several off-line optimizations, like rule ordering, have been
implemented which increase the performance for rule sets
that are typical for dialog systems. The average processing
time is about 50ms per utterance, which ensures direct feed-
back to user inputs.

The knowledge base of the parser consists of 544 rules and
2250 lexicon entries currently. To give an impression how the
rules look like, four rules are provided as examples to process
the utteranceWhen was Brazil world champion. The first one
transforms the wordBrazil to the ontology instanceCountry:

Brazil → Country(name:BRAZIL)

The second one transforms countries to teams as each country
can stand for a team in our domain:

$C=Country() → Team(origin:$C)

The third one processeswhengenerating an instance of the
typeTimePoint which is marked as questioned:

when →

TimePoint(variable:QEVariable(focus:text))

The fourth rule processes the verbal phrase<TimePoint> was
<Team> world champion

$TP=TimePoint() was $TM=Team() world
champion →

QEPattern(patternArg:Tournament(
winner:$TM, happensAt:$TP))

The text generation module uses the same SPIN parser that
is used in the language understanding module together with a
TAG grammar which is modelled similar to the XTAG gram-
mar9. The input of the generation module are instances of
SWIntO representing the search results. Then these results
are verbalized in different ways, e.g., as heading, as row of
a table or as text which is synthesized. A processing option
indicates the current purpose.

9http://www.cis.upenn.edu/∼xtag/

The input is transformed to an utterance in four steps:

1. An intermediate representation is built up on a phrase
level. The required rules are domain dependent.

2. A set of domain independent rules transforms the inter-
mediate representation to a derivation tree for the TAG-
grammar.

3. The actual syntax tree is constructed using the derivation
tree. After the tree has been built up, the features of the
tree nodes are unified.

4. The correct inflections for all lexical leafs are looked up
in the lexicon. Traversing the lexical leafs from left to
right produces the result text.

In the SMARTWEB system currently 179 domain depen-
dent generation rules and 38 domain independent rules are
used.

5.2 Multimodal discourse processing with FADE
An important aspect of SMARTWEB is its context-aware pro-
cessing strategy. All recognized user actions are processed
with respect to their situational and discourse context. A
user is thus not required to pose separate and unconnected
questions. In fact, she might refer directly to the situation,
e.g.,“How do I get to Berlin from here?”, wherehereis re-
solved to GPS information, or to previous contributions (asin
the elliptical expression“And in 2002?” in the context of a
previously posed question“Who won the Fifa World Cup in
1990?”). The interpretation of user contributions with respect
to their discourse context is performed by a component called
Fusion and Discourse Engine—FADE [Pfleger, 2005]10. The
task of FADE is to integrate the verbal and nonverbal user
contributions into a coherent multimodal representation to be
enriched by contextual information, e.g., resolution of refer-
ring and elliptical expressions.

The basic architecture of FADE consists of two inter-
weaved processing layers: (1) a production rule system—
PATE—that is responsible for the reactive interpretation of
perceived monomodal events, and (2) a discourse modeler—
DiM—that is responsible for maintaining a coherent repre-
sentation of the ongoing discourse and for the resolution of
referring and elliptical expressions.

In the following two subsections we will briefly discuss
some context-related phenomena that can be resolved by
FADE.

Resolution of referring expressions
A key feature of the SMARTWEB system is that the system
is capable of dealing with a broad range of referring expres-
sions as they occur in natural dialogs. This means the user can
employ deictic references that are accompanied by a pointing
gesture (such as in“How often did this team [pointing ges-
ture] win the World Cup?”) but also—if the context provides
enough disambiguating information—without any accompa-
nying gestures (e.g., if the previous question is uttered inthe
context of a previous request like“When was Germany World
Cup champion for the last time?”).

10The situational context is maintained by another component
calledSitComthat is not discussed in this paper.
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Moreover, the user is also able to utter time deictic refer-
ences as in“What’s the weather going to be like tomorrow?”
or “What’s the weather going to be like next Saturday?”.

Another feature supported by FADE is the resolution of
cross modalspatial references, i.e., a spoken reference to vi-
sually displayed information. The user can refer, for exam-
ple, to an object that is currently displayed on the screen. If a
picture of the German football team is displayed, the system
is able to resolve references like“this team” even when the
team has not yet been mentioned verbally. MPEG7-annotated
images (see section 4) even permit spatial references to ob-
jects displayed within pictures, e.g., as in“What’s the name
of the guy to the right of Ronaldo?”or “What’s the name of
the third player in the top row?”.

Resolution of elliptical expression
Humans tend to keep their contributions as short and efficient
as possible. This is in particular the case for follow-up ques-
tions or answers to questions. Here, people often make use of
elliptical expressions, e.g., when they ask a follow-up ques-
tion “And the day after tomorrow?”in the context of a pre-
vious question“What’s the weather going to be like tomor-
row?” . But even for normal question-answer pairs people
tend to omit everything that has already been conveyed by
the question (User:“Berlin” in the context of a clarification
question of the system like“Where do you want to start?”;
see section 4.1).

Elliptical expressions are processed in SMARTWEB as fol-
lows: First, SPIN generates an ontological query that contains
a semantic representation of the elliptical expression, e.g., in
case of the aforementioned example “Berlin”. This analy-
sis would only comprise an ontological instance representing
the city Berlin. FADE in turn, then tries to integrate the el-
liptical expression with the previous system utterance, ifthis
was a question. Otherwise it tries to integrate the elliptical
expression with the previous user request. If the resolution
succeeded, the resulting interpretation either describesthe an-
swer to the previous clarification question, or it describesa
new question.

5.3 Reaction and presentation planning for the
Semantic Web

Integral part of dialog management is the reaction and presen-
tation module (REAPR). It manages the dialogical interaction
for the supported dialog phenomena such as flexible turn-
taking, incremental processing, and multimodal fusion of sys-
tem output. REAPR is based on a finite-state-automaton and
information space (IS). Our new approach differs from other
IS approaches (e.g.[Mathesonet al., 2000]) by generating
IS features from the ontological instances generated during
dialog processing[Sonntag, 2006]. 11

Since the dialog ontology is a model for multimodal in-
teraction, multimodal MPEG7 result representations, multi-

11The IS state is traditionally divided into global and local vari-
ables which make up the knowledge state at a given time point.On-
tological structures that change over time vastly enhance the rep-
resentation capabilities of dialog management structures, or other
structures like queries from which relevant features can also be ex-
tracted.

modal result presentations, dialog state, and (agent) commu-
nication with the backend knowlege servers, large informa-
tion spaces can be extracted from the ontological instances
describing the system and user turns in terms of special dia-
log acts - to ensure accurate dialog management capabilities.
REAPR decides, for example, if a semantic query is accepted
for transfer to the Semantic Mediator. The IS approach to dia-
log modeling comprises, apart from dialog moves and update
strategies, a description of informational components (e.g.
common ground) and their formal representations. Since in
REAPR the formal dialog specification consists of ontologi-
cal structures as Semantic Web data structures, a formal well-
defined complement to previous formal logic-based operators
and Discourse Representation Structures (DRS) is provided.
However, the ontological structures resemble typed feature
structures (TFS)[Carpenter, 1992] we use for illustration fur-
ther down. During interaction, many message transfer pro-
cesses take place, mainly for query recognition and query
processing, all of which are based on Semantic Web onto-
logical structures, and REAPR is involved in many of them.
Here we give an example of ontological representations of
user pointing gestures (dialog step (5) in the interaction exam-
ple) which are obtained from the PDA and transformed into
ontology-structures to be used by the input fusion module.
The following figure shows the ontological representation of
a pointing gesture as TFS.




POINTINGGESTURE

timePoint: 1151576316802

coordinate:

[
CARTESIANCOORDINATE

xAxis: 195
yAxis: 55

]

objectReference:




FIELDMATCHFOOTBALLPLAYER

label: Aldair

number: 3

inMatchTeam:

[
MATCHTEAM

...

]
hasUpperRole:

[
UPPERROLE

...

]






It is important to mention that dialog reaction behaviour
within SMARTWEB is governed by the general QA scenario,
which means that almost all dialog and system moves relate to
questions, follow-up questions, clarifications, or answers. As
these dialog moves can be regarded as adjacency pairs, the di-
alog behaves according to some finite state grammar for QA,
which makes up the automaton part (FSA) in REAPR. The
finite state approach enhances robustness and portability and
allows to demonstrate dialog management capabilities even
before more complex IS states are available to be integrated
into the reaction and presentation decision process. The di-
alog component integration process is described in the next
section.

5.4 Dialog component integration
In this section we will focus on issues of interest pertaining
to the system integration. In the first instance dialog compo-
nent integration is an integration on a conceptual level. All
dialog manager components communicate via ontology in-
stances. This assumes the representation of all relevant con-
cepts in the foundational and domain ontologies – which is
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hard to provide at the beginning of the integration. In our
experience, using ontologies in information gathering dia-
log systems for knowledge retrieval from ontologies and web
services in combination with advanced dialogical interaction
is an iterative ontology engineering process, which requires
very disciplined ontology updates, since changes and ex-
tensions must be incorporated into all relevant components.
The additional modeling effort pays off when regarding the
strength of this Semantic Web technology for larger scale
projects.

We first built up an initial discourse ontology for request-
response concepts for data exchange with the Semantic Web
sub-system. In addition, an ontological dialog act taxonomy
has been specified, to be used by the semantic parsing and dis-
course processing modules. A great challenge is the mapping
between semantic queries and the ontology instances in the
knowledge base. In our system, the discourse (understanding)
specific concepts have been linked up with the foundational
ontology and, e.g., the sportevent ontology, and the semantic
parser only builds up interpretations with SWIntO concepts.
Although this limits the space of possible interpretationsac-
cording to the expressivity of the foundational and domain
ontologies, the robustness of the system is increased. We
completely circumvent the problem of concept and relation
similarity matching between conventional syntactic/semantic
parsers and backend retrieval systems.

Regarding web services we transform the output from the
web services, in particular maps with points of interest, into
instances of the SMARTWEB domain ontologies for the same
reasons of semantic integration. As already noted, ontologi-
cal representations offer a framework for gesture and speech
fusion when users interact with Semantic Web results such
as MPEG7-annotated images and maps. Challenges in multi-
modal fusion and reaction planning can be addressed by us-
ing more structured representations of the displayed content,
especially for pointing gestures, which contain references to
player instances after integration. We extended this to point-
ing gesture representations on multiple levels in the course
of development, to include representations of the interaction
context, the modalities and display patterns used, and so on.

The primary aim is to generate structured input spaces for
more context-relevant reaction planning to ensure naturalness
in system-user interactions to a large degree. Currently, we
experiment with the MDA’s camera input indicating whether
the user is looking at the device, to combine it with other indi-
cators to a measure of user focus. The challenge of integrat-
ing and fusing multiple input modalities can be reduced by
ontological representations, which exist at well-defined time-
points, and are also accessible to other components such as
the semantic parser, or the reaction and presentation module.

6 Conclusions
We presented a mobile system for multimodal interaction
with an ontological knowledge base and web services in a
dialog-based QA scenario. The interface and content repre-
sentations are based on W3C standards such as EMMA and
RDF. The world knowledge shared in all knowledge-intensive
components is based on the existing ontologies SUMO and

DOLCE, for which we added additional concepts for QA and
multimodal interaction in a discourse ontology branch.

We presented the development of the second demonstrator
of the SMARTWEB system which was successfully demon-
strated in the context of the Football World Cup 2006 in Ger-
many. The SWIntO ontology now comprises2308 concept
classes,1036 slots and90522 instances.12 For inference and
retrieval the ontology constitutes78385 data instances after
deductions.13 The answer times are in a 1 to 15 seconds
time frame for about90% of all questions. In general, ques-
tions without images and videos as answers can be processed
much faster. The web service composer addresses 25 external
services from traveling (navigation, train connections, maps,
hotels), event information, points of interest (POIs), product
information (books, movies), webcam images, and weather
information.

The SMARTWEB architecture supports advanced QA func-
tionalities such as flexible control flow to allow for clari-
fication questions of web services when needed, long- and
short-term memory provided by distributed dialog manage-
ment in the fusion and discourse module and in the reaction
and presentation module, as well as semantic interpretations
provided by the speech interpretation module. This can be
naturally combined with dialog system strategies for error
recoveries, clarifications with the user, and multimodal in-
teractions. Support for inferential, i.e., deductive reasoning,
complements the requirements for advanced QA in terms of
information- and knowledge retrieval. Integrated approaches
as presented here rely on ontological structures and deeper
understanding of questions, not at least to provide a founda-
tion for result provenance explanation and justification. Our
future plans on the final six month agenda include dialog
management adaptations via machine learning and collabo-
rative filtering of redundant results in our multi-user enviro-
ment, and incremental presentation of results.
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