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Abstract: This article reports on the definition and the measurement of the software complexity metrics of Halstead (1977) and McCabe (1976) for programs written in the functional programming language Miranda. An automated measurement of these metrics is described. In a case study, the correlation is established between the complexity metrics and the expert assessment of the readability of programs in Miranda, and compared with those for programs in Pascal.
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Introduction

Computer programs are written in order to carry out the solution to a problem by a computer. During the construction of programs, there is a continual need to read and understand the text of programs; for the further development of the program to meet new specifications, for the modification of programs to correct errors, or to consider programs or program parts for possible reuse. The programs can be written in various programming languages, which may differ in their expressive power. The expressive power of a language is reflected in the ability to write programs that are both succinct and understandable (Flake, 1990). Understandability or readability will be defined as the extent to which the function of the program and its components are easily discerned by reading the program text (Boehm, Brown, Kaspar, Lipow & Merritt, 1978). We will consider the readability of programs written in the functional programming language Miranda (Turner, 1986) and the imperative programming language Pascal.

The basic difference between functional and imperative programming languages lies in the wording of the computational model (Pette & Winder, 1990). The imperative model incorporates the Von Neumann machine characteristics in the notions of assignment, state and effect. A characteristic of this language class is the explicit flow of control, e.g., sequencing, selection and repetition. In assignments, the value of memory places denoted with variables is changed during program execution. This model of operation by change of state and by alteration of variable values is also named 'computation by effect'. The functional model is characterized by 'computation by value'. Functions return values and have no side-effects, and expressions represent values. There is no notion of updatable memory accessible by instruction. The program consists of a script with a number of mathematical-like definitions and an expression that must be evaluated. Functions can be passed as arguments to other functions and can be the result of a function application (higher-order functions). These programs possess the property of referential transparency, which means that in a fixed context the replacement of a subexpression by its val-
ue is completely independent of the surrounding expression. Therefore functional programming is more closely related to mathematical activities (Bird & Wadler, 1988).

There is a growing interest in functional programming languages, because of their expressive power and the possibility to reason about correctness of programs. There are claims on the readability of functional programs, for example: 'In many cases the functional programming style yields more elegant and comprehensible programs than the imperative programming style' (Springer & Friedman, 1990) and 'Functional programming leads to programs which are exceptionally clear and concise and to the prospect of greatly increased software reliability and development speed' (Bailey, 1990). In a case study on the productivity of programming in a functional programming environment, some of these claims have been confirmed (Sanders, 1989).

Moreover, the learning of programming in a functional programming style should have advantages over learning in an imperative style (Springer & Friedman, 1990; Bailes & Salzman, 1989). At the University of Twente, first year students in Computer Science receive a course in functional programming, which forms the base of the programming curriculum (Joosten & van den Berg, 1990). An important aspect of teaching programming is to give feedback to the novice programmers on the readability of their programs and intermediate products during the design process. This readability can be assessed by teachers. It is also possible to measure internal attributes of programs based on the syntax of the program text that correlate with the readability of programs. These values can be used in feedback to the students, which may be interactively during the program development. The measures of software attributes are usually called software metrics and are described in the following section. In a subsequent case study we will report on the correlation between readability and the software metrics for programs in Miranda, and compare this with the correlation for programs in Pascal.

Software metrics

Software metrics are used to assess the process of the construction of software, the products of this process, and the use of human and machine resources (Conte, Dunsmore & Shen, 1986; Fenton, 1991). We will focus our discussion on the use of human resources in the interaction with software. This attribute of software is referred to as the psychological complexity (Curtis, Sheppard, Milliman & Love, 1979), and we restrict ourselves to the readability or comprehensibility of the program text. The computational complexity, i.e., the efficiency of the use of the machine resources (time and memory space), will not be considered here.

There are several software metrics for the static syntactic complexity of program text described in the literature. We will use the software metrics based on Halstead's Software Science (Halstead, 1977) and the cyclomatic complexity number of McCabe (1976). The study of Curtis (1981) shows empirical evidence that the complexity metrics of McCabe and Halstead relate to the psychological complexity, as expressed in the difficulty in understanding and modifying software. The relation between syntactic complexity and cognitive complexity has been investigated by Khalil & Clark (1989). Shen, Conte & Dunsmore (1983) give a critical review of Software Science. They show that the effort E, as defined by Halstead (see below), correlates with the understandability of programs. However, the psychological aspects of the Halstead metrics have been criticized (Coulter, 1983).

The software metrics of Halstead and McCabe have been applied mainly to programs written in imperative programming languages. We have derived these metrics for the functional pro-
gramming language Miranda. The definition of these metrics for this language will be given in the section below, followed by a description of an automated measurement of the metrics.

Halstead and McCabe metrics: Halstead (1977) proposed in his theory of Software Science that some useful measures for computer programs can be derived from four basic metrics: the count of unique operands and operators, and their total frequencies. A symbol in a program that specifies an action is considered an operator, while a symbol used to represent data is considered an operand. Among the derived metrics are the program volume, the level of implementation and the programming effort.

The basic metrics are defined as the number of unique operators $\eta_1$, the number of unique operands $\eta_2$, the total number of operators $N_1$, and the total number of operands $N_2$. The vocabulary of a program is defined as $\eta = \eta_1 + \eta_2$, and the length of a program as the total number of tokens $N = N_1 + N_2$. The volume (size) of a program is defined as $V = N \times \log_2 \eta$. The potential volume $V^*$ of a program represents the size of the program in its most succinct form. Halstead showed that $V^* = (2 + \eta_2^*) \times \log_2 (2 + \eta_2^*)$, where $\eta_2^*$ is the number of different input/output parameters. The program level, or the level of implementation, $L$ is the ratio of the potential volume $V^*$ and its actual volume $V$, i.e., $L = V^*/V$. The effort to generate a program is defined by the relation $E = V/L$. Other quantities have been defined and relations between these quantities can be obtained by algebraic manipulation.

McCabe (1976) developed a measure of software based on the decision structure of a program. The program is represented as a graph $G$ with a unique entry and exit point. The edges represent branches caused by a decision, and the nodes represent a piece of code. The metric counts the number of linear independent paths through a program and is also called the cyclomatic complexity number. This metric is related to the difficulty of testing a program. The cyclomatic complexity number is $v(G) = e - n + 2$. The number of edges in the graph is $e$ and the number of nodes is $n$. It can be shown that $v(G)$ is equal to the number of decisions in a program + 1, provided that all decision nodes have outdegree 2.

Metrics for Pascal and Miranda: The Halstead and McCabe metrics for the imperative programming language Pascal have been used as described by Conte (Conte et al., 1986). All variables and constants are counted as operands. The operators are the arithmetic operators, relational operators, boolean operators, procedure and function counts, and multiple entities BEGIN END, IF THEN, IF THEN ELSE, WHILE DO, FOR DO, REPEAT UNTIL, CASE END, RECORD END, ARRAY OF, SET OF. The decision count for the cyclomatic complexity number is based on the occurrence of the symbols WHILE, FOR, REPEAT, IF, OTHERWISE, AND, OR, PROCEDURE, FUNCTION, PROGRAM, CASE and commas in the CASE statement.

We have developed the Halstead and McCabe metrics for the functional programming language Miranda. (Similar metrics have been established by Samson, Dugard, Nevill, Oldfield & Smith (1989), for the languages Hope and OBJ.) We consider constants and all identifiers that are not operators as operands. The operators are the standard operators (including the list operators for list construction `:`, list concatenation `++`, list difference `--` and selection from a list `!`), the function name in the right hand side (RHS) of function definitions, parameters in a compound definition, delimiters in expressions (`[`, `(`, `;`, `;`, `;`, `;`), and in function definitions the symbols `otherwise` and `where`.

The number of decisions has to incorporate the use of patterns in arguments of function definitions, in compound definitions and in list comprehensions (i.e., expressions from the Zermelo
Frankel set theory). A function definition consists of a left-hand side (LHS), the symbol ‘=’ and the right-hand side (RHS).

The cyclomatic complexity number of a script is equal to 1 + the sum of cyclomatic complexity numbers of each function definition. The cyclomatic complexity number of a function definition is equal to the sum of the pattern complexity of the LHS, the number of guards in the RHS, the number of logical operators in the RHS, the number of filters in a list comprehension in the RHS, and the pattern complexity in a list comprehension in the RHS. The pattern complexity is equal to the number of identifiers in the pattern, minus the number of unique identifiers in the pattern, plus the number of arguments that are not identifiers.

We illustrate the determination of these metric values for a small functional program. Suppose we want to calculate a list with all numbers greater than 5 of a given list with numbers, e.g., \texttt{filter (>5) [1,7,2,6]}. In Miranda the definition of \texttt{filter} reads as follows, where \texttt{[]} denotes the empty list, and \texttt{(x:xs)} denotes an item \texttt{x} at the head of a list of items \texttt{xs}.

\begin{verbatim}
filter p [] = []
filter p (x:xs) = x : filter p xs , p x
= filter p xs , otherwise
\end{verbatim}

In this example, the Halstead metric values are $\eta_1 = 7, N_1 = 14, \eta_2 = 3$ and $N_2 = 11$. These values have been derived from the following $\langle$ operand, frequency $\rangle$ tuples: $\langle$‘(‘‘), 1 $\rangle$, $\langle$‘[‘], 2 $\rangle$, $\langle$‘,’ 1 $\rangle$, $\langle$‘otherwise’, 1 $\rangle$, $\langle$‘;‘, 2 $\rangle$, $\langle$‘=’, 3 $\rangle$, $\langle$‘filter’, 4 $\rangle$. The $\langle$ operand, frequency $\rangle$ tuples are: $\langle$‘x‘, 3 $\rangle$, $\langle$‘xs‘, 3 $\rangle$, $\langle$‘p‘, 5 $\rangle$. We assume $\eta_2^* = \eta_2 = 3$. The other Halstead quantities can be derived from these basic values.

The calculation of the McCabe metric value proceeds as follows. The number of arguments that are not identifiers is 2, resulting in a pattern complexity of 2. The number of guards is 1. The cyclomatic complexity number is $1 + (1 + 2) = 4$.

Automated measurement: The metrics of Halstead and McCabe are based on the lexical and syntactical analysis of the program code. It is possible to use standard tools like a scanner and parser to automate the measurement of these metric values. In our study we used the Cornell Synthesizer Generator (Rep's & Teitelbaum, 1989; Robbers, 1990). A schematic view of the analyser is given in Figure 1. (A similar metric analyser has been developed by Henry & Goff, 1989.)
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\caption{Schematic view of the software metric analyser.}
\end{figure}

From a syntactical correct program text an abstract syntax tree is derived using the parse rules and a language description in the Extended Backus Naur Form. The metric values are calculated by means of attribute rules, provided in the metric description. For each node of the tree we can determine the complexity from the lower parts in the tree. The attribute rules have been developed for Pascal and Miranda in order to calculate the Halstead and McCabe metrics, and can be extended to other metrics. The output of the generator can be used in an auxiliary program to calculate the actual metric values.
Case study

In the case study we explored the application of the syntactic complexity metrics described in the previous sections to programs in the functional programming language Miranda, and we established the correlation between these metrics and the readability of the programs. We used programs written in the language Pascal for comparison. The programs were taken from two groups of first year undergraduate students in Computer Science, after a programming course of one term. The (first) experimental group in Miranda and the second (control) group in Pascal. The students were asked to extend an existing program in the respective language. We compared their modifications of this reference program. The reference program carried out the conversion of a string representing a Roman number, e.g., MCLVII, to the corresponding decimal number, 1157. The extension of the program should allow the usual abbreviations in the input string, such as XL instead of XXXX. A conversion of the string MCXIVII should result in the decimal value 1147.

The readability of programs was assessed by 11 experts, all lecturers in Computer Science. They established a rank-order of readability for 9 modifications of the reference program in Pascal from the control group, and 8 modifications in Miranda from the experimental group. The agreement between the rankings is given by Kendall’s coefficient of concordance W (Lindeman, Merenda & Gold, 1980). The results are given in Table 1. From these rankings we calculated the average expert rank of the programs in each group.

Table 1: Correlation between expert rankings of readability for Pascal and Miranda programs.

<table>
<thead>
<tr>
<th>Language</th>
<th>Number of programs</th>
<th>Correlation</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pascal</td>
<td>9</td>
<td>W = .74</td>
<td>$\chi^2(8) = 65^*$</td>
</tr>
<tr>
<td>Miranda</td>
<td>8</td>
<td>W = .50</td>
<td>$\chi^2(7) = 39^*$</td>
</tr>
</tbody>
</table>

Notes. The correlation W is Kendall’s coefficient of concordance. The significance is tested by means of the $\chi^2$-test. *p < .001.

Using the metric analyser, we determined the values of the software metrics for the reference programs and the modified programs in both languages. The ratings for the modified programs on Halstead’s effort E and McCabe’s cyclomatic complexity number were converted to rankings, or an average rank in the case of equal ratings. The correlation between these rankings and the average expert rank was calculated with Spearman’s rank-order correlation coefficient $r_s$. The values of these correlations are given in Table 2. We will evaluate the results of this case study in the following section.

Discussion

The metrics of Halstead and McCabe for the static syntactic complexity of programs in the functional programming language Miranda have been defined and the measurement has been auto-
mated. In the case study we compared the application of these metrics to programs in the functional language Miranda and the imperative language Pascal. A ranking of the expert assessment on readability was taken as a measure of the psychological complexity. From the values of the correlation between these expert rankings, we conclude that there is fair agreement between experts about the ranking of programs in Pascal (W = 0.74), but the agreement is low for programs in Miranda (W = 0.50). This could mean that there is not as much an accepted standard on readability for Miranda programs as for Pascal programs.

Table 2: Correlation between rankings of complexities for Pascal and Miranda programs.

<table>
<thead>
<tr>
<th>Complexity 1</th>
<th>Complexity 2</th>
<th>Correlation</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Extended Pascal programs (N = 9)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effort</td>
<td>Cycl Compl Number</td>
<td>$r_s = .61$</td>
<td>t(7) = 2.01 ***</td>
</tr>
<tr>
<td>Av Expert Rank</td>
<td>Effort</td>
<td>$r_s = .90$</td>
<td>t(7) = 5.46 ****</td>
</tr>
<tr>
<td>Av Expert Rank</td>
<td>Cycl Compl Number</td>
<td>$r_s = .58$</td>
<td>t(7) = 1.88 ***</td>
</tr>
<tr>
<td><strong>Extended Miranda programs (N = 8)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effort</td>
<td>Cycl Compl Number</td>
<td>$r_s = .89$</td>
<td>t(6) = 4.78 ****</td>
</tr>
<tr>
<td>Av Expert Rank</td>
<td>Effort</td>
<td>$r_s = .38$</td>
<td>t(6) = 1.01 *</td>
</tr>
<tr>
<td>Av Expert Rank</td>
<td>Cycl Compl Number</td>
<td>$r_s = .56$</td>
<td>t(6) = 1.66 **</td>
</tr>
</tbody>
</table>

*Notes. The correlation $r_s$ is Spearman’s rank-order correlation coefficient. The significance is tested by means of the Student t-test. 
*p<.20. **p<.10. ***p<.05. ****p<.01.

The correlation between the effort rank and the rank on the cyclomatic complexity number for the programs in Pascal is $r_s = 0.61$, and for Miranda $r_s = 0.89$. Both correlations are significant. The high value for Miranda indicates a consistent measurement of the syntactic complexity metrics as developed in this study.

The correlation between the average expert rank and the cyclomatic complexity order for Pascal is $r_s = 0.58$, and for Miranda $r_s = 0.56$. The correlation between the average expert rank and the effort order for Pascal is $r_s = 0.90$, and for Miranda $r_s = 0.38$. Both correlations for Pascal are high and significant, which is in agreement with the literature. The two correlations for Miranda are not significant. Obviously, this could be caused by the small number of programs used in this study. There are two reasons which could explain the low correlations for Miranda. Firstly, the value on the coefficient of concordance, indicating the agreement between experts on readability, for Miranda programs is low (see above). The second reason can be found in a more general argument given by Halstead (1977). He pointed to the dual role of the level of implementation of a program with respect to the understandability. For an expert the understandability is proportional to the program level, whereas for a novice the understandability is inversely proportional to the program level. In other linguistic studies, it was concluded that experienced
writers cannot reliably predict the readability to novices of text in natural languages (Baker, Atwood & Duffy, 1988).

Further study of software metrics for functional programming languages is required. There is a need to differentiate between metric values for various operators. Especially the use of higher-order functions can result in concise programs, and the count of such an operator should have a different contribution to the complexity than a simple arithmetic operator. It is necessary to establish the psychological complexity of each elementary language construct and the complexity of the compositions of these constructs in programs. This could be carried out in an axiomatic approach as outlined by Fenton (1991), along with contributions from measurement theory to software measurement (Weyuker, 1988; Zuse, 1991).

The complexity of the program text can be analysed at different linguistic levels: at lexical level, i.e., the vocabulary used in the program, at syntactical level, i.e., the linguistic structures in the program, and at the level of the program text as a whole, including the composition (sequencing and nesting) of linguistic structures. In this study we used the parsing of the program text by the computer as a model for the parsing by the human reader. The analysis should be based on a psychologically plausible parsing model, which is part of a cognitive model for the comprehension process. The Halstead metrics and McCabe metrics focus on the lexical and syntactic levels, and may not represent the most adequate levels for measurement of program comprehensibility (Card & Glass, 1990). We also have to incorporate the text level of analysis, as we see in discussions on readability and linguistic complexity of natural language texts (Frazier, 1988). The processing of program text has to be formulated in terms of comprehension of chunks of code and programming plans (Davies, 1989; Green & Borning, 1990), and the problem-solving capacities of programmers (Curtis et al., 1979). Furthermore, if we want to compare the understandability and the expressive power of programming languages we should weigh up metrics for programs and metrics for languages (Sommert, 1981).

Before metrics can be used in teaching programming as feedback to students on their programs, further development of software metrics is necessary together with the development of criteria to assess the readability of programs written in a functional programming language.
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