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Abstract

In this paperwe discussthe role that deonticlogic playsin the specificationof information

systemsgither becauseconstraintson the systemsdirectly concernnorms or, and evenmore

importantly, systemconstraintsare considereddeal but violable (so-called‘soft’ constraints).
To overcome the traditional problems with deoldic (the so-calledparadoxes)ye first state
the importanceof distinguishingbetweenought-to-beand ought-to-do constraintsand next

focus on the most severeparadox the so-calledChisholm paradox,involving contrary-to-duty
norms.We presenta multi-modal extensionof standarddeonticlogic (SDL) to representhe

ought-to-beversionof the Chisholm set properly. For the ought-to-dovariant we employ a

reductionto dynamiclogic, and show how the Chisholmset can be treatedadequatelyin this

setting.Finally we discussa way of integratingboth ought-to-beand ought-to-doreasoning,
enablingoneto draw conclusiondrom ought-to-beconstraintdo ought-to-doones,and show
by an example the use(fulness) of this.

1. Introduction: Soft Constraints and Deontic Logic

1.1 Integrity Constraints for Information Systems

An informationsystemis a systemthat storesdataabouta part of the real world called the
Universeof Discourse(UoD). In orderto specify an information system,we must specify a
conceptual model of the UoD that fixes tineaningof the datain the informationsystem.The
conceptuaimodelis in fact a setof meaningconventiondor the symbols manipulatedby the
system.For example,a personnelinformation systemstoresdata aboutthe employeesof a
company.The UoD of the systemis the set of employeesof the companyand a conceptual
model of this setdescribeshe propertiesof employeesepresentedy the system.lt is this
conceptual model that determines the meaning of the dataegoretationof the datathat goes
beyond the conceptual model may be valid but is not guarantied to be correct by the system.

1 Partially supported by the ESPRIT Ill BRWG Project No. 8319 ‘MODELAGE’.



Traditionally, conceptual data models represented the tfpestitiesthat canexistin the UoD
andthe relationshipghat can exist betweenthesetypes of entities. With the adventof richer
specificationlanguagedor conceptuaimodels,it becomegossibleto specify variouskinds of
actual and desirable properties of entitrethe UoD. For example predicatelogic canbe used

to specify that all employeesare personsand that no employeecan have a temporaryand
permanent employment contract with the same employer at the same time. Temporal logic can
used to specify that the agé a personcanneverdecreas®r thatan employmentcontractwill
eventuallybe terminated.Thesepropertiesof the UoD are (hard) constraintson the system,
because they specifyropertiesthat the structureand behaviourof the datain the systemmust

have. If we assume, for the sake of the argument, that it posetblethat an employeeviolates

one of these properties, then a state or behaviour of the system that violates one of these
properties is wrong. Hence, any property known to be true of the UoD is a constraint that must
be satisfied bythe information system.Thesepropertiesare calledintegrity constraintsfor the
system.

In order to be able to reason about integrity constraints, it is useful to use lagipesfication
languagefor conceptualmodels. For example,order-sortedpredicatelogic can be usedto

specify taxonomic structures,temporallogic can be used to specify temporal constraints,
dynamiclogic to specify systemtransactionsgetc. Once we have a logic specificationof a
conceptual model, we can use the inference system of the |latgove propertiesof the model
and we can validate the model by checking whether {hegeertiesdo, as a matterof fact, hold

in the UoD.

Recently, it has been recognized that it is useful tadbeto specify desirablepropertiesof the
UoD, thatmay be violated by the UoD ([WMW89]). A popularexamplein this respecis the
UoD constraintthat the salaryof an employeeneverdecreasetherexamplesstudiedin the
literature include the UoD constraintthat a book that is borrowedfrom a library should be
returned within three weeks and tladbank accountshouldhavea non-negativebalance All of

thesepropertiesmay be violated by a UoD. This meansthat these propertiesmust not be
translated into constraints on the system. Rather, the systenbealseto represenviolations
of theseconstraints.Representingheseviolations is precisely one of the functions of the
system. Nevertheless, it would be useful if the system would beécat@presenthesedesirable
propertiesof the UoD and would be able to representviolations of these propertiesas
violations We call sucha desirablepropertyof the UoD thatis usedin the specificationof a
conceptuaimodela soft constraint becausehe systemmust be able to representand signal
violations of these constraints. The desire to specify soft constraints motivates dfelesetic
logic in the specification of conceptual models.
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1.2 Deontic logic and violations of constraints

Deonticlogic is a logic to reasonaboutideal versusactual statesor behaviour.Thesecan be
expressed in the logic by meansopieratordor prohibition (F), permission(P) and obligation
(O). In deonticlogic one can expressthat ideally constraintsare complied to, but actually
violations may occur. Moreover, oh@sthe ability to specifywhat shouldhappenin caseof a
violation (in order to restore integrity take someothercompensatingction,for instance) As
suchit is a very useful tool for the specificationof ‘soft’ integrity constraintsfor computer
systems, and information systems in particular.

For instance, consider an information system (knowlddge)for a library. Specifyingsucha
system involves a lot of ‘soft’ constraints expressing idéahtionsor behaviourof the agents
involved, which may beepresentedby formulaswith deonticoperatorsFor example,one may
use the following clause in a Library KB:

[(borrow(p, b)] O(return(p, blsweeks

expressinghe ‘soft’ (violable) constraintthat whena personp borrows a book b, he should
return it within 3 weeks. Typically, since a library does not have any control oVeorttosver, it
is very well conceivable that the constraint is violated. In our particular logic wesgjral such

a situation ofviolation by meansof a specialpropositionalatom;e.g.in this particularcaseby
the atomV ety (p,b)- This atom can then be employedby specifyinga compensatingaction

such as paying a fine, e.g. as follows:
Vreturn(p, b)— O(pay(p, $2, b),

expressing that when a person fails to fulfil his obligation to return the borrowed book,tbe has
pay a fine of $2.

Sometimes also database integrity constrgietse are regarded as deontic (e.g. [Kwa93]):

DB ¥ O(IC)

stating that the database must satisfy (ideally satisfieg)tigrity constraintdC. In effectthis
approach treats every IC as a ‘soft’ constraint, the violation of whicheegpresentedso that,
when violated, integrity-recovering actions might be specified.

Recentlydeonticlogic hasindeedbeentaken up as a specificationtool for a wide variety of
software systems, ranging from the specificatdrfault-tolerantbehaviourfor usein advanced
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software to electronic contracting systemsfor use in organisations,as well as integrity
constraints in databases and legal expert systems (cf. [MW93b], in particular [WM93]).

1.3 The Paradoxes of Deontic Logic

(Standard) deontic logi&SPL) is not without problemdiowever:it hasbeenplaguedby many
so-called paradoxessince its inception. These paradoxessignify more or less mismatches
between the formal deontic concepts and their everydayigse. specifically, the paradoxesn
deonticlogic are logical expressionghat are valid in a (or even most) well-known logical
system(s) for deonticeasoningput which are counterintuitivein a common-sensesading(cf.
[Aqv84], Sectionll). Of course,matching theoremsand intuitions is a general problem of
measuringa logic (or even more generally,a formal approach)againstthe purposeit was
devisedfor. (This is sometimescalledthe validation problem.)But it is remarkablehatin the
realmof deonticlogic theseproblemsappearto be muchmore seriousand persistentthrough
the years than in, fdnstance pther modallogics suchastemporaland epistemiclogics. Some
of these paradoxes appear aaéhppearagainin the literaturefor severaldecadesiow without
the community of researchers seemingly arriahg consensusWhat is evenmore surprising
is the relative simplicity of the paradoxes. Mosthem canbe explainedto a completelayman
in deontic logic in a couple of minuteget they havebeenhauntingdeonticlogiciansfor many
years now. To mention some of the best known ones:

- Ross's Paradox: ought-to-mail-a-letter implies ought-to-mail-a-letter-or-burn-it.

- Free Choice Paradox: allowed-to-mail-a-letter implies allowed-to-mail-a-letter-or-burn-it.
- No Conflicting Obligations: ought implies permitted

- Good SamaritanParadox: ought-to-help-Jones-who-is-robbedhplies Jones-ought-to-be-
robbed

- Chisholm’s Paradox:ought-to-do-A,ought-to-do-(A-implies-B),not-A implies ought-to-do-
not-B and actually doing-not-A is inconsistent.

Not all paradoxesare considerecequally serious.Of the small list abovethe contrary-to-duty-
imperatives such as Chisholm’s paradox are generally considgifad the mostawkwardand
even embarrassing by deontic logicians.

When (proposing to) using deontic lodar specificationof concretesystemstheseshouldbe

dealt with one way oanother eitherby resolvingthe paradoxe®r by explainingwhy they are

harmless in the context of application. Our claim in this paper is that all of the desratitoxes
in the literature are harmless,exceptfor the ones concerningthe so-called contrary-to-duty
(CTD) imperatives, such as the Chisholm paradox. Moreover, i@ipBrativesare omnipresent
in daily life aswell asin moretechnicalcircumstancesAn instanceof the Chisholm paradox
comprises the following assertions:

1. there should be no error.
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2. if there is an error, there should be a warning.
3. if there is no error, there should be no warning.
4. there is an error.

In SDL this setof assertiongannotbe representedonsistently(without one of the assertions
beingredundant)while intuitively the setis both consistentand nonredundantOn the other
hand, it is absolutely imperative to be able to specify situations of this kind.

Another important clainin this paperis that becausef their conceptuabifferenceone should
distinguish between the notions of ought-to-be (‘Seinsollen’)aught-to-do(‘Tunsollen’), to
the extentof using really different logics for thesetwo notions. The former notion can be
employed to specifyhat shouldhold ideally in the statesof a system(or, put in otherwords,
what the ideal states of the system are), while the latter noticexpaesshe ideal behaviourof
a system.

So, when we try to solve the Chisholm paradox we first kadéstinguishbetweenought-to-be
and ought-to-doversionsof this paradox.In orderto representhe ought-to-beversion of the

Chisholmsetproperlywe presenta multi-modal extensionS5Q,) of SDL. For solving the

ought-to-dovariantwe employ a reductionto dynamic logic, and show how the (ought-to-do
versionof the) Chisholm set can be treatedadequatelyin this setting. Although we advocate
distinguishing between logics for ought-to-dned ought-to-doreasoningpon the otherhandwe

claim that in practice one neebsth forms and hencea way to dealwith thesein an integrated
framework. In Section 7 we discuss such a way of integratingdugtht-to-beand ought-to-do
reasoning, enabling orte draw conclusiondrom ought-to-beconstraintso ought-to-doones,
and show the use(fulness) of this by an example.

2. Standard Deontic Logic (SDL)

Oneof thefirst systemdor deonticlogic thatreally was a seriousattemptto capturedeontic
reasoningwvasthe now so-called“Old System” of Von Wright ([vW51]), of which a modal
(Kripke-style) version has become known as Standard Deontic LSDIc) (

SDL consists of the following axioms and rules:

(Ko) 0@ ~ ) - (0p ~ OW)
(Do) -OO

(No) ¢ /0%

(P) Pp - -0

(F) Fp - O

(Taut) the tautologies of propositional logic (or just enough of them)



(MP) ¢,¢ - W/
Here[ stands for falsum.

SDL has a Kripke-style modal semantics based on a seissibleworlds(, a truth assignment
function of primitive propositionsper possibleworld) and an accessibilityrelation associated
with the O-modality (cf. e.g. [MW93a]). This accessibility relation points to “ideal” or
“perfect deontic alternatives” dhe world underconsiderationThe crux behindthis is thatin
some possible world somethiiigay ¢) is obligated,if ¢ holdsin all the perfectalternativesof

this world, as indicated by the accessibility relation.

So, formally these models have the following form: M =1{SR), whereS is the setof states,
Ttis a truth assignment function, ang R the deonticaccessibilityrelation, which areassumed
to be serial, i.e. for allS S there is alfl S such that B(s, t).

The operator O is interpreted by means of the relatigrMR s ¥ O¢ iff M, t ¥ ¢ for all t with
Ro(s, t). The systemSDL canbe shown sound and completewith respectto validity in this

class of models via a standard argument. (The sySERiocoincides with the systeKD in the
classification of Chellas [Che80].)

A few theorems o8DL:

(CD) O TY) ~ (Op TOY)
(PO) PO OW) ~ (PO TPY)
(FO) (Fo OFY) -~ F@ D)
(OO (C¢ OOY) ~ O TW)
(PO) PO OW) ~ (P OPY)
(FO) F@ Ow) - (Fo OFY)
(Cfl)  =(C¢ LU O-h)

3. The Paradoxes of Deontic Logic

The paradoxes of deontic logic are logieapressiongin somelogical language)hat are valid

in a (or evenmost,asis often the case)well-known logical systemfor deontic reasoningbut

which arecounterintuitive in acommon-senseeading Of course thereis the generalproblem
of measuringa formal approach(logic) againstthe purposeit was devisedfor: do formal

theorems in the logic matdhe intuition? But in the realmof deonticlogic this problemseems
to be more seriousand persistenthanin other(modal) logics suchastemporaland epistemic
logic (although in epistemic logic theig for instancethe problemof logical omnisciencesee,
e.g., [MH95]).



Traditionally, deonticlogic hasbeenproposedandusedfor reasoningabout ethical and legal

aspects. This has resulted in a critical evaluation of the logicaaptscityof supposedlygiving

an adequate representation and reasoning mechéorigheseapplications Originally, alsothe
paradoxesvere discoveredand judgedagainstthis background.The questionarisesnaturally
whetherthe paradoxesare equally problematicwhen deonticlogic is usedfor the specification
of advanced information systems, e&kgowledgebasedor intelligent systemsvherenorms(or

rathernormativeversusnonnormativebehaviour)play a role. We will arguethat the computer
science (or Al) view may be different in at least two ways:

— it may offer a dynamicperspectivetaking notions of action and time into (more explicit)

account.

— it may also offer gpragmaticperspectivecomputersciencehasa definite engineeringaspect
and thereforecomputerscientistsare interestedin things that work (sufficiently) rather than
deep philosphical issues.

With respecto the former, computersciencemay really give somenew insight and help the
traditional area of deontic logic lffering new interpretationsandlogics. We shallin fact our
ought-to-do logic on one of these in Section 6. With respect to the latter, welsgtroamputer
scientistswill mainly help themselves(ab?)usingdeonticlogic the way they need,not being
bothered by olc&and profoundquestions So, on the one hand,one hasdeonticlogiciansbeing
plaguedby long-standingparadoxeswithout seeminglyarriving at a consensusyhile on the
other hand, one hasmputerscientistswantingto apply deonticlogic to their field of interest.
What shouldbe their attitudetowardsdeonticlogic, andthe paradoxesn particular?Do these
presentinsurmountablgroblemsfor them,too? Let us first have a look at someof the most
infamous paradoxes from the literature.

3.1. Some Well-Known Paradoxes
The following is a list of the most well-known paradoxes from the deontic logic literature:

1. Empty normative system Od (¢ a tautology), e.g. @(L1 =)
2. Ross’ paradox Od - O Uy)
3. No free choice permission Po OPY) « P UW)
4. Penitent’s paradox Fob - F( OY)
5. Good Samaritan paradox ¢ ->Pf O -O0OU
6. Chisholm'’s paradox (O OO -w) O(—9p - O-Y) U-¢) - O
7. Forrester’s paradox of gentle murder (Fé (¢ - O¢) OW - ¢)Td) f O
8. Conflicting obligations -(O¢ JO-9), or equivalently,
Op - PP

9. Derived obligation O - O - ¢)
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F - OW - ¢)

¢ - (¢ - Oy)
10. Deontic detachment (Cd OO - W) -~ Oy
11. Kant's ought implies can Op - ¢
12. Epistemic obligation OK¢ - Ob

Remarks. 1. saysthat everytautologyis obligated.This is by someauthors(including Von

Wright [vVW51]) viewed as an undesirableproperty of a deontic logic, since necessaryand
therefore inevitable things cannotbe obligated in a true sense.2.’s strangenesss often
illustrated with an instance like “if one is obliged to mail a letter, one is obi@ewil the letter
or burn it.” This soundsparadoxicalin ordinary languageusage.3. implies that if ¢ is

permittedbut Y is not, nevertheles§¢$ or Y” is permitted.This is sometimedelt as counter-
intuitive since 9 or Y is permitted” suggests that one is free to chaitberdoing ¢ or doing
Y. 4. is analogous to 3. tasasan instancethatif someonas forbiddento do a crime, oneis

also forbiddento do a crime and do penitence.5. says that every logical consequencef

something that is obligated @bligateditself. This is amenabldo debateasin aninstancelike

“if Jones helps Smitkivho hasbeeninjured implies Smith hasbeeninjured, so if it is obliged
that Jones helps Smith who has been injured, it is obliged that Smitkedr@sjured”. 6. is an
abstract version of the set “if you asbligedto go to a party; it is obligedthat,if you go, you

tell you're coming; but if you do ngjo, you are obligedto not tell you’re coming;and,in fact,

you do not go to the party”. This istuitively consistentput inconsistenin SDL (seeSection
3.2). 7.’s paradoxicalnatureis exemplified by the macabreinstance:“one is forbidden to

murder;still, if one murderssomeonepne hasto do it gently (i.e. onehasto commita gentle
murder); moreover,a gentle murderimplies a murder; one murderssomeone”. This set is

inconsistent again iBDL, whereast makesperfect(common)sense8. statesthat thereis no
conflict of duties, which is manifestly not in line with daily-life situations. 9. are dewetgions
of the paradoxesf materialimplicationin classicallogic. 10. statesthat obligationsare closed
under implication. This is controversial in the same sen8eaih which it is strongly related.
11. statesthat only things (actions) that can be (done) might be obliged. This deniesthe
possibility to specify that one is really obligatieddo the impossible.12. is puzzlingas shown
by the instance: “ifyou oughtto know that your spouseis committingadultery,it oughtto be
that your spouse is committing adultery.”

3.2 The Paradoxes in SDL

In SDL all paradoxes 1. - 1@retheorems(We leavell. and 12. out of our discussiorsince
they involve modalities,viz. knowledgeand ontological possibility, which are not presentin
SDL.) Moreover, it is worthwhile tmote what axiomsare responsibleor them (discardingthe
principles P and F, which are viewed in this context as mere abbreviations. Of course)sme is
free to tempt these as progifinitions of permissionand prohibition.) Paradox7 dependson
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(K), (N) and (D), while paradoxes 6 and 8 depend on (K)(@&)d(K) and(N) areresponsible
for the paradoxes2, 3, 4, 5 and the first two of 9. The third one of 9. is evenvalid in
propositionallogic. Paradox1 is an immediate consequenc®f the necessityrule (N) and
paradox10. is just a consequencef the modalaxiom (K). So, apartfrom the paradoxess, 7
and 8, which canbe avoidedby denyingthe principle (D), the restof the paradoxesare direct
and unavoidable consequences of viewing the obligation operator O as a (“normaBengbe
of [Che80]) Kripke-style modality, which necessarily satisfies (K) and (MJreover,denying
principle (D) is alsonot done painlessly since,historically, it is the very axiomin modallogic
that is associatedvith deontics!)Do we haveto concludefrom this that this is not a good
approachWVell, this dependson the situation at hand. In fact, we shall argue below that
sometimes it is not, but in other situations this style of semantics is sufficient in adequacy.

3.3 Contrary-to-Duty Imperatives

One of the mosseriousparadoxesn (standard)deonticlogic involvesthe notion of contrary-
to-duty imperatives Thesehave to do with the specificationof normsin casesome other
norm(s) have alreadybeenviolated. The best-knownexampleis the one given by Chisholm
([Chi63]): consider the following statements in natural language:

() You ought to go to the party

(i) If you go to the party, you ought to tell you’re coming
(i)  If you don’t go, you ought not to tell you're coming
(iv)  Youdon't go to the party.

Intuitively, this set of statements is perfectly understandable and consistent, awd thafeur
statements seems to be redundant in the set. Howeveririf teerepresenthis setin SDL, we
run into serious trouble. A more or less natural way to represent the Chishain$gHt is the
following:

(i)  O(p- a)
(i) -p - O-q
(v) -p

In SDL this set (i) - (iv') is inconsistent, contrary to the intuitions about (i) - (iv):

In SDL we have as a theorem O{pq) - (Op - Oq), which together witlii") yields Og. On
the other hand, (iii") and (iv') give O-q. And inSDL Oq[JO~-q is inconsistent.

Note furthermore that it is noeally coincidentalthat (i) and (iii) arerepresentedh a different
way (which may be questionable, of course). If we would, for instance, replace (iii') by
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(i) O(=p ~ -0q)

we have that (iii") is derivable from (i) inSDLwhich doesno justiceto the intuition that all of
(1) - (iv) areindependentrom eachother. Similarly, if we would replace(ii’) by (i) p - Oq,
this statement(ii") would be derivable from (iv'), contrary to the intuitions concerning
independence.

4. A Diagnosis of the Problems
At least part of the problems arise from the following four confusions:

(i) confusion betweenought-to-be and ought-to-do.

Since the inception of deontic logic there has been some confusion abmgzthiagof O, or
rather of the meaning @fis this context: is it a description of a state-of-affairs or dodsnote

an act(ion)? We will argue thdtoneviews ¢ asan actiondescription(i.e., oneis interestedn
so-called ought-to-do’s) viewing the O-modality as a modal operatorin SDL-style is not
adequate, while foought-to-be’swhere¢ denoteda state-of-affairghis might be adequatdor
concrete applications. Here we may adhere to some fopnagfatics we simplylook at what
works in a given simple contextwithout having any pretensionsor claims about a logic of
norms, ethics omorality in general.ln any casewhatis very importantto noticeis thatin our
view this results in having distinct (and really different) logics for ought-to-be and ought-to-do.

(i) confusion betweenthe formal interpretation (of the logical operators [J, Dand -,
for example) and the natural language (commonsense) reading of these.

operatorsused do not match the commonsenseone, we just use them in their formal
interpretation without trying to solve the mismatch. The only thing one should be awaoa®f if
follows this line ofaction,is that one shouldbe very carefulwhentranslatinginformal (natural
language-style) specifications into formal ones or vice versa.

(iif) confusion between ideality and actuality; and,in particular, an overestimation of
ideality and the notion of perfect alternative asit appearsin the formal semantics.In
particular, norms can conflict in reality!

In formal terms: O is not equivalentwith (1! (But, of course,in practice,when we encounter
conflicting duties,we must try and resolve these.)This is very much relatedto defeasible
(nonmonotonic) reasoning in Al research (cf. e.g. [Luk90], [MT93] as excellent introdutdions
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the areaof nonmonotoniaeasoningjn [LHM95] the emphasigs on the dynamicsof default

reasoningviewed from the stand-pointof a reasoningagent. However, the dynamics of

reasoning is also studied imaore generalcontextof complexreasoningpatterndike in meta-

level reasoningarchitecturescf. e.g.[HMT94]). In the subjectof defeasibleor nonmonotonic
reasoningone considers(sequence®f) stepswhile having the disposalof incompleteand

overcomplete(inconsistent)information and “jumping to conclusions”. Here we encounter
dynamics in the epistemic state of tgent,like belief revisionandtruth (reason)maintenance.
Actually, this also plays eole whenencounteringhormativeinformationthatis incompleteand

inconsistent.Historically someof the first work on defeasibility was done in the realm of

normative reasoning ([AM81]), where it is imperative to keep odetgsstraightin a situation

with inconsistent norms. One might speakdifity maintenancdn this case. Recentlynainly

inspired by work donein Al on defeasibility over the last decadeor so, there have been
developinga rapidly increasingnterestin the defeasibilityapproacho deonticlogic and legal

reasoningmore in general(cf. e.g. [MW91a], [MW93a], [Rya93], [Hor93], [Pra93, 94],

[Jon93], [PS94], [vdT94]). Clearly, this topic has now been taken up very seriously by

researcherén the Al & Law Community,and it is to be expectedthat a lot of this line of

research will dominate deontic logic and reasoning about norms for the years to come.

(iv) confusion between normativenotions necessaryin general abstract contexts (such
as ethics) and those needed (and sufficient) for a concrete practical application.

When one is interested in the specification of concrete systentapimagineto be interested
in different problemsthanoneis analyzingdeepphilosophicalproblems.This appearsalso to
be thecasewhenoneis dealingwith normativeissues.Specifyingnormativesystemssystems
in which norms play an important role, requires a npregmaticview on matterspertainingto
reasoning about norms. It has now been recognized by several authors thatatgomtiay be
useful for normative system specification,but which deontic logic is best suited for this
purposet appeardo be the casethat the mostimportantrole of the logic to be usedis to
accommodate for the need to distinguish betwedeal and actual behaviourof the system.So,
in the ought-to-be setting, we would us¢ © mean $ is desirable” or “ideally is thecase”
rather than ¢ is obliged”. We would then hauae possibility to specifywhatis to be doneif
the actual behaviourdeviatesfrom the ideal or desirableone. This enablesus to specify
adequatelyfault-tolerantbehaviourof the softwareor systemat hand. When O¢ is read as
“ideally ¢” eventhe standardsystemSDL or Anderson’s variant of this is useful: all
paradoxesut Chisholm’s lose their bite and becomeperfectly understandablend intuitive
propertiesof “ideality”. Soin this casewe neednot bothertoo much aboutdeepproblems
(evenchangingthe readingthe O-operatorslightly, aswe please)and we may use SDL as a
logic for ought-to-beconstraints.The only thing that remainsto be doneis to provide a
(pragmatic) solution of the Chisholm paradox, which we shall offer next.
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5. A Solution to the ‘Ought-to-Be’ Version of the Chisholm Paradox: S5,

In the previoussectionwe haveseenthat a naturalrepresentatioof the Chisholmsetin SDL
becomesnconsistentThe crux of the matteris that the inconsistencyarisesbecauseof two
norms Og and O-q that together are inconsistent because of the D-a8bin &amd,a fortiori
the fact that botmormsare expressedy the sameobligation operatorO. We now proposeto
extendSDL with multiple O-operatorso overcomethis problem (without resortingto much

more sophisticated things like dyadic deoittigic or conditionallogic ([vW64], Chapterl0 of
[CheB80])). To this end we introducethe logic S50,y which is hasas modalitiesthe universal
necessityoperator¢, anda number of distinct operatorsO; which expressobligation with

respect to a frame of reference .

The systemS50y,) consistsof the following axiomsand rules (here is usedto abbreviate

—|("—|):
(K;) ¢ - ) - (o - W)

(T o -0
(5.) ¢-¢ ¢

Ki)  Gid - ¥) - (00 -~ OY)
(Dy) -0

(P) Pid¢ « =0-d
(F) Fi¢ « G0

and the rules (Taut), (MP) and
(Ny) ¢/7¢d

Note that the rule

(N)  ¢/G¢

is derivable.

(Kripke) Models for this system are of the form M ={SR, {R; | i = 1, ...,n}), whereS is the
setof states;tis a truth assignmenfunction,R = S x S is the (universal)possibility relation,
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and the Rare the deontic accessibility relations, which are assumed to beletgathatin this
set-up it holds that RI R.

The operator¢, is now interpretedby meansof the relation R, and the operatorsO; are
interpreted by the relation; 50, M, s¢ ¢¢ iff M, t ¥ ¢ for all t with R(s, t), and N§,¥ O;¢ iff
M, t ¥ ¢ for all t with Ri(s, t). The systemS50Q,) can be shown soundand completewith

respect to validity in this class of models via a standard argument.

Note that the following are nonvalidities in this logic:
Oi¢ - OiOiq), —IOiCI) - Oi—|Oi¢, Oid) - OjOid), and—|(Oiq) DO]'—I(I)) (I¢j) The nonvalidity of
the last formula expresseghat it is now indeed possibleto representcontrary normsin a

consistent way, usindistinct framesof referencealthoughwithin oneframe of reference the
formula Q¢ O O—¢ is still inconsistent.

The Chisholm set can now be consistently (and nonredundantly) be represented as:

(") Opp

(i) ¢(p ~ O0)
(i) ¢(=p —» Oz-q)
(iv) -p

Moreover, notdhatin this representatiothe strangeincongruenceetween(ii*) and{iii") has
disappearedFrom this representatiorone can derive (i) ¢(-p - Oz~q) O -p - Oz-q

O vy Oz~d, and (i) ¢(p - Opq) O O1(p —» Opq) U O1p —» 010, U (jv) O104, which
givesa preciserecordof how the contrarynormscomeabout(in frame 3, and in frame 2 via
frame 1 on the other hand) without being inconsistent.

6. Ought-to-Do: The Dynamic Perspective

As said before,computerscienceprovidesa dynamicperspective Basically this is becausén

this areaoneis interestedn a way to compute(constructively)things, and since this process
generallytakestime, this naturally involves changesof computerstatesover time. We can
distinguish at least the following three particular issues that are studied in computer science:

1. First and foremost computer science has to do with (computgrams Sinceits inception
computersciencehasto do with algorithmsto achievecertain goals and computerprograms
written in somecomputerlanguageto enableoneto executethesealgorithms.Theseprograms
containstatement®r instructionsto expresswhat hasto be done.In other words programs
express how certain actioms/olving (the hardwareof) the computershouldbe performed.To

reason about programs, special lodgiesebeendevelopedsuchasHoare’slogic and dynamic
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logic ([Hoa69], [Har79]). (Also temporallogic has beenemployedfor this purpose(seee.g.
[Kr687], [MP92]). In some way one might view temporal logic as a dynéogic in which one
abstractsawayfrom the particularactionsthat take place,and only considersthe flow of time

while executing a program. Qhe other hand,one might also view dynamiclogic asa kind of

temporal logic where records are kept of what exd@lypensn a time step.)In theselogics it

is possible to expregweciselywhat the effectis of the executionof (partsof) programs.One
can usethemto reasonabout pre- and postconditionsof (executionsof) programs.Since
especiallyin dynamiclogic this is donein a way that abstractsrom the basic programming
actions, it is an easy and straight-forward step to abstractfesvayhe particularapplicationto

computer programs and considgmeralactions,whetherthey are supposedo be executedoy

computersor by humans.In this way, dynamiclogic may be viewed as a generallogic for

reasoning about actions.

We ([Mey87, Mey88], [MWW89], [MWMS89], [DM90], [WWMD91], [DMW94a,b],
[DMW96]) have employed this idea in order to geteonticlogic for ought-to-do(i.e. obliged
actiong. We will sketch this approachbelow in section 5.1. Admittedly, also in the
philosophicalliterature on deontic logic there have been proposalsto distinguish between
actionsand assertions([vW81], [Cas81], also cf. [Hil93]), but we believe that the explicit
connections with formalisms to reasaboutprogramssuchas dynamiclogic hasmadethings
much moreconcrete Interestingly,recentproposaldor a philosophicaltheory of actionas put
forward by Krister Segerberg (e [§eg89]),are also strongly influencedby the dynamiclogic
approach stemming from computer science and are very close in spirit to our approach.

2. More generally, computer science is concerned with the stymipoéssesProcessesnight
be viewed as generalizations of executions of standard (sequential) programs, wipenalidso
(and nondeterministicexecutionis cateredfor. In fact, thereis a whole branchof theoretical
computer science dealing with so-called processtheory, which rangesfrom concurrency
semanticsin which modelsfor concurrentor parallel (hondeterministic)programming are
investigatede.g.[Win82], [BM88], [vG90]) to processalgebra,n which one tries to give an
algebraic calculus for this kind of programmifiiflil80], [BK86], [BW90]). In thesealgebraic
calculi (orprocessalgebras asthey are usually called) oneis actuallyinterestedn calculating
equivalencef processe®n the basisof certain observationakriteria: if two processesare
indistinguishable with respect to some observational criterion, they are regaelgahl,so that
one can reduceterms denotingcomplex processego thoserepresentingsimpler ones. This
appears to be venysefulwhen consideringcorrectnessssuesof theseprocesseshy algebraic
calculationone aims at verifying certainpropertiesof processest handsuch as protocolsfor
communicatiorbetween'agents’ (computersor processorsvithin a multi-processorcomputer
system).
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We employedthe dynamic perspectivein the senseof using dynamic logic over process
(algebraic)terms to treat the paradox of free choice permission.In [MW91], [WM91],
[WM93a] we usedan algebraicapproachon processermsto distinguishbetweentwo choice
operatorgepresentingree and imposedchoiceand obtaineda framework (albeit complicated)
in which both could beisedintertwined.Here we mixed techniquesrom processalgebra(and
universalalgebra)with dynamiclogic to geta solutionfor this well-known problemin deontic
logic. (In [DMW94a, DMW96] we gave kEessinvolved solutionto this problemusing another
(stronger)definition of permissiontogetherwith admissiblecontextsfor actions,but also here
dynamic logic is a crucial ingredient of the approach.)

6.1 A Logic of Ought-to-Do: a Deontic Logic Based on Dynamic Logic

PDelL, introduced in [Mey88],is a versionof dynamiclogic especiallytunedto useasought-
to-do style deonticlogic. It is basedon the ideaof Anderson’sreductionof ought-to-bestyle
deontic logic to alethic modal logibut insteadit reducesought-to-dodeonticlogic to dynamic
logic ([Har79]). The basic idea is very simple: some action is forbidden if dogartionleads
to a stateof violation. In a formula: Fa « 4ef[0]V, wherethe dynamiclogic formula [a]¢

denoteghat execution/ performanceof the action a leads(necessarily)Xo a state(or states)
where¢ holds,andV is a specialatomicformula denotingviolation. Formally, we say that the
meaningof action a is capturedby an accessibilityrelaton R, 0 S x S associatedwvith a,

whereS is the setof possibleworlds. This relation R, describesexactly what possiblemoves
(state transitions) are induced by performance of the awtiBy(s, t) saysthatfrom s onecan
getinto statet by performinga. (In concurrencysemanticsand processalgebrathis is often
specifiedby a so-calledtransition systemwhich enablesone to derive (all) transitionsof the
kind s  t, whichin fact definestherelationR for all possibleactionsa.) Now the formal
meaning of the formulax]¢ is given by: f]¢ is true in a statépossibleworld) s iff all statest

with Ry(s, t) satisfy ¢. This then providesthe formal definition of the F-operator,as given
above.

The other deontic modalities are derivatives of F: permission is not-forbidden (RFa), and
obligation is forbidden-not-to (@ —~ Fa_), wherea hasthe meaningof “not-a”. The formal
semanticsof this negatedaction is non-trivial, especiallyin caseone considerscomposite
actions, cf. [Mey88], [WMW89], [DM90], [MW91], [WM93a]In thesepaperswe considered
connectivegor composingnon-atomicactions,suchas‘ [’ (choice,the dynamic analogueof
disjunction in a static setting), ‘&’ (parallel, the analogue of conjunction), ‘= (non-
performance, the analogue of negation), and ‘;’ (sequerdraposition,which hasno analogue
in a static setting). Without giving a formsg¢mantichere (seethe papersmentionedabovefor
that), the meaningof theseare as follows: a4 O a, expresses choice betweena; and o,
(this—roughly—corresponds to taking Ry, as the set-theoretic union of RandRy,), oy
& 0pa parallelperformanceof o1 anda; (this amountsto moreor lesstaking Ry, ¢ o, to be
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the intersection of R and Ry,), o (we will also often write-a) the non-performancef a, as
stated above (it more or leamountsto taking Rg to be somecomplemenbf Ry, but seealso
the discussiornbelow), and a4 ; a, the performanceof a4 followed by that of a,. For a full
account of the semantics of particularly negatetionswe refer to [Mey88, DM90, DMW94a,
DMW96].

The logicPDeL now consists of the following axioms and rules:

(Kiap [01(¢ - @) - ([a]d - [a]y)

() [o;Bl9 ~ [a][B]d

(@) [oaOB ~ ([a]¢ C[B])

(&) [o]9 - [0 & Bl

=) [Pl - ([-al¢ O[al[-Bld)
-0) [-al¢ - [-(a T PRI

(&) [-(a &P ~ ((-alé T[-Bl9)
(F) Fo o [a]V

(P) Pa o —AF(e <o>2V)

(0) Oa « K-0) (- [-a]V)

This results in the following theorems concerning the deontic operators:

(©G)) Ofa;B) « (OCa U[a]OB)
(P) P(a;B) -« <a>Pp

(E;) FE(a;p) - [a]EB

(0&) O(a & B) - (Qa DOR)
(P&) P(a & B) - (Pa OPB)
(F&) (FxOFEB) - F(a & B)
(C0) (Oa OOB) — O(a O B)
(PO) P(aOPB) « (PaOPB)
(ED) E(aOPB) « (Fo OEB)

6.2 The Paradoxes in PDelL

A nice feature of PDeL is that most of the paradoxesappearingin SDL are either not
expressibleor, if they are, not valid (cf. [Mey88], [MW93a]). To be more specific, if we
consider (dynamic variants of) the paradoxeslD of section 2, we get:

1'. O Do) notvalid in PDeL
2'. Oa - O(a [0 B) valid in PDeL
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3. (Pa OPB) « P(a OPB) valid in PDeL
4'. Fa - F(a & B) valid in PDeL
5" not expressible iPDeL
6'. Chisholm’s paradox: see the discussion in the next section.
7. Forrester’s paradox of gentle murder: see the discussion in the next section.
8'. -(Oa O0O0a) notvalid in PDeL
Oa - P notvalid in PDeL
9. the first two not expressible PDelL
-¢ - (¢ - Oa) valid in PDeL

10'. not expressible iPDeL

Thuswe seethat 1' and 8' arenot valid in PDeL; we still areleft with Ross’ paradoxand the

related ones diree choicepermissionandthe penitent2' - 4') (However,many authorsdo not

really seethem as paradoxesonce one realizesthe mismatchbetweenthe natural language
readingandthe formal semanticf theseexpressiongcf. section6. Neverthelessfor readers
interestedin attemptshow to overcomeeventheseparadoxedormally we refer to [Mey92],

[WM93a], [DMW94a], [DWW96].) We can say somethingsensibleabout contrary-to-duty
imperatives involved in the paradoxes of Chisholm’s and Forregseesext subsection)The

third expression of 9' is valid as it is just instanceof propositionallogic (and particularly the

paradoxof the materialimplication) again.Finally, somewords aboutthe paradoxesof SDL

that not everhavedirect counterpartsn PDeL (5, 9' (first two), 10". It is perhapsslightly too

easyto just say theseare not expressibleso thereis no paradoxany more. One might, for

instance, introduce a dynamic counterpart of the logical implication, as follows:

a»f

with as reading“action a involves action 3", and as formal semanticsRy [ Rg: all states
reachable by doing actianare also reachable by doing actfbmhis meansof course that all
results of actioif8 are also results of actian so that we have the following proposition:

PROPOSITION a » 3 implies the validity of B]¢ — [a]¢ for all assertiong.
To give an informal example,"murdering someonegently” involves "murdering someone”.
(Cf. the discussion of Forrester’s paradoxhia next subsection.)Ve referto PDeL extended

with the operator » aBDeL (»).

Now we can express dynamic counterparts of 5':
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5. a»Bf Oa —» @. Whether this is a validity in PDeL(») dependson the
interpretationof the negatedactiona . As we havediscussedn e.g. [WM93] thereis not an
obviousuniquechoicefor this. A possiblechoice—which,by the way, we purposelydid not
follow in our original paper[Mey88]—would be that the accessibilityrelation Ry associated
with a is the set-theoretical complement of thaf)(Bssociated with, i.e., Ry = (Sx S) \ Ry,
where S is the set of all possibleworlds. In this casewe have that o » B implies B »
a (since nowa » B = Ry [ Rs= RUR < B » Q) . In its turn this implies that underthis
interpretationof negatedactionwe havethat5' is a validity (sincea »B 0 B »a O ¥ [a
IV - [B]V O ¥ Oa- @). Note, however, that this is only trirethis particularinterpretation
of .

However, we have that the first two cases of 9' andath&0' are still not expressibleNote that
the obviousattemptsyiz. Oa - O(B » a), B — O(B » a), and(Oa O O(a » B)) — OP are
not well-formed inPDeL(»), since Of 1 » a>) is not (Oshould have an action as argument).
So to deal with this we should really construct a hylmgic of both ought-to-doand ought-to-
be operators. In Section 7 we shall discuss a proposal into this dir@dtioh,neverthelessvill
nothave the above formulas as validities.

6.3 A Solution to the ‘Ought-to-Do’ Version of the Chisholm Paradox in PDelL

Here we like to show how the dynamic perspectind particularly PDeL canhelp us solvethe
problemswith the Chisholmset. To analysethe problemin PDelL we needto be a little more
specific about the order in which the actions take place. (This distinction does nobceatin
the SDL representatiorsince here everythingis formalizedin a static way.) We canin fact
distinguishthreeversionsof the Chisholmset. We here use rather abstractversions.Seethe
thesis of Tina Smith ([Smi94]) for some very nice daily-life instances.

1. The*forward” version of the Chisholm set.

(1i)  itis obligatory to dax

(i)  if you doa, you have to d@ afterwards(i.e., aftera)
(%ii)  if you don’t doa, you have to do nofi-

(1iv) you don't doa

This versionis the easiestone to formalize in PDeL. We immediately can representit as
follows:

(1)  Oa
(Lii')  [o]OB
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(Liii) [a JOB.

(Remark: the fourth premise of tet,which expresseshat someactionis actually performed,
cannotbe representedn PDeL. In some sense,statementsof actionsin PDelL and the
underlyingdynamiclogic is of a hypotheticalnature:“if one (would) perform the action, the
following holds”. The implication implicit in an formula [a]¢ is therefore more like a
conditional in conditionalogic. As such,it is not really importantwhat actually happensHere
and in the sequel we shall just ignore the fourth assertion in the formal representation.)

In PDeL one may derive from this representatiothat it holdsthatO(a ; ) O[a J(VOFB), in
other words: it obligatory to perform the sequendellowed by (3, and moreover,f a hasnot
been done, one is instiateof violation but neverthelesalsoforbiddento do 3 (see[Mey88]).
This is exactly as one would expect.

2. Theparallel” version of the Chisholm set

(2i) itis obligatory to dax

(2i))  you have to d while a is being done
(2iii) if you don’'t doa, you have to do nofi-
(2iv) you don’t doa

In fact, this versionis very much relatedto anotherinfamousparadoxinvolving contrary-to-
duties, viz. Forrester’s. This is also known as the paradox of the gentle murderer:

(F1) One is forbidden to commit murder
(F2) still, if one murders someone, one should do so gently
(F3) Jones murders someone.

In SDL thisis a big problemagain. There one would use a formalization like (using m for
committing murder and g for committing a murder gently):

(F1) Fm

(F2) m - Og

(F3) m

together with the implicit necessary truth
(F4)Y g-m
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Now we can derive: (F4") g- mfsp. O(@Q - m) fspL. Og — Om, sothatby (F3') and

(F2") we arrive at Om, which, apart from being quite absurd, is incongiste®DL) with (F1')!
Castafieda@ubbedForrester'sparadoxasthe “deepest” in deonticlogic ([Cas84]): the main
reason being that distinguishing between asseriadsictions(“practitions’) did not helpin
his approach to deal with it. He placed emphasithe fact thatthereis an adverb(*aspect),
viz. gently, involved. However,we believethat the problemis the simultaneityof actions:one
should be gentle (or rather act gently) while murdering (see also [Mey87]). if we would
considera “forward” variant of Forrester'sset, we get somethingwhich is very easyto
formulate inPDeL:

e.g.
(&  You are forbidden to go
(b)  Yet, if you go, you have to close the dafterwards

In PDeL, using obvious abbreviations:

@) Fg
(b)  [9]Qc

In fact, this is “one half’ of the forward Chisholset (viz. isomorphicto the set{(1i"), (1iii)},

since_Fg isequivalentwith Og , so thattakinga = g resultsin the aforementionedet). Now,
however,we have a parallel version, for which the aboverepresentations erroneousAs we
statedin [Mey87], in somesensethe Forresterparadox(but also the parallel version of the
Chisholm paradox)is the hardestto representin PDeL. As was shown there the intuitive
representation

(F1") FEm it is forbidden to murder
(F2") O(m Og) one oughtto not-murder or murder gently

is not adequate either, sincePFDeL the latter (which is equivalemiith F(m & g )) is derivable
from the first, which contradictsthe intuition. But, as we indicatedin [Mey87] too, thereis an

easyway out by using multiple violation atoms(as we have also been using frequently in
subsequent papers). In shassuminghatwe havea set{V ;}; of distinct violation atomsand

using the abbreviation§ & o gef[0]V and Qo o 4ot 7"F{ We cannow adequatelyepresent
Forrester’s set as

(F1") Egm
(F2") Eo(m &)
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which hasasa desirableconsequencgm & g ](V1 0OV,), i.e., after murderingsomeonenon-
gently one is guilty of two offences: having murdered someone and having been nowvgitle
murdering.Note that ‘just’ murderingsomeonegets one into a statewhere V4 holds, while
murdering someone in a non-gentle way yields a state WhereV,. One might thus view the

latter state as even less ideal than the former. In [DMW94b] we have elaboratedaotiotinef
(sub-)ideality.In that paperwe went evena step further in analyzingthe effect of actionson
violations by not only considering whether by performingaation a stateresultsin a violation
state, but also whether ttransition broughtaboutby the actionchangeghe stateof violation.
We will not pursue this here.

Finally, in PDeL with multiple violations the parallel version of the Chisholm set can be

represented in a similar way as the Forrester one:
2y Oja one ought to da

(2i") Fo(B &a) itis forbidden to do bot and nong at the same time
(2ii") F3(B & o) itis forbidden to do botB and nona at the same time

3. The “backward” versionof the Chisholmset. This is the original one, as formulatedby
Chisholm:

(3i)) itis obligatory to dax

(3i))  if you doa, you have to d@ first (i.e., beforea)
(3iii)  if you don’'t doa, you have to do nofi-(first)
(3iv) you don’t doa

This is perhapshe moredifficult one to expressin PDeL, since PDeL doesnot containan
operator of the kind “if you da, you haveto do 8 first ”. Surelyagain,if onewould usethe

samerepresentatioms for the forward version,one doesnot get the intendedresult, e.g. (2ii)
would be misrepresented. In [Mey87] it is argued that the best represent&tioelins:

3i) Oa one ought to da
@iy Fo(B ;0) it is forbidden to do noif-followed bya
@ii') F3(B;a) it is forbidden to d@ followed by none

See [Mey87] for a more elaboralescussioron this representatioriWe admitthatit would be
far nicer to have a representation closer to the natural language representation, but ttualiwould
for a non-trivial extension d?DeL, in which one also can reason “backward” directly.
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We haveseenhow we can reasonabout ought-to-beand ought-to-doconstraintsin separate
logics. However, in the practice of systemspecificationone naturally needs both notions
intermingled, so that an integrated logic for both these notions is called for.

7. An Integrated Logic of Ought-to-Be and Ought-to-Do Constraints

In [AMW93] we have proposeda unifying frameworkfor reasoningabout ought-to-beand
ought-to-do constraint§.herewe employedPDeL asin Section6 for ought-to-doconstraints
and Anderson’s reduction (JAnd58]) for ought-to-dmnstraints Sincein this paperwe started
out from SDL with normaldeonticmodalities(which are not definedby a reductionto alethic
modal logic as in Anderson’s reduction) we have to do a iittéee work to integrateour logics
for ought-to-do and ought-to-be.

7.1 Anderson’s Reduction to Modal Alethic Logic Related to SDL
As mentioned before, Anderson [And58] reduced deontic modalities to alethic ones by

employing the special propositional atom V denoting ‘something radhdesirableyvhich we
refer to as ‘violation’. In a logic with an S5-type (alethic) necessity opesat@ candefinethe

obligationoperatorO' by O' ¢= ¢(-¢ - V), expressingthat somethingis obligatediff it is
necessarily the case that the falsityp afplies being in a state efolation. (Actually, Anderson

usedthe modalsystemKT asa basis,but we will use S5 instead.)Semantically,we employ
(simple) S5-models for thmodality ¢,: sucha modelconsistsof a non-emptysetS of worlds

anda universalaccessibilityrelationon S; in a world the formula ¢ ¢ holds iff ¢ holdsin all

worlds of S.

PartlV of [Aqv84]). Recallthat SDL-modelsare Kripke modelsM = (S, 1t R), whereS is a
non-emptysetof possibleworlds, 1t is a truth assignmentunction of the propositionalatoms
per world, and R is an accessibilityrelation pointing at deontically ideal alternatives:R(s, t)

represents that the world t is a deonticallgal alternativefor s. In aworld s [0 S, the formula
O¢ is said to hold iffp holds in all deontically ideal alternatives of s: (M¥sYO¢ iff (M, t) ¥ ¢

for all t with R(s, t).

We can reconcile Anderson’s approawith SDL if we considerthe worlds whereV doesnot
hold as ideal worlds, independent of the world where we are viewing from.

Define R(s, t)= (M, t)j V.

Now we see: (M, s)¥ O¢p -
forallt: [R(s, )00 (M, 1) ¥ ¢] =
forallt:[(M,t)j VO (M,0)¥ ¢] =
forallt:[(M,)¥ -VO (M,0) ¥ ¢] =
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forallt: [(M,)¥ =V - ¢] =
forallt:[(M,)¥ =¢ - V] =
(M, 9)¥ ¢(=p - V) =
M,s)¥ O ¢

Thatis to say,if we takethis definition of the relation R, the SDL-basedobligation operator
coincides with Anderson’s operator.

Note that form this definition of R it follows immediatelythat the relationR is an equivalence
relation, so that the operator O (= O') satisfies the well-known S5-axioms as well:

¥ O - OO and
¥ -0 -~ O-0d

and in fact the stronger formul#s O¢ ~ OO and¥ -O¢ —~ O-0Od

So, actuallywhat we getis whatis calledthe systemDeontic S5by Chellas([Che80]). As we
see from the validities above, nestings are trivial in Deontic S5. One way tatlthg is that if

one usesa systemas Deontic S5 for obligations, one is not really interestedin nested
obligations(since the commonsensé&lea of such nestedobligations are unlikely to satisfy
properties like the above).

on the world s. In fact the set {t | R(s, t)} = {t | (M, it ) V}is a fixed setthesetof ideal worlds

(the set opt of optimal worlds in terms of Aqvist ([Aqv84])). This also has some further
consequences of nestings between the modal operators¢gOvaadhave as validities:

¥ 0O o ¢Op and¥ -0Op « ¢-0Od
¥ (0 o Oipand¥ -¢d o O-¢d

and, of course, we have that

¥ (6 - 0b

since the set of ideal worlds are a subset of the set of all possible worlds.

In fact, whenwe add (P) and (F) to expresgpermissionand prohibition in termsof obligation

again,we obtainan extensionof S50;1) from Section5 (wherewe drop the subscriptl from
the operators): besides the axioms and rules of that system
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(K;) ¢ - ) - (o - ey)
(T,) ¢d -0
(5) ¢-¢¢

(Ko) O ~ ¥) ~ (O ~ OY)
(Do) ~O0

(P)  Pp - -0

(F) Fp - 0

(0) ¢9 - Od
and the rules (Taut), (MP) and

(N;)) ¢/¢d
we have additionally:

(40) O¢p - OO
(50) -0 ~ O-Cp
(opt!) Op — ¢OP

states, independent from the world one is looking from.

This systemcan be shownsoundand completewith respecto the classof Kripke modelswe
havedefinedabove.(It is in fact a specialcaseof the systemS5P in [MH95] andcanalsobe
viewedas a subsystenof the systemof Kraus & Lehmannfor knowledgeand belief for one

agent [KL86].) It can be shown thall the other validities we havelisted aboveare derivablein
the system. (The systemmowever,still containssomeredundancyone canomit (4o) and (5¢)

from the systemwithout loss of inferential power.E.qg. (4p) is derivablefrom (opt!) and (0).
We have nevertheless includeg)4nd (%) to expose the link witbeontic S5explicitly.)

Whether the syste®5Q;y) is suitable for normative reasoningagaina matterof pragmatics.
Of course, (4) and (%) are highly implausibleif onewantsto interpretnestedobligationin a
meaningful way. (Thihasbeenthe traditional objectionagainstDeontic S5 cf. [Che80].)On
the otehrhand,if oneis simply not interestedn thesenestedobligationsthis logic providesa
way of eliminating them in any expression, and the system becomes very useful indeed.



25

7.2 Integrating S5Q,) with PDeL

The view unifying Anderson’sreductionwith SDL as expoundedaboveprovidesus with the

opportunityto give a naturalintegrationof our ought-to-beand ought-to-doframeworks.For
the ought-to-do approach we employ multiple violation atogr{@\orderto representontrary-

to-duty constraints adequately). We now simply employ a multipieskéion of thdogic above
for the ought-to-bepart, which then amountsto using the systemS50Qy,) togetherwith the

axioms:

4) O - OO
&) Gid - 00
(opt!) O - ¢iOi

The discussionof relating Anderson’sreductionto SDL generalizeseasily to the case of
S5Q) where multiple violation atoms and modalities are employed by defip{sgtR= (M,
t)i V;. Now we can add the ought-to-do part of Section 6 without any difficulty:

(Kiap) [@](® - ¢) - ([a]d - [a])

() [a;Bld ~ [a][Bld

(O) [oaOB¢ ~ ([a]¢ O[B]d)

(&) [o]9 - [0 & Bld

=) [(a;B)Id ~ ([-a]¢ O[al[-Pld)
-0) [-0l¢ - [-(a O P

(&) [-(a &P - ((-a]é O[-Bl9)
(E)  Ea o [a]V;

(P) PBa o S8 (- <a>=Vj)

(O) Gja o f{(-a) (- [-a]Vj)

We finally mention that in this integrated lodlee formulasas mentionedat the end of Section
6.2,i.e. Qja - Oi(B»0a), FB - OB »a), and (Qja O Oj(a »PB)) - O;B, are not valid,

which may be viewed as a desirable feature of this approach.

8. Applications

Library regulationsare a popularsourceof exampledor deonticlogicians.We have specified
the rules for borrowing and returning documenisn a library in an earlierpaper[ WMW89].
Joneg[Jon90] points out that the Chisholmsetappearsn library regulationsas follows. If p
identifies a person and d a document, then the following rules are quite common:

* p shall return d by date due.
* If p does not return d by data due, then disciplinary action shall be taken against p.
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* If p returns d by date due, then disciplinary action is not taken against p.

Other applications of deontic logic involve bank accounts. For example, waslhawathatin a
combined logic of ought-to-be and ought-to-do such as the one in the presatios,it canbe
proven that having a negative balance of a bank account (a forbidden state) implixig#tien
to depositmoney(an obligatedaction)[AMW93, AMW96]. The popularity of exampleslike
thesemay be takenas evidenceof the fact that deontic logicians have ample experiencewith
libraries and negativebank accounts Although the examplesare quite realistic (especiallythe
negative bank account), we here take another interesting case study, the specification of
proceduredor overseadrade.We use an analysisof this caseby Bons, Lee and Wagenaar
[BLW94] as point of departure. It turns out that the overseas mambeduresllustrate all three
variantsof the Chisholmsetthat we identified above.In orderto understandhe example,we
mustdigressa little in overseadradeproceduresDuring this explanationjt will becomeclear
that deontics play an essential role in the specification of this procedure.

The problem with oversedsadeis thatthe sellerdoesnot wantto ship his goodsbeforeheis
paid but the buyer doesnot want to pay before he receivesthe goods. To get out of this
deadlock, buyer and seller each contact a bank indglircountry, calledthe issuingbankand
corresponding bankespectively.
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The buyerand seller negotiatea contractin which the buyer promisesto buy goodsfrom the
seller at a certain price and the seller promises to sell gfoegksat this price to the buyer. The
buyerthenentersa contractwith the issuingbank, which resultsin a letter of credit (LoC) in
which the buyer specifies which documentsthe seller must produce in evidenceof his
performance according to contract. The LoC rhbagubjectto further negotiationsetweenthe
buyerandseller. Oncethe LoC is produced,he selleris obliged to producethe documents
specified in the LoC, evidencing his performance according to the sales contract.

For the purposeof this examplewe considera simplified trade procedurein which the LoC
determineghat the seller must producea bill of lading (BoL) as evidenceof performance
according to contract. The selleceivesthe BoL from the carrierwhenhe transfersthe goods
to the carrier. Thereis only one copy of the BoL that is authentic;this copy is evidenceof
ownership of the good3he sellertransfersthe BoL to the correspondindbank,who paysthe
seller for the goodsThe correspondingpanksellsthe BoL to the issuingbank,who sellsit to
the buyer. The buyarow usesthe Bol as evidenceof ownershipin orderto receivethe goods
from the carrier.

In this situation we have a number of (ought-to-be) constraints that must be satisfied farorder
the procedureto work. We will show that these constraintsentail ought-to-do constraints
specifying constraints on the actions executed in the procedure. For examplis, dinmight-
to-be) constraint which asserts that it ought to be the case that if the carrigh€ d@sdsthen

the seller S has the BoL:

O,(Has_Goods(C)» Has_BoL(S))

Here and in the sequelthe lettersC and S are usedas identifiers of the carrier and seller,
respectively A transferfrom C to S will be denotedC2S and the reversetransferis denoted
S2C,with the transferredtem as parameterSimilar notationswill also be usedinvolving the
corresponding bank CB.

From the aboveought-to-beconstraintwe can derive a related ought-to-do constraint,if we
assumesomefurther obviousthingslike the fact that the seller'stransferringthe goodsto the

carrier results in the carrier having the goods, i.e.,

[S2C(Goods)|Has_Goods(C)
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and the fact that if the carrier has no goods #ifer not transferringthe goodsby the sellerto
the carrier the carrier still has no goods, viz.

-Has_BoL(S)- [-C2S(BoL)]-Has_BoL(S).

For we can now derive an ought-to-do constraint in our logic expressing that inval&stthe

seller has no BolL it is forbidden that the seller transfers the goods to the whileethe carrier
doesnot sendthe BoL to the seller: -Has_BoL(S) - F1(S2C(Goods)& -C2S(Bol)), as

follows:

O,(Has_Goods(C)»- Has_BoL(S))f
¢(=(Has_Goods(C)> Has_BoL(S))- V1) f
¢((Has_Goods(C) -Has_BoL(S))- V).

Thus, using this together with the above assumptions and axiom (&), we have that:

-Has_BoL(S)- [S2C(Goods) & C2S(BoL)] Has_Goods(C) -Has_BoL(S) f
-Has_BoL(S)- [S2C(Goods) & C2S(BoL)] V; f
—Has_BoL(S)- F1(S2C(Goods) &C2S(BolL)) (1)

Likewise, from the assumptions

[C2S(BoL)]Has_BoL(S)

and

-Has_Goods(C)» [-S2C(Goods)]-Has_Goods(C))

one can show from the ought-to-be constrag{Has_BoL(S)- Has_Goods(C)) that

—Has_Goods(C)- Fy(C2S(BoL) &-S2C(Goods)) (2)

Togetherwith an obligation that in somesituation the seller should supply the goodsto the
carrier Qy(S2C(Goods)) (3)—as required in a contract, the constraints (1), (23poonstitute
an instantiation of the parallel version of the Chisholm set, which provestagaimportanceof
this set in practice.

In fact, we can also easily derive instantiationsof the other versions.For instance,from the
ought-to-beconstraintthat it should be so thatif the seller S has got the money then the
corresponding bank CB has the BoL:
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Oy4(Has_Money(S)- Has_BoL(CB))

it follows—using similar assumptions as before such as
-Has_BoL(CB)- [-S2CB(BoL)] -Has_BoL(CB))

and its consequence

-Has_BoL(CB)- [CB2B(Money) &-S2CB(BoL)] -~Has_BoL(CB))

—thatit is forbiddenthat the sellergetsthe money from the correspondingoank without the
seller having sent the corresponding bank the BoL first: -Has BoL(CB) -
F4(-S2CB(BoL);CB2S(Money)):

-Has_BoL(CB)U

[-S2CB(BoL)]-Has_BoL(CB]]

[-S2CB(BoL)][CB2S(Money) &S2CB(BoL)](-Has_BoL(CB)1Has_Money(S))]
[-S2CB(BoL)][CB2S(Money) &-S2CB(BoL)]V, [

F4(-S2CB(BolL); (CB2S(Money) &S2CB(BolL)))

Togetherwith the ought-to-doconstraintthat can be derivedin an analogousnannerfrom the
ought-to-be constraint Og(Has_BoL(CB) — Has_Money(S)) (using similar additional
assumptions), viz =Has_Money(S) F5((S2CB(BoL) & —CB2S(Money));-CB2S(Money)),
and a constraint stating that there should be a transfer of money fraortégpondindankto
the seller,viz. Og(CB2S(Money)),we obtaina hybrid instantiationin betweerthe parallel and
the backward Chisholm set. Moreover, if we assume additionally:

1. that in the action CB2S(Money) the non-performance of S2CB(Bohgligded,i.e. it holds
that CB2S(Money)» -S2CB(BoL) (we would have this if we would consider the action
only(CB2S(Money)) from [DMW94a, DMW96] rather than CB2S(Money) which we
normally endowwith an open interpretationleaving open what happensconcurrentlywith it),
and

2. likewise, S2CB(BoL) involves the non-performance of CB2S(Money), i.e.,
S2CB(BoL)» —-CB2S(Money),
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we end up with the plain version of the backward Chisholm set, since in thiSBas€Money)
& —S2CB(BoL) comes down to a mere CB2S(Money), 88€B(BoL)& —CB2S(Money)to
just S2CB(BoL):

—Has_BoL(CB)— F4(-S2CB(BoL); CB2S(Money))
—Has_Money(S)- F5(S2CB(BoL);-CB2S(Money))
Og(CB2S(Money))

Furthermore, we can derive, assuming for simplicity that S2CB(Be{QB2S(Money):

-Has_Money(S)]-Has_BoL(CB)J
[S2CB(BoL)](Has_BoL(CB)I-Has_Money(S))
[S2CB(BoL)][-CB2S(Money)](Has_BoL(CB)J -Has_Money(S))
[S2CB(BoL)][-CB2S(Money)]\§ [

[S2CB(BoL)]OsCB2S(Money)

Analogously, we can derive -Has_Money(S) [0 -Has_BoL(CB) - [-S2CB(BolL)]
O4(—CB2S(Money)), so that with aught-to-beconstraintO,(S2CB(Bol)) (effectiveafter S’s

transferring goods to C, for example) we obtain an instance of the forward Chisholm set.

In passing we observe that it holds that from [S2CB(BoL)](Has_BoL(CTBMas_Money(S)),
we obtain[S2CB(BoL)]Vs andthus FsS2CB(BoL), which meansthat evenif it is obliged for
the seller to sendthe BoL to the correspondingbank on the grounds of the obligation
O/(S2CB(BolL)), it is neverthelessforbidden to stop just here without completing the
transactionlanddo CB2S(Money))! Thusthis providesan interestingexamplewherewe have
on the one hand an obligation to do an aatiom order to executa transactior ; 3, while on
the otherhanddoing (just) a is forbidden.In our frameworkwe canexpresshis consistently
by meansof our multiple violation atomswithout any difficulty. Note, by the way, that in this
examplethe assumptionthat S2CB(BoL) » —CB2S(Money)is crucial! If it is allowed that
S2CB(BoL) may alsanvolve a concurrentiransferof moneyfrom CB to S doingjustis (and
should) not be forbidden, of course.

9. Discussion and Conclusion

In this paperwe have seenhow deontic logic may be employedfor specifying normative
integrity constraints fomformation systemsA key claim of our paperis that ought-to-beand
ought-to-doconstraintsfollow different logics, but also that theselogics can be integrated
enabling representing and reasoning about both types of constranessimgle framework.A

side issue, but nevertheless an important one as to the tdhis péper,is thatin orderto deal
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with problematiccasesof representationknown from the philosophicalliterature, one may
adhereto a pragmaticview and uselogics that are adequatdor concretesituationsthough not
necessarilyso in general:to specify concreteconstraintsfor practical systemsone need not
solve all profound problems that philosophy poses for the general abstract case!
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