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Design Your Future.
Abstract

A collaborative network is a network consisting of a set of autonomous actors (e.g., enterprises, organizations, and people) that collaborate to achieve common or compatible goals. In a collaborative network, each enterprise contributes with its own specific products or services to satisfy the consumer need. Actual collaborative networks are often risky ventures because there is no central coordinator. A collaborative network that emerges gradually is not subject to the same risks as the participants engage in the network slowly. We develop techniques for designing IT-enabled collaborative networks and validating the risk that they entail. Some of the risks threatening a collaborative network designed in advance are:

- the risk of non-executability (no feasible coordination)
- the risk of fraud or in general untrustworthy partners
- the risk of non-profitability
- the risk of loss of business-confidential data

In this work we address the first three types of risks.

Designing collaborative networks calls for modeling the collaboration of enterprises from different perspectives, in particular the value and coordination perspectives, and for mutually aligning these perspectives. The need for these two perspectives stems from the importance of separating the how from the what concerns. The value perspective focuses on what is offered by whom to whom while the coordination perspective focuses on how these offerings are fulfilled operationally. Value modeling and coordination modeling have different goals and use different concepts. Nevertheless, the resulting models should be consistent with each other because they refer to the same system.

The model that shows the creation, distribution, and consumption of goods or services of economic value in a collaborative network is called value model. The main goal of value modeling is to build a shared understanding of the business case and reach agreement amongst profit-and-loss responsible business actors re-
Abstract

 Regarding the question “Who is offering what of value to whom and expects what of value in return?” It also enables the actors to assess their potential profitability in the collaborative network to develop an insight into the economic viability and sustainability of the whole collaborative network. The study of the relation between value and coordination models is to address the executability of the collaborative network.

The participating actors in a collaborative network are assumed to act trustfully in the collaboration and therefore trust is mostly left entirely outside the picture. However the assumption that business actors act trustfully is often not useful in practice (since there are malicious actors). Each partner agrees to act according to the value model, however during the business, actors need to be sure if their partners are acting according to the value model or not. Dropping the trust assumptions in business collaboration is to address the risk of untrustworthy partners. Finally, after taking the trust complications into account, we need to adjust the profitability and sustainability according to the new setting and hence address the risk of reduced profitability or even loss in the collaboration.

The contributions of this thesis include:

1. Introducing a stepwise method to produce a consistent coordination model from a value model and vice versa in a multiperspective e-collaborative network design.
2. Analyzing collaborative networks from a trust perspective and introducing an approach to measure the trustworthiness of the actors participating in a collaborative network.
3. Assessing profitability and sustainability of some special collaboration settings using game theory concepts and techniques and refining the initial profitability analysis of the collaborative network by taking trust into account.

We evaluate our findings using some real business collaboration cases.
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Chapter 1

Introduction

“A scientist can discover a new star, but he cannot make one. He would have to ask an engineer to do that.”

The traditional thinking of value creation in industrial economy considers companies as actors in a value chain. Each company in this chain receives some input from upstream companies, adds value to this input, and then passes the result downstream to the next actor in the chain (another company or the final customer). This understanding of value creation is out-dated. Global competition and the dynamicity of the market and the new technologies are defining new ways of creating value. In the new competitive environment, successful companies do not just add value, they reinvent it, i.e. they focus on a value creating system, within which different business actors (e.g. suppliers, enterprises, business partners, and customers) work together to co-produce value [1].

Developments in Information Technology (IT) has changed many facets of everyday life. The way people collaborate in a business is no exception. IT advancements and in particular the widespread use of Internet provide many opportunities for businesses. Some of these opportunities are not obvious and they need an innovative idea to be pursued and operationalized. At the same time, technology advancements have made it impossible for one enterprise to do everything on its own, i.e. the new products ask for collaboration between different enterprises with different expertises and competencies. Consequently, nowadays business collaboration between different enterprises and actors in an IT enabled context has become a prevailing trend.

Today, enterprises operate more and more together in networked collaborations rather than just on their own. Collabo-
ration of different enterprises not only generates a synergy that can contribute to the competitive advantage of all participating enterprises but it also reduces the risk of failure by sharing the loss. This is of particular importance because new product development is inherently risky, especially when new technology or emerging markets are involved [2]. Nevertheless such collaboration has its own limitations. It can also bring many of the latent risks in the product development process to the surface, specifically if the collaboration spans geographical as well as organizational boundaries [1].

Business collaborative networks are nothing new however the important change is that nowadays their creation and operation is made possible by IT. IT is not only a way to automate existing business but also a way to create new business. The same story holds for risks: Doing business is engaging in risk, and this has always been the case. But due to the size and dynamics of the networks that can be created using IT, the risks may be higher, but the means to assess and manage them have also increased.

Attesting the profitability and feasibility of the collaboration for all participating actors is the first step in every business collaboration. Those who decide to join a business collaboration are mostly business men who lack knowledge about technical detail of the operation of the collaboration. Therefore we need to provide non technical business decision makers with models that are precise and accurate enough and at the same time easy enough to understand. Such initial business models are the basis for models that address the technical details of the operation of the collaboration. The study of the relation between different models of a business collaboration and the mutual consistency between these models constitute part of the work in this thesis.

More specifically, this thesis tries to bridge the gap between business models and technical models of IT, and also provides ways to assess risk in such IT-enabled business collaborative networks.

1.1 Collaborative Networks

Nowadays, the networks that enterprises operate in become increasingly complex. There are many reasons for this. Among others we can refer to more advanced user needs, upward tendency toward specialization, changing customer demands, higher customer satisfaction criteria, advancement in information and
communication technology (ICT), globalization of markets and manufacturing, increasing competitiveness, exposure to a bigger audience, etc. In fact, collaboration of different enterprises to co-produce a product or service is nothing new, however, here in this thesis, we focus only on those business collaborations which are facilitated by ICT. In other words, we are concerned with the design and use of IT in IT-enabled business collaborations.

A collaborative network is a network consisting of a set of autonomous actors (e.g. enterprises, organizations and people) that collaborate to achieve common or compatible goals [3, 4]. Collaborative networks come with different names in the literature, such as business webs [5], Virtual enterprises (VE) [6, 7], extended enterprises [8, 9], strategic alliances [10, 11], value constellations [12, 13, 14].

Tapscott et al. define a business web as a collection of enterprises designed to jointly satisfy a consumer need [5]. Katzy defines virtual enterprise as a temporary co-operation to realize the value of a short-term business opportunity that none of the partners can capture on its own [6]. The virtual enterprise has a dynamic environment where individual enterprises work together for a relatively short time, to satisfy niche market demands quickly whereas the concept of the extended enterprise focuses on long-term enterprise relationships across the value chain. The extended enterprise is responsible for the whole product life cycle and it includes the relationships that an enterprise has with its customers, suppliers, business partners, even former competitors and so on [8]. A strategic alliance is a cooperation or collaboration that aims for a synergy where each partner hopes that the benefits from the alliance will be greater than those from individual efforts. The alliance often involves technology transfer (access to knowledge and expertise), economic specialization, shared expenses and shared risk [11]. Normann and Ramirez [12, 13] introduce the value constellation as a successor of the value chain [15]. A value constellation is a construct where actors come together to co-produce value with each other. The aim of the value constellation theory is to help actors with continuously (re)designing their business.

The collaboration of enterprises to co-produce a product/service is the common theme of all the above definitions. Nevertheless, this collaboration can have different forms based on the degree of commitment and the level of engagement of the enterprises involved. For example, those enterprises that provide complementary products or services in a touristic area can make
a collaborative relationship in which many local tourism providers collaborate in order to market a particular location as a fun tourism destination. This would involve hospitality service providers like hotels, B&Bs, guesthouses, and self catering owners working closely with providers of activity-based interests (horse riding, water sports, biking, hiking, historical places of interest, fishing, quad biking, etc.) to create a compelling holiday destination touristic value proposition for a specific area. This type of collaboration can be created by publishing joint brochures, recommending each others’ services to existing and potential customers, creating a hyperlink on each others’ websites, etc.

Due to the complementary nature of their products and services, these companies would be more successful and have more profitability if they collaborate. At the same time, they can still do their own business outside the collaboration and if one partner fails in delivering the promised service/product it does not necessarily terminate the collaboration. In fact this type of collaboration is not obligatory and therefore it does not dictate a specific action on the participants.

In contrast to the non-obligatory business collaborations, there are business collaborations in which each partner contributes with its own specific products or services to achieve a common goal that cannot be achieved when one of the actors drops out of the collaboration. Therefore the collaboration of all partners is necessary to achieve the common goal of the collaboration. If one of the partners fails in delivering his/her undertakings and responsibilities then no other partner can achieve its goal(s) and consequently the collaboration fails. For example, a web shop, a logistics company, a payment provider and an authentication provider can jointly provide the on-line shopping service to consumers. In this collaboration, if for example the logistic company fails in delivering its undertakings, the collaboration fails. Other examples of these collaborative networks with non-optional participation, including an example from the tourism industry are provided in chapter 9. This type of collaboration manifests a joint work and here in this thesis we address this kind of collaboration.

Nayak et al. [7] enumerate different layers for a solution architecture in a business collaboration namely, the technology layer, the Business to Business (B2B) integration layer, the e-marketplace service layer, the e-commerce solution layer, the dynamic e-business layer, and finally the B2B collaboration layer. Considering these layers, the topics covered in this thesis fall in the B2B integration layer, the e-business layer and the B2B collaboration layer.
We use business value models to model collaborative networks. A business value model helps the collaboration partners share their understanding regarding the collaboration and enables them to analyze the economic profitability of the collaborative network. The main goal of business value modeling is to reach agreement amongst profit-and-loss responsible actors regarding the question "Who is offering what of value to whom and expects what of value in return?" We use the $e^3\text{value}$ method to describe/represent collaborative networks from the value point of view [14]. $E^3\text{value}$ is supported by a tool$^1$ that allows profitability analysis for all partners in the network.

In the current state of the art, the collaboration partners are assumed to be trustworthy while designing value models. However, in real life, not all partners are equally trustworthy and, therefore, before a business value model can be put into operation, any unrealistic trust assumptions that it contains, must be removed.

1.2 Problems and Challenges

The work in this thesis addresses three main challenges/risks in business collaborations, namely 1) risk of non-executable/non-feasible inter-organizational processes (coordination), 2) risk of untrustworthy partners, and 3) risk of non-profitability. Below we elaborate on these challenges.

1.2.1 Non-executability/non-feasibility risk

A collaborative network is a multi perspective phenomenon and to study the challenges and issues related to a collaborative network we need to model it from different perspectives, in particular the value and coordination perspectives, and for mutually aligning these perspectives. One of the challenges of studying collaborative networks is investigating the relations between these two models and possibly generating one based on the other so that the resulting models are consistent with each other.

The main goal of value modeling is to reach agreement amongst profit-and-loss responsible actors regarding the question "Who is offering what of value to whom and expects what of value in return?" In contrast, an important goal of coordination modeling

$^1e^3\text{value}$ tool can be downloaded at http://e3value.few.vu.nl/tools/index.php
is to reach a common understanding about which coordination activities should be carried out, by whom and in which order. These are two different modeling goals, asking for different modeling methods with different constructs [16]. Nevertheless, despite the differences, a value model and its corresponding coordination model should be consistent with each other because they both refer to the same system. For modeling collaborative networks from value perspective, we use value models of $e^3 value$ [14], and for the coordination perspective, we use BPMN diagrams [17]. However the generality of our results is beyond these two particular notations.

The issue of modeling a business collaboration from value and coordination perspective and studying the relation between these two models address the risk of executability/feasability of the business collaboration. Previous works [18, 19, 20, 21, 22, 23, 24, 25, 26] in this area do not establish a firm relation between these two kinds of models and most of them [18, 20, 21, 26] study the issue only from a specific aspect and in a specific context. Here we investigate the relation between these two types of models in more detail and in a broader context so that the findings and guidelines are more general and applicable in different contexts. This issue is discussed in detail in Chapters 3, 4 and 5.

1.2.2 Risk of untrustworthy partners

The value model assumes that all partners in the collaborative network behave in accordance with the rules and promises applicable to the network, because otherwise the collaboration does not serve the purpose of all actors. However, the risk in any business network is that a partner will not behave according to the value model and act in favor of its own goals, to the detriment of other partners' goals. We call this opportunistic behaviour.

In fact, for doing any business in the real world, trust is crucial for the success of the business. This forces a business to take appropriate and sufficient measures against those who it does not trust, i.e. who may not live up to their commitments. Therefore we need to model trust explicitly as a key component of the collaboration between parties who will benefit from the collaboration, but who must also worry about possible opportunistic behaviors of some of the partners.

The trust issue has not received enough attention in previous works [27, 28, 29] and they mainly introduce some guidelines for business modelers and precautions for business decision makers to take into account rather than providing them with an applicable
method or tool. We want to provide the collaborative network designer with a tool to assess the trustworthiness of the actors participating in the collaborative network, and to use this assessment to redesign the value model and/or design the coordination and IT architecture in such a way that the designer can judge whether the remaining trust assumptions take an economically acceptable risk. We discuss the issue of untrustworthy partners in detail in Chapters 6 and 7.

1.2.3 Risk of non-profitability

The next issue we address, is profitability and sustainability assessments of collaborative networks. In addition to helping the actors develop a common understanding about the business collaboration, value modeling also enables the actors to assess their potential profitability in the collaborative network and therefore develop an insight into the economical viability and sustainability of the whole collaborative network. Each partner wants to be sure that participation in the collaborative network is economically rational and sustainable before specifying the coordination for the participation.

An e³value model consists of a graphic part and a computational part [27]. The graphic part is a diagram and the computational part is a spreadsheet with algorithms that can perform Net Present Value (NPV) estimations for the participating actors in the diagram. However, as mentioned before, value models represented in e³value methodology depict an ideal situation in which all actors are supposed to be trusted (i.e. all actors are assumed to act according the agreements made in the value model). This is not a realistic assumption and to provide the actors with a better and more accurate profitability and sustainability estimation of the collaborative networks, we need to drop this assumption and take the risks associated with opportunistic behaviors of the actors into account.

Currently the e³value methodology does not take trust into account for profitability analysis in collaborative networks and therefore we tackle this shortcoming. Using the established concepts and techniques of game theory [30, 31, 32] we provide the actors with a better and more accurate view regarding the profitability and sustainability of collaborative networks. The profitability issue of business collaborations is addressed in Chapter 8.
1.3 Research Problems

The research in this thesis contributes to the *inter-organizational business collaboration* area and based on the challenges/risks identified in Section 1.2, we enumerate the following research problems:

- **P1:** The first research problem consists of three sub-problems which are:
  1. **P1.1:** How to generate a coordination model based on a value model?
  2. **P1.2:** How to generate a value model based on a coordination model?
  3. **P1.3:** How to define and check the consistency between a value model and a coordination model?

  The context of this research problem is the design of e-business networks and the stakeholder of this research problem is the designer of the e-business networks. The main requirement of the solution of the first two sub-questions (P1.1 and P1.2) is that the generated model should be consistent with the base (value or coordination) model and regarding the first sub-question, we should be able to feed the coordination model generated from the value model into some transformation or execution tool to execute it.

- **P2:** How to model the trustworthiness of business actors involved in a business collaboration so that actors can develop a better understanding regarding the trustworthiness of their partners in the collaboration and make a more stable and durable collaboration?

  The context of this research problem is also the design of e-business networks, and the stakeholders of this research problem can be both the designer of the e-business networks and also the business actors. The main requirement for the solution of this research problem is that the proposed solution should be able to help the business actor assess the credibility of their trust assumptions. The model helps the business actors check how realistic their trust assumptions are.

- **P3:** This research problem consists of two sub-problems which are:
  1. **P3.1:** How to analyze the profitability of an unobservable value exchange (a value exchange that needs inspection)?
  2. **P3.2:** How to assess the profitability and sustainability of the collaborative networks by taking trust into account?
Research Methodology

The context of this research problem is also the design of e-business networks and the stakeholders of this research problem can be both the designer of the e-business networks and also the business actors. In case of the first sub-problem, the result of the analysis should be consistent with the financial expectations of the business actors and regarding the second sub-problem, we should be able to use the proposed approach in conjunction with $e^3$ value methodology to refine the profitability analysis.

1.4 Research Methodology

In this thesis we address two types of problems: 1) knowledge questions, and 2) design problems [33, 34, 35]. Knowledge questions arise when we don’t have enough knowledge about a phenomenon in the world while design problems appear when we want to change something in the world so that it suits some actors’ goals better. These two types of questions are interrelated in the sense that one can beget the other. To change something so that it suits some actors’ goal we may need to increase our knowledge about the actors, their goals and the artifact which we want to change or create. Gaining knowledge about a phenomenon may require designing something which we can use to increase our knowledge about that particular phenomenon.

The research in this thesis consists of three main phases namely: problem investigation, solution design and design validation. In the problem investigation phase we are dealing with a knowledge problem in which we want to acquire more knowledge and improve our understanding of the given problem, particularly concerning collaborative networks, actors and the mechanisms involved in a collaborative network. This can be accomplished via literature review, learn by experience, etc. In this thesis we mostly use literature review for problem investigation. The goal of this phase is identifying those points which we can improve to make them agree better with some actor’s goals. In fact, our problem investigation phase is a goal-driven investigation in which there may be no problem experienced but there are nevertheless reasons to change the world in agreement with some goals [35].

The result of problem investigation phase in our case includes the identification of three main challenges/risks which collaborative network designers and actors should deal with. These challenges/risks are discussed in Section 1.2.
In the second phase we introduce some ideas and methods to address the identified challenges/risks. Most of the thesis is about proposing solutions for three design problems, namely the problem of designing techniques for the three risks identified in Section 1.2. Finally in the last phase we validate our solutions. Design validation is a knowledge task in which we test if the solution would indeed bring actors closer to their goals. For validation we test our findings on some business cases in the real world.

From Chapter 3 to Chapter 8, each chapter discusses a distinct issue and each chapter is self-contained in the sense that each chapter starts with the problem investigation then provides a solution design and finally ends with the validation and conclusion. In addition to that, Chapter 9 provides the validation of the ideas introduced in the thesis by applying them on some extra real world business cases.

1.5 Thesis Structure

Chapter 2 introduces basic concepts and notations used in the thesis, such as value modeling, coordination modeling and also game theory. Chapter 3 presents a stepwise method to generate a consistent coordination model based a value model. Chapter 4 discusses a method for the reverse transformation, namely generating a value model from a coordination model. Chapter 5 investigates the automation of the transformations presented in the previous two chapters.

Chapter 6 provides a comprehensive discussion about trust and its role in the business collaboration and then it introduces a method to measure the trustworthiness of business actors in the collaborative network. Chapter 7 introduces a special type of value exchange and then provides a method to analyze the result and the payoff of each actor involved in such a value exchange using the well-established concepts and techniques of game theory. Then, the role of trust on the endurability and profitability of the collaborative network is presented in Chapter 8 and later in that chapter we introduce a method to refine the profitability analysis of a collaborative network by taking the trust relations between business actors into account. Chapter 9 presents some real business collaboration cases and we examine the applicability and usability of our findings on different case studies. Finally, Chapter 10 concludes the thesis by providing an outlook of the contributions of the thesis and also some hints regarding the fu-
Table 1-1 depicts the structure of the thesis. It shows research problems and those chapters that address each research problem.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>No.</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1.1</td>
<td>3</td>
<td>From Value Model to Coordination Model</td>
</tr>
<tr>
<td>P1.2</td>
<td>4</td>
<td>From Coordination Model to Value Model</td>
</tr>
<tr>
<td>P1.3</td>
<td>5</td>
<td>Automation of Model Transformation</td>
</tr>
<tr>
<td>P2</td>
<td>6</td>
<td>Trust and Collaborative Networks</td>
</tr>
<tr>
<td>P3.1</td>
<td>7</td>
<td>Managing Trust in Collaborative Networks using Game Theory</td>
</tr>
<tr>
<td>P3.2</td>
<td>8</td>
<td>Endurability and Profitability Analysis of Collaborative Networks</td>
</tr>
</tbody>
</table>
Chapter 1  Introduction
Basic Concepts and Notations

“Shoot for the moon. Even if you miss it you will land among the stars.”
— Les Brown.

To be able to justify an innovative business idea we need some tools and notations to model and present them in a precise and accurate, yet easy to understand way. A business collaboration is a multi-perspective phenomenon and therefore should be modeled and analyzed from different perspectives. The most important aspect of a business collaboration which needs to be clarified for all participating actors is the economic value aspect because, after all, the ultimate goal of every participant in a business collaboration is to gain some economic value one way or the other. The models which we use to justify an innovative business idea should be easy to understand for those who don’t have too much technical knowledge yet they should be precise and accurate. One tool for this is $e^3$ value which we discuss in more detail in Section 2.1.

The coordination aspect of a business collaboration is another important aspect which needs to be modeled so that the tasks and activities of participating actors and their temporal ordering are clarified. The coordination aspect can be modeled with different tools and notations each of which has its own specific properties and specifications. To avoid details on the internal structure and workings of actors and to focus only on the way that services of different actors communicate with each other, we model this aspect using Business Process Model and Notation (BPMN). We explain this in more detail in Section 2.2.

And finally in Section 2.3 we discuss briefly the concepts and techniques of game theory which we use to analyze the behaviour of participating actors in a business collaboration.
2.1 Value Modeling

An e³value model consists of a graphic part and a computational part. The graphic part is a diagram and the computational part is a spreadsheet with algorithms that can perform Net Present Value (NPV) estimations for the participating actors in the diagram. In e³value we model a collaborative network as a graph in which the nodes represent economic actors and the edges represent economic value transfers. In addition, an e³value model shows how a consumer need is met by a set of economic exchanges between actors in this web [27, 14, 36, 37]. Figure 2-1, which is taken from [27], shows the concepts and relations of the e³value ontology.

Consider the simple business collaboration shown as an e³value model (Figure 2-2). In this collaboration, Buyer gives Money to Seller and receives Good in return. The Seller, in turn, gives Money to the Transporter and receives Transport. In the following we explain the modeling constructs of e³value using this model:

- **Contract Period.** A value model describes economic exchanges during a specific period of time, which is called contract period. The contract period should be specified in supporting documentation and the model will be used to analyze economic profitability and sustainability during this period.
Actor. An actor is an independent economic (and often also legal) entity with a specific interest in the collaboration (making profit, increasing utility, earning experience, etc.). The goal of an actor for collaboration is to gain value at the end of the contract period. The concept of value is extensive and it can imply different things. For an enterprise or a business unit value generally means money. However, in some cases value might not directly refer to money, for example an enterprise might collaborate with some other enterprises not necessarily for making money but for gaining some experience. Generally money, increasing utility, gaining knowledge, entertainment, etc. can be regarded as value. Nevertheless, for an enterprise every value boils down to money in the end. In fact, in order to be profitable an enterprise needs at least one collaboration that gives money as value.

In Figure 2-2, Buyer, Seller and Transporter are actors. An actor is depicted by a rectangle, with his/her enterprise or role name. The actor for whom the collaborative network is made to satisfy his needs is called consumer. We represent the consumer need by a bullet placed inside this actor (Buyer in Figure 2-2).

Market segment. In value modeling terminology the notion of market segment is employed to denote a set of actors who assign economic value to objects equally. In fact, no two actors assign exactly the same value to objects but when we have a large number of actors who play the same role in the collab-
oration, to have a comprehensible value model, representing all actors as one type of actor instead of representing them all one by one, is inevitable. A market segment is shown as three overlapping rectangles with an explicit name.

- **Value Object.** Value object is the central concept in value modeling. A value object is a service, product, good, money, experience, etc. that is of economic value to at least one actor and that is exchanged between actors. When two actors exchange a pair of value objects they both think they are gaining value and it is because they value an object differently and subjectively, according to their own valuation preferences [38]. A value object is presented by showing the name of the object nearby a value exchange. In our example value objects are *Money*, *Good*, *Money* and *Transport*.

- **Value Port.** An actor uses a value port to provide or request value objects to or from other actors. A value port is a conceptual construct indicating that during the contract period, the actor is capable of giving or receiving the value object. In value modeling we are interested only in the value objects which are being exchanged between actors, not in the internal business processes of the actors. Using value ports we abstract away from the internal business processes. Value ports are represented by small triangles on the edge of the shapes representing actors.

- **Value offering.** A value offering consists of one or more equally directed value ports and implies that all ports in that offering should exchange value objects, or none at all. It is used to show that an actor wants to offer/receive some value objects in combination rather than separately. A value port is only in one value offering.

- **Value Interface.** Value interfaces group value ports and indicate atomicity: if one value port in the interface is triggered in the contract period, all of them are triggered in this period. However, the model makes no statement about when this will happen: this has to be specified in a corresponding coordination model. Actors have one or more value interfaces. Value interfaces are represented by oval shapes surrounding the value ports.

By making a bundle of in-coming and out-going value offerings, value interfaces ensure economic reciprocity. Economic reciprocity ascertains duality of value objects, i.e. every value offering should have a corresponding reverse value offering; they always come in pairs. Reciprocity is different from al-
truisms, which is a form of unconditional kindness [39]. How economic reciprocity is ensured is not expressed by the value model. It needs to be addressed by a robust business process design, trust and associated control mechanisms, legal agreements, and sometimes use of technology [27, 40, 41, 5].

- **Value Transfer.** A value transfer connects two value ports (one outgoing and one incoming value port) of different actors, representing that the actors are willing to transfer value objects in the indicated directions.

- **Value Exchange.** Value transfers should come in economic reciprocal pairs, which are called value exchange. A value exchange refers to all value transfers between two actors (mostly a pair of value transfers with opposite direction) \(^1\).

- **Dependency Path.** In most cases an actor has multiple value interfaces and these value interfaces can be related. A dependency path connects value interfaces of the same actor together, meaning that if one of the value interfaces is triggered the connected value interfaces must also be triggered [14]. A dependency path consists of dependency nodes and connections. A dependency node is a consumer need, an AND-fork (the sign in the actor Seller) or AND-join, an OR-fork or OR-join, or a boundary element (the bull’s eye sign in the actors Seller and Transporter). A consumer need is the trigger for the transfer of value objects. A boundary element models that no more value transfers can be triggered. A connection is represented by a dashed line.

- **Transaction.** A transaction starts when the consumer need triggers a value exchange and completes when all the value exchanges connected to that consumer need are triggered \(^2\).

\(^1\)Our definitions of value exchange is different from its original definition provided by Gordijn [27].

Firstly, Gordijn does not define value transfer, instead he uses the term value exchange to refer to what we call value transfer. We believe that it is not intuitive and clear enough, because exchange refers to a bilateral interaction and this conforms with the definition of exchange in Concise Oxford English Dictionary which is:"give something and receive something else, especially of the same kind, in return."

Secondly, Gordijn enumerates four different types of value exchanges (from actor to actor, from actor to composite actor, from elementary actor to value activity, and from value activity to value activity). Except the first type, the other three types are not actually a value exchange and they happen inside the internal processes of actors which we are not interested in. Moreover, with a high level of abstraction we can model all kinds of actors and their internal processes as an actor.

\(^2\)In Gordijn’s definition, a transaction can refer to all value ex-
Transaction Decomposition Tree (TDT). This is a rooted directed acyclic graph with the consumer at the root and other nodes labeled by other actors linked with business transactions (see Figure 2-3). The graph presents the AND/OR logic of the transactions: each complete path from the root (making a choice at every OR node) to the leaves represents one set of business exchanges that jointly fulfill the consumer need. Figure (2-3) shows the Transition Decomposition Tree for the value model in Figure 2-2. It is a simple TDT without AND/OR splits or joins. To illustrate a more complex case, suppose that we had two different Transporters (Normal and Special). In that case the two transporters would be linked to the Seller by an OR split in the value model. So, we would have had the two transporters linked to the seller in the TDT with an OR split between them. In that case we could enumerate two different ways of satisfying the consumer need by traversing the TDT from the root to one of the leaves. The temporal meaning of a transaction decomposition tree is that if the need at the root occurs during the contract period, then the transactions in the tree also occur in the contract period, namely to fulfill the need.

All transactions outside the scope of the value model (because they are not relevant to the economic sustainability estimation) are represented by a bull’s eye. The bull’s eyes represent the model boundaries and are the leaves in the transaction decomposition tree.

Given an e3value model attributed with quantitative estimations (for example, a contract period, the number of consumer needs in that period and the valuation of objects exchanged), we can estimate the revenue of each actor in the specified contract period. This is a first indication whether the model at hand can be economically profitable for each actor. This economic analysis is a supplement for the value model and they all together help the actors understand the business case better. They also help the actors develop a shared understanding of the business case and since it is free of technical details it can be used as a medium of communication between the actors.

It should be noted that the situation modeled in the value model changes between two actors inside the value model. Again, we believe this is not intuitive enough and therefore we have changed the definition.

3In e3value this is called a dependency path but for consistency checking it is important to emphasize that this is actually a tree.
model is an ideal situation in which all actors are supposed to be trusted. In this phase of the modeling we assume that all actors are aware of and undertake their responsibilities and act according to the agreements made in the value model. One might ask what value such a model has while it does not consider the major issues of trust and adverse behaviour. The answer would be that if a business case can not be justified under these simplifying assumption it definitely is not worth adding more details and analyzing it under more realistic assumptions. Besides, trust in a partner in a business collaboration is a risk which some actors might take to reduce the measurements’ cost and in the hope of a greater benefit.

However, to operationalize a business case we need to drop this assumption and take appropriate measures to ensure the desired performance of the collaboration. Part of our research in this thesis revolves around this issue and, therefore, it will be discussed in more detail later in this thesis.

2.2 Coordination Modeling

In the literature, there are a lot of definitions of concepts and expressions related to business processes. However, in this thesis, we adopt the following definitions provided by Mathias Weske in [42]:

- **Business process**: A business process consists of a set of activities that are performed in coordination in an organizational and technical environment. These activities jointly realize a business goal. Each business process is enacted by a single organization, but the process may interact with business processes performed by other organizations.

- **Business process management**: Business process management includes concepts, methods, and techniques to support the design, administration, configuration, enactment, and analysis of business processes.

- **Business process management system**: A business process management system is a generic software system that is driven by explicit process representations to coordinate the enactment of business processes.

- **Business process model**: A business process model consists of a set of activity models and execution constraints between them.
- **Business process instance**: A business process instance represents a concrete case in the operational business of a company, consisting of activity instances. Each business process model acts as a blueprint for a set of business process instances, and each activity model acts as a blueprint for a set of activity instances.

Business process models are typically created by business analysts and managers to study the performance of a business process, and they can be used to understand, analyze, improve or re-engineer the business process. A business process may include only the processes of one organization (*intra-organizational business processes*) or the processes of different organizations (*inter-organizational business processes*). The former can be controlled by a central business process management system analogous to a conductor who controls the musicians in an orchestra; therefore, they are also called *process orchestration*. However, the latter is designed as a *process choreography* which demonstrates the interaction messages between business processes [42]. In case of a choreography, we don’t have a central control system, and coordination is achieved by exchanging messages.

In this thesis, instead of focusing on the details of internal business processes and their realization, we only focus on the overall structure of business processes and the interaction messages which are exchanged between different business processes (process choreography). Therefore we don’t stipulate a particular tool or notation for modeling a business process and, in this way, we do not prescribe a certain implementation strategy or platform.

There are a lot of tools and notations for modeling business processes. In this thesis we use Business Process Model and Notation (BPMN), which is widely adopted as a standard for business process modeling [43, 44]. BPMN provides a graphical notation based on a flowcharting technique and it is very similar to Unified Modeling Language (UML) Activity diagram. UML is a standardized general-purpose modeling language for object-oriented software engineering [45]. BPMN is easy to understand for all business actors, including business analysts, technical developers and even business managers, and they can use it as a medium for communication. BPMN and UML are both fostered by Object Management Group (OMG)\(^4\).

There are some other business process modeling techniques such as xBML (extended Business Modeling Language), EPC (Event-driven Process Chain), etc. xBML is used to define the

\(^4\)http://www.omg.org/
business processes of an organization based upon a five-dimensional business framework. It depicts a corporation using a system of diagrams based on five "W"s (What, Who, Where, When and Which) and is supported by approximately 55 rules that govern the usage, output and syntax of the language [46].

EPC is another business process modeling technique in which a type of flowchart is used for modeling business processes. An EPC diagram can be used for configuring an Enterprize Resource Planning (ERP) implementation and for business process improvement [47].

The Web Services Choreography Description Language (WS-CDL) is an XML-based [48] language that describes peer-to-peer collaborations of participants by defining, from a global viewpoint, their common and complementary observable behavior, where ordered message exchanges result in the accomplishment of a common business goal [49].

Figure 2-4 shows an example of business-to-business collaboration via interacting business processes. This model only shows the interaction messages exchanged between the participating businesses and the overall structure of the inter-organizational processes, and abstracts from the details of the internal processes. The reason is that enterprises regard internal business processes as an important asset and generally speaking enterprises do not expose their internal processes to the outside world. This means that the properties of the overall business-to-business collaborations cannot be based on the actual detailed local processes run by the enterprises, but rather on the externally visible behaviour and the associated models to represent those processes [42].

2.3 Game Theory

Game theory is the formal study of conflict and cooperation. Game theoretic concepts can be applied whenever the actions of several agents are interdependent, i.e. the outcome of an agent's decision depends not just on how it chooses among several options, but also on the choices made by the agents it is interacting with. These agents may be individuals, groups, firms, or any combination of these. The concepts of game theory provide a language to formulate, structure, analyze, and understand strategic scenarios. Game theory is designed to address situations of decision making where several players must make choices that potentially affect the interests of the other players.
Figure 2-4 An example of business-to-business collaboration through interacting business processes (adapted from [42])
Game-theoretic ideas appear in many contexts. Some contexts are literally games. For example, the simple rock-paper-scissors game, which we have probably all played at some time in our lives, can be modeled using game theory. Other settings are not literally considered as games, nevertheless they can be analyzed using the same concepts, such as the pricing of a new product when other competitors have similar new products; deciding how to bid in an auction; choosing a route on the Internet or through a transportation network; deciding whether to adopt an aggressive or a passive stance in international relations; or choosing whether to use performance-enhancing drugs in a professional sport [32], to name but a few. A common aspect between all these examples is that each decision-maker's outcome depends on the decisions made by others, which is the core principle in game theory.

However game-theoretic ideas seem to be relevant in settings where no one is overtly making decisions, e.g. evolutionary biology [32], which addresses evolutionary processes that have given rise to the diversity of life on earth. When a mutant comes to exist from chromosomal alteration, its life depends on the way other non-mutants treat the mutant. Game theory concepts have proven to be useful to analyze the fate of such mutants. Similar kinds of reasoning have been applied to the success or failure of new cultural practices and conventions [32]. In these settings, there is no obvious decision making, however the final result depends on the way that involving agents/actors behave, which relates them to game theory.

In the following we elaborate briefly on the basic concepts in Game Theory:

- **Game**: A game is "a formal description of a strategic situation" [30]. It is "the study of mathematical models of conflict and cooperation between intelligent rational decision-makers" [50]. The core concept of game settings is that there are some (at least two) players/agents involved in a situation in which the outcome of the game depends on the behaviours/choices of all involved players.

- **Player**: A player is an agent who is involved in a game setting situation. A central assumption in many variants of game theory is that the players are rational, i.e. they play in a way which maximizes their own payoff. A rational player is one who always chooses an action which gives the outcome he most prefers, given what he expects his opponents to do.

- **Payoff**: A payoff is a number that reflects the desirability of an outcome to a player, for whatever reason. The expected
payoff demonstrates the player’s attitude towards risk.

- **Strategy:** In each round of the game, each player’s choice is called a strategy. The set of options which each player has for how to behave, determines the player’s possible strategies.

- **Dominance:** Assume that there are two strategies A and B for player P, and given any combination of strategies of the other players, the outcome resulting from A is better than the outcome resulting from B for player P. Then strategy A is said to dominate strategy B. A rational player will never choose to play a dominated strategy and therefore they can be simply excluded from the rest of strategies. In some games, examination of which strategies are dominated results in one single strategy. If this is the case, that strategy is the one that is always played.

- **Nash equilibrium:** Sometimes, consideration of dominating strategies yields precise advice to the players on how to play the game. In many games, however, there are no dominated strategies, and so these considerations are not enough to rule out any outcomes or to provide more specific advice on how to play the game. A Nash equilibrium recommends a strategy to each player that the player cannot improve upon unilaterally, that is, given that the other players follow the recommendation. Since the other players are also rational, it is reasonable for each player to expect his opponents to follow the recommendation as well. For more details about game theory interested readers are referred to [30, 31, 32, 50].

Figure 2-5 shows possible payoffs for a paper-rock-scissors game. This table is called payoff-table. The units in which payoffs are measured are arbitrary. Like degrees on a temperature scale, they can be multiplied by a positive number and shifted by adding a constant, without altering the underlying preferences they represent. In Figure 2-5, rows represent the strategies of first player and columns those of the second player. Each strategy combina-
tion defines a payoff pair, like (1,-1) for (Rock,Paper), which is given in the respective table entry. Each cell of the table shows the payoff to first player at the (lower) left, and the payoff to the second player at the (right) top. Note that in this game there is no dominating strategy and also no Nash equilibrium.

In the business collaboration settings, which we address in this thesis, the conflict and cooperation between intelligent rational decision-makers (actors) can be obviously seen. It is also clear that the desirability of the outcome of the collaboration to the actors depends on the behaviours of all participating actors. That provides the suitability of game theory to analyze business collaborations.
From Value Model to Coordination Model *

“Genius is one percent inspiration and ninety-nine percent perspiration.”
— Thomas Alva Edison (1847-1931) U. S. inventor.

A Collaborative network is a multi-faceted phenomenon and needs to be considered from different perspectives. Two of the most important perspectives are the value and coordination perspective. The former addresses the What questions while the latter deals with the How questions. Value modeling and coordination modeling are both necessary for a good e-business design. In fact, value modeling, with focus on economic sustainability, and coordination modeling, with focus on actor coordination, complement each other.

The main goal of value modeling is to reach agreement amongst profit-and-loss responsible actors regarding the question "Who is offering what of value to whom and expects what of value in return?" In contrast, an important goal of coordination modeling is to reach a common understanding about which coordination

*This chapter is based on the following papers:
1) Hassan Fatemi, Marten van Sinderen, and Roel J. Wieringa. Value-oriented coordination process modeling. In the Proceedings of the 8th International Conference on Business Process Management (BPM 2010), Lecture Notes in Computer Science (6336). Springer Verlag, pages 162-177 ([51]).
2) Hassan Fatemi, Marten van Sinderen, and Roel J. Wieringa. From business value model to coordination process model. In the Proceedings of the Second IFIP WG5.8 International Workshop on Enterprise Interoperability (IWEI 2009), Lecture Notes in Business Information Processing 38. Springer, pages 94-106 ([52]).
activities should be carried out, by whom and in which order. These are two different modeling goals, asking for different modeling methods with different constructs [16]. Nevertheless, despite the differences, a value model and its corresponding coordination model should be consistent with each other because they both refer to the same system.

In this chapter we discuss the issue of achieving consistency between value models and coordination models in multi-perspective e-collaborative network design (sub-problem P1.3, Section1.3) and introduce a method to produce consistent coordination models from value models (sub-problem P1.1, Section1.3) in a simple and stepwise manner.

Section 3.1 discusses the value and coordination models and enumerate their differences and similarities. Then, in Section 3.2 a stepwise approach to produce a coordination model from a value model is introduced, and an initial validation of the approach with a real-world example of a collaborative network is provided in Section 3.3. Finally, the chapter is concluded with the discussion and conclusions in Section 3.4.

3.1 Value Model vs Coordination Model

To develop a comprehensive understanding of value models and coordination models we first enumerate their differences and similarities and then, based on that, we provide a consistency definition.

3.1.1 Differences

Consider the coordination model in Figure 3-3, which is consistent (in a way to be explained later) with the value model of Figure 3-1. There are a number of differences between these two models. In general the conceptual gap between value models and coordination models is caused mostly by the following properties of these two models:

1. **Ordering**: The key concept in value modeling is *value* while its counterpart in coordination modeling is *time*. In an e³ value model there is no notion of time ordering at all [14]. Behavior and temporal ordering are beyond the value perspective and are part of the coordination perspective.

2. **Time-related properties**: From the value perspective, when value V is transferred from actor A to actor B, it does not make any difference whether this transfer occurs at once or
in some steps, and also there is no difference between a time-continuous and time-discontinuous value transfer. In the coordination model all these time-related properties should be determined.

3. **Value versus coordination objects**: We call objects in the value and coordination models *value objects* and *coordination objects* respectively. In a value model every object should be of value to at least one partner, but in a coordination model objects are not included necessarily because they are of economic value to a partner. They can also be included because they help coordinating the activities of the partners (for example, *messages*). Messages carry/convey coordination objects, namely the information exchanged between the actor processes and used by these processes for coordination purposes.

4. **Third parties**: A direct value transfer between two partners in a value model does not necessarily imply that there will be a direct coordination object exchange between these partners in the corresponding coordination model. Sometimes a third party will be involved and the path for value object exchange becomes an indirect path for control object exchange. In the example at hand (Figure 3-1), there is a direct value transfer between the buyer and the seller, while the physical transfer of the good that is the subject of the value exchange will require an indirect coordination object exchange between the buyer and the seller involving a transporter.

5. **Payment methods**: Money transfers are the most common transfers in value models that indicate paying a partner some money in exchange of his/her service or good. A money transfer between two partners in the value model, does not prescribe/impose any payment method. There is a wide variety of payment methods and they may have different corresponding coordination models.

Moving from one type of model to the other requires that the conceptual gap caused by the above factors is bridged.
3.1.2 Similarities

Despite the aforementioned conceptual gap, value modeling and coordination modeling also address some common aspects from which requirements for consistency can be defined. Firstly, they have the same actors/partners. In fact this is a matter of the choice of the designer, and not an inherent property of the models. For example, a designer may choose to represent each actor in the value model by one or more partners in the coordination model, to e.g., reflect the involvement of different departments within a single organization. However, we prescribe that each actor in the value model should have a corresponding partner in the coordination model, because we are not interested (for what it concerns our method) in further structural refinement of these partners.

An actor joins a business collaboration only if it earns something of value to itself. Hence, every actor in a collaborative network must perceive some value and therefore will be present in the value and coordination models independently. Secondly, a coordination model has a contract period too, with the same meaning as the contract period of the value model, the actors have agreed to behave in a certain way during the contract period. Finally, each value transaction indicates that something should happen to realize it.

In the coordination model we abstract from internal activities of actors, i.e. from activities that don’t involve communication with another actor. In fact, internal business processes are an
important asset of enterprises and therefore enterprises normally avoid to disclose information about them to the outside world. This means that the properties of the overall business-to-business collaboration must not be based on the internal processes of the participating enterprises, but rather on the externally visible behavior and the associated models to represent it [42].

We add some simplifying assumptions to reduce the complexity of the problem and converge different solutions to a single one. The most important simplifying assumption is that all actors are trusted so that we don’t need to consider security mechanisms to mitigate the risk of frauds. In a realistic business model, this assumption needs to be dropped but before building such a realistic model, the partners need to check whether the cooperation is economically sustainable (value model) and practically possible (coordination model) under the assumption that they can trust each other. If economic sustainability and practical possibility cannot be shown under the assumption of mutual trust, it is not worth the effort to check this under the more complicated conditions of lack of trust [22]. In this chapter we therefore make this simplifying assumption, but later in chapter 6 we will drop it. We also abstract from some interactions, like confirmation messages; i.e., we assume that communication is reliable, or unreliable communication can be solved at a lower level with no impact on the considered level. This does not decrease the applicability of our guidelines, because any set of interactions between two actors can be elaborated with more detailed protocol information without creating an inconsistency with the value model.

Under the above simplifying assumptions, for each value transfer a pair of messages (coordination objects) is enough to realize it. This pair consists of a request message and a message referring to the actual value object of the corresponding value transfer.

3.1.3 Consistency

In the current line of research, two approaches for maintaining consistency between the value and coordination perspectives are used: (1) informal approaches, that provide a set of guidelines on how to use the value perspective, e.g. for finding a related coordination perspective and vice versa [8, 18, 19, 20, 21], and (2) formal approaches, that define consistency rules between perspectives that can be checked, e.g. by model checkers [22, 23, 24]. Our proposal to maintain consistency uses both approaches. We first provide an improved definition of consistency between value and coordination models of a collaborative network, and then we
introduce a method to design a coordination model from a value model resulting in a consistent pair of models. The contribution of this work is unique because it shows how to move from a value model to a coordination model in a structured and stepwise way using coordination patterns.

The similarities between value models and coordination models motivate the definition of consistency between these models. Zlatev and Wombacher [23] were the first to define consistency between an e\textsuperscript{3}value and a coordination model based on an equivalence of a common semantic model (reduced model that contains the common concepts from two models). Wieringa and Gordijn [22] try to generate correctness formulas for value models based on the correctness formulas provided by the designer for each business transaction. Pijpers and Gordijn [24] check consistency by constructing an intermediate model that captures the physical transfers in a value model, thereby reducing the conceptual gap between value and process models. This physical transfer model can then be checked for consistency with a process model via a reduced model approach. Bodenstaff [25, 26] introduces another definition based on checking the revenue estimation of a value model with the runtime behavior of the coordination model.

Here we first define two concepts and then introduce our definition which integrates and generalizes the original definitions in [22] and [23].

All these approaches make the basic correspondence assumption that each value transfer should correspond to some message exchange in the coordination model and that inversely each message exchange should correspond to some value transfer. Under the simplifying assumptions of the previous Section, except for some special value exchanges which we discuss later, each value transfer corresponds to a request/reply pair. To elaborate this into a consistency definition, we need the concepts of transaction path and execution sequence.

A transaction path in the e\textsuperscript{3}value model is a complete (containing all children of each AND node) and non-redundant (containing exactly one child of each OR-node) path from the root of a transaction decomposition tree ending in the boundary element (bull’s eye sign). An execution sequence in a coordination model is a trace from start to end state.

Like the value model, the coordination model is valid in a specific period of time (contract period). We must assume that a domain expert has defined the basic correspondence assumption for each value transaction. The consistency definition then basi-
cally tells us if a coordination model and a value model respect each others AND/OR logic. The consistency definition is general, i.e. it does not depend on simplifying assumptions. A value model and a coordination model are consistent if:
1. The sets of actors in both models are the same.
2. The contract period of both models are the same.
3. For each transaction path in the value model, there is an execution sequence in the coordination model which realizes the value transfers of that path, and
4. For every possible execution sequence in the coordination model, there must exist at least one transaction path such that the message exchanges contained in the execution sequence represent all the value transfers in the transaction path. Each message in an execution sequence is part of the realization of a value transfer or it exists because it defines a coordination logic.

It is possible that two different coordination models realize the same value model, if they only differ in the coordination logic. This is an informal definition, but it is precise enough to be formalized.

3.2 From Value Model to Coordination Model

Several authors have proposed a method to build a coordination model from a value model [18, 19, 20, 21, 8]. Pijpers and Gordijn [18] proposed a method that makes an intermediate model (e^3transition model) based on the value model by extending it with independent transfers of ownership rights of an object and the actual object itself.

Anderson and Bergholtz [19] proposed a method that starts with a value model and in a number of steps, each value exchange is analyzed and identified as a sub-process of the coordination model. They break value exchanges into components (resource, right, custody, and document evidence).

Wieringa et al. [21] claim that coordination modeling is facilitated by making a physical delivery model first, because the value and coordination model are both views of a network of physical deliveries. They distinguish discrete from cumulative goods and time continuous from time-discrete deliveries. They also specify frequency or duration of deliveries and make a delivery model as an intermediate model on the way to design a coordination model.

In our opinion, these approaches are all too complicated be-
cause they use intermediate models and/or introduce complicated concepts like ownership right, custody or physical delivery that makes it hard for others to use them in practice. Also, these methods have so far not been tested on other cases than the one they have been developed for. Our proposed method does not introduce these additional models or concepts and is therefore simpler and, as argued at the end of this chapter, easier to generalize.

On the basis of the analysis in Section 3.1, we proposed a stepwise method. The point of departure is an e³value model. For illustration, we explain our method using the e³value model in Figure 3-1.

- **Step 1**: The first step is identifying the actors of the coordination model. The actors in both value model and coordination model must be the same. Hence, in our example they are buyer, seller, and transporter.

- **Step 2**: In this step we aim at identifying groups of related value transfers and selecting the most suitable coordination pattern for each group. In other words, we determine the necessary interaction messages which should be included in the coordination model to realize value transactions. A domain expert must indicate which sequence of coordination messages corresponds to each value transfer. Logically, there are only a few possibilities, which are listed below.

  - **Simple Direct**: In this case, when an actor asks another actor to send him a value, the latter replies the former by sending him directly the requested value. This means that the receiver of the request is able to satisfy the requester's need without involving other actors. A simple value model with one value transfer and its realization according to this coordination pattern are shown in Figures 3-4 and 3-5 respectively.

  - **Scheduled**: There is a special type of value transfer, referred to as scheduled transfer, which doesn't need two messages (coordination objects) in the coordination model. An example of this type of value transfer is scheduled payment in which a partner pays an already determined amount of money for a service/good on already scheduled times. In this case no party asks the other one for paying the money. Hence, in the coordination model we only have one interaction referring to the actual value object. Figure 3-6 shows the realization of the value transfer in Figure 3-4 according to this coordination pattern.

  - **Direct with arrangement**: When an actor asks another
actor to send him a value, the latter may, in turn, ask some other actors to send him some values and then reply the former with the requested value. This arrangement can be necessary in case of a preparation or an obligation. In a preparation, the receiver of the request is not able to satisfy the requester’s need alone, so he should involve some other actors to play a role. However, in an obligation the receiver of the request is able to satisfy the requester’s need alone, but doing so obliges him to make some arrangements (value transfers). An example of a preparation case is ordering raw materials by a factory, and as an example of an obligation is the clearing proprietary rights of a music track by a music provider.

These pre and post requisites (preparations and obligations) are not mutually exclusive and they both can appear in one case and from the value point of view they are the same. A value model and its realization according to this coordination pattern are shown in Figures 3-7 and 3-8 respectively. In Figure 3-8, all the requests are connected to the same AND-split (they execute in parallel), however they can have any ordering. The only implication is that they should be realized before the transaction which is dependent on them.

- **Partial:** If the request consists of some distinct parts and the receiver of the request is able to satisfy some parts of the request, he might send those parts directly to the
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requestor and ask (an)other actor(s) to provide the other parts. An example is shown in Figures 3-9 and 3-10.

- **Indirect:** In this situation, the first receiver of the request plays the role of a mediator by relaying the request to another actor. The first actor in such a relay chain that is able to satisfy the need sends back the requested value to the first requester.

  It is also conceivable that the first receiver of the request has the actual requested value but he cannot provide the value to the requester or something should be done on it by a third actor before sending it to the requestor. Therefore, he asks another actor to deal with that. For example, a company may transport his products to the customers via a shipping company. This situation may also be modeled in the previous way (Direct with arrangement). Sometimes there is no special distinction between these two situations and either correspondence can be defined. Figures 3-11 and 3-12 show a value model and its realization in indirect coordination pattern.

- **Combined:** This case is a combination of above situations. Basically any combination of the above cases is possible. Figures 3-13 and 3-14 show one possible value model and its realization in combined coordination pattern. Here the combination is just a matter of juxtaposition.

A value transaction between two actors aggregates two or more reciprocal value transfers. Thus, except for the scheduled coordination pattern, we need at least four message transfers to realize each value transaction in the coordination model. By traversing the *Transaction decomposition tree* starting from the consumer, different business scenarios and those value transactions which should occur during each scenario are identified.

Back to our example (Figure 3-1), there is only one possible business scenario in which both transactions tagged as 1 and 2 will occur (Figure 3-3). We assume that the domain expert

![Figure 3-14 Messages with OR relation in combined coordination pattern](image-url)
has given the following correspondences: the two money value transfers correspond to the simple direct coordination pattern, and the Good and the Transport value transfers make a chain of dependent value transfers. The coordination model after adding appropriate coordination patterns is shown in Figure 3-2 which shows who is causing the transfer of some observable object to whom. Note that this is not an intermediate model and the method is not dependent on it. It is just for illustration and it does not serve any other purposes.

Step 3: To put the message transfers in a correct order in the coordination model the domain expert has to ask the following two questions regarding each value exchange of the value model:

1. Who should first send a request to whom? (Which partner initiates?)
2. In which order the value transfers should be realized?

Using the answers to these two questions we can put the four messages of the value transactions in a correct order. Regarding the first question any of the two actors can initiate the communication, however, here we assume that actor A always initiates the communication by sending the first request message. Regarding the second question, generally if actors A and B are exchanging two value objects with each other, we would have three different orders in which they can exchange value objects:

1. Actor A first sends its value object to actor B.
2. Actor B first sends its value object to actor A.
3. Value objects are sent in an interleaved way.

To illustrate this point, a simple value exchange and its possible realizations in the coordination model are shown in Figure 3-15. Figure 3-15(a) shows two actors (A and B) that exchange a pair of value objects ($V_a$ and $V_b$) with each other. Figure 3-15(b) shows a coordination pattern in which actor B first sends its value object ($V_b$) to actor A and then actor A sends its value object ($V_a$) to actor B. Figure 3-15(c) depicts the other way around.

Figure 3-15(d) depicts a special coordination pattern in which actor B sends part of its value object ($V_b$) and then actor A sends its value object ($V_a$) to actor B, finally actor B sends the rest of its value object ($V_b$) to actor A. This coordination pattern is feasible only if value object ($V_b$) can be broken into
some smaller parts. In general, if value objects are breakable to smaller parts, any combination of value transfers is possible. However, for the purpose of our study all those combinations are the same, in the sense that in all those cases both actors, at some point during the value exchange process, send a value object (or part of a value object) to the other actor in the hope that the other actor will act reciprocally and sends back what is promised.

The three different coordination patterns shown in Figure 3-15 are the only possible correct patterns for coordination messages from value exchange order point of view provided that A initiates the message exchange [7]. All these three different coordination patterns are consistent with the same value model [7, 8]. In other words, from value point of view they all depict the same situation which is shown in Figure 3-15(a).

Figure 3-15 is based on the assumption that actor A always initiates the message exchange. This will not affect the generality of the discussion because, the only thing that matters is the order in which value objects are exchanged. If we drop that assumption, there would be other variant(s) for the coordination patterns shown in Figure 3-15. For example, for the pattern in Figure 3-15(b), there would be another variant in which the messages are in the same order as the current pattern except that the message labeled with 'Request V_a' would
be the first message. However, in both cases the order of the value transfers is the same (first 'Send \( V_a \)' and then 'Send \( V_b \)' ). From value point of view, all different variations of the same pattern are equivalent as long as the exchange order of the value objects is fixed [7].

Now back to our case, suppose that we have the following answers to the above two questions regarding value transfers tagged as 1 and 2 in the value model of Figure 3-1 respectively:

1. The buyer should first send a request to the seller.
2. The payment should precede the Good value transfer and each value transfer is done at once (in one part).

According to these two answers, the ordering shown in Figure 3-15(c), in which A refers to the Buyer and B to the Seller, applies here. There is a subtle difference though; the Seller does not send the Good to the Buyer, instead it triggers the value transaction between itself and the Transporter. Later in this thesis (sub-section 6.4.2), we study the order of coordination messages from the trust relation point of view.

- **Step 4**: After identifying the necessary interaction messages and putting them in the coordination model in a correct order, we check time constraints of messages. For example, there might be coordination messages that should occur in specific points of time or before a deadline.

- **Step 5**: In this step we finalize the coordination model by adding necessary administrative activities to each partner (for example, logging activities, confirmation messages, etc.) and link the included interaction messages. Other examples are start and the stop activities (See Figure 3-3). None of these administrative activities correspond to value transfers, but they are needed to make the coordination model work in practice. We refer to this in the discussion at the end of the chapter.

These steps, with the exception of step 2, which depends on human interpretation, can be automated through a CASE tool if we provide it with the necessary information like the answers of the questions of step 3.

The basic question here is: Is the value model generated by our method consistent with its corresponding value model? The first two requirements of the consistency definition of subsection 3.1.3 are satisfied because the method requires that the actors in both models are the same and both models have the same contract period. Requirement 3 of the definition is satisfied because in step 2 and 3 we ensure that each transaction path corresponds to an
execution sequence. Requirement 4 is satisfied because the only messages added to the coordination model are the ones needed to perform transactions (steps 2 and 3) or to control the coordination (steps 4 and 5).

In this way, we can claim that for each transaction path in the value model, which is a set of related transactions, there is an execution sequence in the coordination model and vice versa. Therefore, the models are consistent.

3.3 Case Study

To test the applicability of our method to a real-world case, we took an example that deals with the problem of clearing Intellectual Property Rights (IPR). Since 1993, the Ministry of Justice of the Netherlands designated some organizations to take care of the Neighbouring Rights in the music industry. It means that whenever a track is played in a public space with the aim of getting money from it, those organizations must collect fees from such entities making money (IPR users) and distribute these fees to right owners, i.e. artists and producers, etc. (IPR owners). For the sake of copyright issues we have to keep their real names anonymous. We call those organizations IRRS1 and IPRS2.

Currently IRRS1 has contracts with a set of IPR users which are mainly cafes, clubs, restaurants, supermarkets, etc., and charges them based on established tariffs. For each public area the tariff is set according to the size of the public area and the average number of people who visit that public area.

After collecting fees IRRS1 distributes the collected fee between IPR owners according to certain heuristic evidences. Specifically, IRRS1 gets the play lists of the 20 biggest radio stations in the Netherlands and from those lists it measures the percentage of the time that each track is played and then assigns fees to right owners of each track according to the measured percentage of time. This is not a fair way of distributing collected fees because some public areas might not use radio stations and they can play their own list of music tracks. Also there are complains coming from IPR users. They would like to pay only for those tracks they use (pay-per-play scenario). Consequently, it is desirable to count the tracks played by each IPR user.
3.3.1 Value Model

IPR clearing involves two steps: 1) collecting fees from IPR users, i.e. owner of radio stations, bars, discotheques and so on, who play music in public spaces with the aim of getting money from it, and 2) repartitioning the collected fees to Right Owners, i.e. artists, song writers, producers. As described above, IRRS1 is interested in a future business model in which fees are collected on a pay-per-play basis, in which for each music track, a track-specific network of clearing organizations is composed. This is possible once music is broadcasted over the Internet.

Some results regarding how to model this case study have been already provided [37], however these results only address one of multiple scenarios that can emerge in the music industry, such as new actors performing less or more activities because of market liberalization. There is a new need for IRRS1 for designing a solution based on a pay-per-play scenario because the process of collecting and repartitioning fees is currently based on reports provided by IPR users without any validation. Therefore, IRRS1 would like to know how many times each specific track is played, consequently a new scenario to deal with this problem must be designed, and also market liberalization phenomenon must be taken into account.

Figure 3-16 shows one possible value model of pay-per-play IPR clearing in which BMP (Background Music Providers) delivers a stream of tracks using Internet-based technology for direct playing which is not recordable at Receiver’s side. BMP and Receivers both should pay IPR Societies (IRR51 and IRR52, see Figure 3-16). In this value model actors are:

- **Receivers:** Receivers are the starting point in the value-object exchange. A receiver is an actor who wants to satisfy a need (In e³value terminology Receivers are consumers). Since receivers want to use music to get benefits of it, they are IPR users.

- **Background Music Providers (BMP):** A BMP is an actor who provides specialized background music. For example, an Indian restaurant asks a BMP to provide a special collection of music tracks which are more desirable for its customers. Therefore, whenever an actor requires specific background music, a BMP can provide such background music for a fee.

- **IPR Society:** IPR Societies are entities performing mainly two roles: 1) collecting fees from IPR users for each played or copied track and 2) distributing the collected fees between the rightful IPR owners of each track. This distribution of fees is
Based on track’s features, i.e., who the owners are and how many times the track was played or copied. In this case study there are two IPR societies, namely IRRS1 and IPRS2. IRRS1 takes care of IPR rights on behalf of Artists and Producers, while IPRS2 does the same for Publishers, Composers and Lyricists.

- **Right Owners:** Right owners of a track are those who have been involved in producing it, i.e., write lyrics, play a musical instrument, produce and publish track, etc.

Once the main actors and their roles are identified, it is time to describe how they work together. As mentioned before, receivers are the starting point, they require background music which is provided by background music providers. A Receiver gives a fee to a BMP and gets in return background music. The BMP can provide background music in two ways. It can either deliver a personal copy or a stream of tracks. Personal copies can be considered as a physical device in which the Receiver stores tracks provided by the BMP. A stream is a flow of tracks that BMP delivers to the Receiver using Internet-based technology. So, the main difference between these two ways of providing music is either allowing to store tracks at the Receiver’s side or not.

Here we only consider the case in which BMP provides streams of music tracks via Internet. BMP must pay to IPR Societies for making music streams. Receivers have to pay also IPR Societies,
however they pay for providing music to the public. Paying IPRS2 is about the copyright that the composer and/or lyricist holds, whereas paying IRRS1 is related to the rights of the performing artists and producer.

The process described so far is associated with collecting fees. Therefore the next step is to distribute all those fees. As it is shown in the value model (Figure 3-16), IPR societies distribute fees to those Right Owners who they represent.

### 3.3.2 Coordination Model

We applied our method to this case. The result is shown in Figure 3-17. According to step 1 of the proposed method, actors are the same in both models. Because of space limitations and the high similarity between right owners, we only include one type of right owner representing all of them. Therefore actors are: *Receiver/User, BMP, IRRS1, IRRS2, and Right Owner*.

Value transactions tagged as numbers 1, 2 and 5 match *direct with arrangement* coordination pattern (Figure 3-7). However, because the right which the Receiver/User should obtain/clear is dependent on the tracks that BMP provides, first transaction 1 occurs and then 2 and 5. On the other hand, value transactions tagged as numbers 2, 3, 4, and 5 in Figure 3-16 all match the *simple direct* coordination pattern. In all these transactions a right is exchanged for money. The right requestor (Receiver/User or BMP) should initiate and send money before receiving the confirmation of having the right (coordination message ordering shown in Figure 3-15(c)).

The confirmation sent from BMP to Receiver/User is just for the sake of efficiency. If we remove this confirmation message, the Receiver/User has to wait until the arrival of the stream before being aware of right clearance.

The other transactions (numbers 6 through 10) match *scheduled coordination pattern*. Hence, we add only two messages to the coordination model to realize each value transaction (one message for each value transfer).

Here we haven’t considered the time constraints and durations because the provisioning of music is a simple service for which the duration is already determined. Also the way in which the payments are being done in real life depends on the situations and the agreements between actors, and there is a great variety in this that cannot be all included in the coordination model. For example, instead of paying for each stream in real time, BMP may send a *promise to pay* to IRRS1 and at the end of the month, it
Figure 3-17 Coordination model of providing music by Streaming
may pay all the payments in batch.

In the last step we include the activities in the coordination model and use them to connect the interaction messages to each other. The two models have the same actors and we assume the same contract period for both. There is one transaction path consisting of all transactions in the model. Hence, there should be only one execution sequence in the coordination model realizing those transactions. This can be easily verified by traveling through the execution sequence in the coordination model starting from the Receiver/User.

3.4 Discussion and Conclusions

In this chapter we discussed the problem of how to go from a value model to a coordination model in a stepwise and systematic way. Thanks to the conceptual commonalities that exist between the two models, a method could be proposed that starts with a value model where the main actors and their relationships, in the form of value exchanges, are identified. In a number of steps each value exchange is analyzed and by answering some specific questions a coordination model is designed. The coordination model represents the interactions and interdependencies between the cooperating parties in terms of exchanged messages. We consider a special collection of interactions to realize the value transactions of value models. Based on those analysis we proposed a stepwise method for generating a coordination model from a value model and also checking their consistency in a general and straightforward way.

The proposed guidelines form a simple method that avoids the introduction of complicated concepts like property right, physical delivery, etc. The method does not rely on intermediate models and still it is able to guide the modeler to a coordination model that is consistent with the value model. Because it neither depends on any additional concept or intermediate model nor it does stipulate a special condition or attribute on the models, therefore, we claim that it is more general than existing approaches and it is easily generalizable beyond e³value and BPMN. We have tested our method on earlier cases done by other researchers [18, 21] and observed that our application of the method produced similar results to what was obtained in those cases, and we obtained coordination models that are consistent with their corresponding value models according to our definition for consistency. Because
our method uses less concepts and does not depend on intermediate models, we hope that our method is both easier to use and applicable to more cases than the other methods.

In step 5 of our method we mentioned that we should add necessary administrative activities to the coordination model to make it work in practice. Some of these activities are related to trust issues, and to get a more realistic result we should drop trust assumptions and enrich the model with the necessary activities. The issue of trust is addressed in Chapters 6 and 7. In addition, more complex coordination patterns will include value transfers realized by multi-step coordination patterns and the inclusion of more sophisticated payment methods.

In general, coordination and value modeling are iterated, since a change in a coordination model may require a change in the value model. For example, adding a trusted third-party in the coordination model requires adding this actor to the value model too. We are aiming at a reverse method that allows those additions to be made in a consistent way. The reverse method is discussed in the next chapter.
From Coordination Model to Value Model *

"Men love to wonder, and that is the seed of science."
— Ralph Waldo Emerson (1803–1882).

There are a lot of collaborations in business running for a long time without being really analyzed to see if they still are performing optimally from the value point of view. In addition to analyzing a business collaboration from the value point of view, finding out those activities which can be done differently in a more efficient way or weeding out those activities that do not contribute to the value creation process anymore can also require a value analysis process of a business collaboration. Therefore, after using a business process for some time, it may be worthwhile to reevaluate the business collaboration and reengineer it if necessary. To do that we need to design a value model of the business collaborations and analyze it to find out the profitability and sustainability of the collaboration. In this chapter we elaborate on the generation of a value model from a coordination model of a business collaboration (sub-problem P1.2, Section 1.3) to analyze the collaboration from the value point of view.

The chapter consists of two sections. Section 4.1 is about generating a value model from a coordination model and Section 4.2 is devoted to discussion and conclusions.

*This chapter is based on the following paper:
4.1 From Coordination Model to Value Model

As explained in Section 2.1, a value model consists of a graphical part and a computational part. First, we discuss the design of the graphical part of a value model based on a coordination model, and then we address the computational part of a value model.

4.1.1 Graphical part

A value model shows the actors participating in the business collaboration and the value objects which they exchange with each other. Hence, the first step is identifying the actors. We assume that the actors are the same in both value model and coordination model. Of course this assumption follows from the assumption that the models are at same abstraction level. Every model can be designed in more detail, and by adding details we might have to break down an actor into more actors and assign specific roles to each of them. However, we are interested in the interactions which take place between the actors, and therefore we abstract from the details of the internal processes inside the actors, and we try to design both models at the same abstraction level. Consequently we assume that both models have the same set of actors.

The next step is identifying the value exchanges and the way they are transferred between the actors. Exchanged messages between actors are either value messages or non-value messages. Value messages are those messages that indicate the transfer of a value from one actors to another. All other messages are non-value messages; they are used to coordinate the actions of the actors. We exclude internal activities of actors, because from the value modeling point of view, exchanged messages between actors is the only thing that matters.

Consider the business case shown in Figure 4-1, taken from [54], which consists of a Copier Company that sells and leases copiers to Customer companies. When a customer leases a copier, it must also purchase maintenance on a yearly basis. Figure 4-1 is an inter-organizational process model of this business case that shows which messages are exchanged between actors and in which order.

The first step in designing a value model based on the coordination model shown in Figure 4-1 is identifying the actors. As explained before, we assume both models have the same set of actors (Customer and Copier Company). The next step is identifying the value messages and the relation between them. In this case, messages indicating value transfer are those labeled by service €+ lease €, copier l, purchase €, and copier p. The first
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Figure 4-1 A business case in a copier company modeled in BPMN (adapted from [54])

Figure 4-2 The value model of copier case
and the third one go from Customer to Copier Company and the other two go from Copier Company to Customer. The first and the second value transfer form one value exchange and the other two form another value exchange.

We first add two actors (Customer and Copier Company) to the value model. It is clear that Customer plays the role of consumer (in e³value terminology), therefore we add a consumer need icon (small circle) to Customer and a boundary icon (bull’s eye) to Copier Company. Then we add those two value exchanges to the value model. Now, we need to specify the logical relation between the two value exchanges. Looking at the coordination model (Figure 4-1) we conclude that there is an OR-relation between these two value exchanges (a Customer either buys or leases a copier). Hence we complete the value model by adding an OR-Split to Customer and an OR-Join to Copier Company. The value model of this simple business case is shown in Figure 4-2.

As another example consider the business case shown in Figures 4-3 and 4-4, taken from [18]. For generality of our discussion, the coordination model is represented in a UML 2.0 Activity diagram (see www.uml.org). This simple case shows the collaboration between three actors, in which a Buyer buys Good from a Seller. Transporter does the transportation of the Good from Seller to Buyer.

Here, identifying the value-related messages (those labeled with Money and Good) is simple and straightforward, but there is a complication regarding the order and direction of the value exchanges. The two messages labeled with Money are obvious. However, there are two messages labeled with Good, one from Seller to Transporter and the other from Transporter to Buyer, which both indicate the same value object.

Transporter plays a mediator role. Therefore, in the value model we would have a value transfer labeled with Good from Seller (the originating actor of the value object) to Buyer (the final destination of the value object). In value modeling, we model the transfer of value objects between the real owner and the final receiver.

Hence, we add a value object transfer labeled with Transport from Transporter to Seller because Transporter does the transportation service for Seller (the Transporter is being paid by Seller). In this way we represent the duality and reciprocity of the value objects as well. Value reciprocity basically means every value transfer should have a corresponding reverse value transfer; i.e., they always come in pairs.
Figure 4-3 A business case in a selling company modeled in UML 2.0 (adapted from [18])

Figure 4-4 A value model
After adding the value exchanges to the value model we need to specify the actor who plays the role of consumer. In this case, it is also obvious that Buyer plays the role of consumer and the whole business case is made to satisfy the Buyer's need. Therefore we add a consumer need icon (represented by a small circle) to Buyer. We introduce boundary icons (represented by a bull's eye) in both Seller and Transporter. This is the case because part of the money which Buyer pays to Seller goes to Transporter. This also explains the And-Split in Seller. The value model of this case is shown in Figure 4-4.

4.1.2 Computational part

The computational part of a value model consists of some tables which show the estimation of the number of value objects which are expected to be exchanged during the contract period and the valuation of each value object in terms of money. Using this information each actor can estimate his/her expected profit during the contract period.

When we design a value model based on a coordination model which already has been implemented, it basically means that we have quite a precise estimations of the number of value objects which are exchanged. In this way, the valuation of value objects is also easier and therefore by analyzing the performance of the running collaboration we can figure out the information which we need to enrich the value model.

4.2 Discussion and Conclusions

Once business actors come together and start a business collaboration, any of those actors may want to investigate the productivity of the collaboration and change it if and when needed. This requires knowledge on how good the performance of the business collaboration is from the value point of view.

Here is where value modeling comes into play. Value modeling enables the actors to run some value analysis of the collaboration and this helps the actors develop a shared understanding regarding the collaboration. After developing a value model based on an existing coordination model, we can run a value analysis on the model, and based on the analysis outcome, either regenerate a refined or modified version of the coordination model from the value model [8, 7], for example, by using the methods described in the previous chapter, or terminating the existing business col-
laboration and creating a new collaboration from the scratch.

Note that this chapter presents a preliminary work regarding generating a value model from a coordination model without providing a validation.
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Automation of Model Transformation *

"It is not the strongest of the species that survives, nor the most intelligent that survives. It is the one that is the most adaptable to change."
— Charles Darwin (1809–1882).

In Chapter 3, we discussed about generating a coordination model based on a value model. We introduced a stepwise approach to do the transformation that results in two consistent models. Then in Chapter 4, we talked about the reverse transformation (i.e., making a value model from a coordination model). Now, in this chapter, we want to see to which extent these transformations can be automated. Having a bilateral transformation enables us to track changes in one of the models into the other in a mutual consistent way.

In the previous chapters, we use e$^3$value methodology for designing value models of collaborative networks and we use BPMN for designing coordination models. Here in this chapter we only discuss the automation of the first transformation (value model to coordination model). It starts by representing the value model as a graph and then applying transformation rules on it using a graph transformation tool (Groove) [56].

*This chapter is based on the following paper:
The work in this chapter is related to the first research problem (problem P1, Section 1.3). We start by a short discussion about model transformation in Section 5.1, then, in Section 5.2 we explain the automation of the value model to coordination model transformation. Finally, we provide the discussion and conclusions in Section 5.3.

5.1 Model Transformation

Model transformation consists of the generation of a target model from a source model using some transformation rules. In our case, the transformation can be one-way (e3 value-to-BPMN only) or ideally two-way (reversible). The problem of defining these transformations turns out to be rather complex because of inherent differences between these two languages.

A transformation rule consists basically of two parts: a left-hand side (LHS) and a right-hand side (RHS). The LHS is applied on the source model, whereas the RHS expands the target model. According to [57], aspects of transformation rules are:

- **Syntactic Separation.** The LHS and RHS may or may not be syntactically separated. In other words, the source and target models may or may not be represented by the same syntax/formalism. If the source and target models are represented using the same syntax/formalism the transformation is called endogenous and if they use different syntax/formalisms the transformation is called exogenous [58, 59].

- **Directionality.** Transformations may be unidirectional or bidirectional. With an unidirectional transformation, transformation is possible in one direction only. With a bidirectional transformation, transformation can be executed in both directions. Bidirectional transformation can be used to mutually align two models so that the changes in one of the models can be applied automatically in the other and vice versa (i.e., synchronization between models). To have bidirectional transformations we need to have bidirectional rules or define two separate complementary unidirectional set of rules, one set for each direction.

If a transformation rule is a one-to-one function (i.e., every element produced by applying the target model of the transformation rule corresponds to exactly one element of the source model that was used as input to the transformation rule), then the transformation rule can be applied in the reverse direction.
Transformation rules are usually designed as a function (i.e., given some input in the source model, they produce a concrete result in the target model). However, if different inputs lead to the same output, the inverse of the rule is not a function (i.e., the inversion could enumerate a number of possible solutions). Having invertible rules does not necessarily make the transformation invertible because the invertibility of a transformation depends also on the invertibility of the scheduling logic. Inverting a set of rules may not produce any result due to non-termination. Most of the transformation approaches do not support bidirectionality [57].

- **Rule application.** In general we may have some rules and conditions which specify the way in which transformation rules are applied. For example, the scope of a rule can be limited to only part of the source model instead of the whole source model. Since there may be more than one match for a rule within a given source scope, we need an application strategy. The strategy could be deterministic, non-deterministic or even interactive. A deterministic strategy could be defined using some standard traversal method (such as depth-first) over the hierarchy in the source model. Examples of non-deterministic strategies include one-point application, where a rule is applied to one non-deterministically selected location, and concurrent application, where one rule is applied concurrently to all matching locations in the source. In an interactive rule application strategy, the system seeks advice from an expert by receiving some inputs whenever it cannot deterministically conclude which rule should be applied.

- **Rule scheduling.** The scheduling aspect can be expressed implicitly or explicitly. In the former the user has no explicit control on the scheduling algorithm, while in the latter the execution order is controlled explicitly. In case of conflicts between rules, a conflict resolution mechanism based on priorities can be used. Rule iteration mechanisms include recursion, looping, and fix-point iteration (i.e., repeated application until no more changes are detected). The transformation process may have several phases, where in each phase only certain rules can be applied.

- **Traceability.** Transformations may or may not support traceability. Traceability can be useful in performing impact analysis (i.e., analyzing how changing one model would affect other related models), synchronization between models, model-based debugging (i.e., mapping some implementation code back to
its high-level model), etc.

- **Intermediate structures.** Some approaches require the construction of intermediate model structures. For example, a transformation process may consist of two phases and at the end of the first phase an intermediate model is generated and the next phase completes the transformation using the intermediate model as input (source model). In such a case the transformations in the two phases might be of totally different natures.

Here we only discuss a one-way transformation ($e^3$ value-to-BPMN) in which we present the source model as a graph and generate the target model by applying transformation rules to the source graph. Rules can have different priorities and the tool keeps track of the applied rules so that we know in which order they have been applied. The transformation of an $e^3$ value model into a BPMN model consists of two phases, the first phase is done by Groove automatically and in the second phase it involves an expert who enriches the automatically generated model by adding some details to the model.

### 5.2 Automation of Transformation

There are satisfactory solutions for transforming models to text/code (such as template-based approaches), but this is not the case for transforming models to models. Our model to model transformation is a graph-based-transformation approach. Graph-based-transformation approaches are powerful and declarative, but complexity is still a major challenge in those approaches and it limits their applicability. The complexity of graph-based-transformation approaches is due to the non-determinism nature of their scheduling and application strategy. Therefore the termination of the transformation process and the rule application ordering need particular scrutiny [57].

#### 5.2.1 Transformation Automation using Groove

We model the value model shown in Figure 3-16 in Section 3.3 as a graph in Groove (Figure 5-1). Each AND and OR node is connected to its appropriate actor's node with an edge labeled as 'r'. They specify the logical relation (AND or OR) of the incoming and outgoing edges to/from a node. To understand the graph more easily we can think of each actor node and its AND and OR nodes as one integrated conceptual node. In this way,
the model indicates that the Receiver has three value exchanges with IPRS1, BMP and IPRS2 and these value exchanges have an AND relation with each other, i.e. they make a unit of exchange which means either all of them occur or non. IPRS1, on the other hand, has two value exchanges with Receiver and BMP with an OR relation between them. This means that when IPRS1 receives money either from Receiver or BMP, it should distribute the money to the appropriate right owners.

The graph shown in Figure 5-1 is the starting point in the transformation process. To make a BPMN model from it, we need to model the transformation rules and apply them on the starting graph. Two transformation rules are shown in Figure 5-2. The rule shown in Figure 5-2(a) expresses that if there is a pair of edges (value transfers) namely 'x' and 'y' between two distinct nodes (actors), delete those two edges and add four nodes labeled as 'Send' and 'Request' connected to those two nodes with edges labeled as 'x' and 'y'. To prevent the recursive application of this rule on the newly added nodes, we need to specify in the rule that the two main nodes should not be labeled as Send or Request.

Similarly, the rule shown in Figure 5-2(b) expresses that if there is a single edge (value transfer), namely 'x', between two distinct nodes (actors), delete that edge and add a node labeled as, Send, connected to those two nodes with edges labeled by 'x'. To prevent application of this rule on the fake edges labeled as 'r' it is stipulated that the edge between the two nodes should not be labeled 'r'. Again, to prevent the recursive application of this rule on the newly added node, we need to specify in the rule that the two main nodes should not be labeled as Send or Request.

The first rule has a higher priority and the tool applies it first until it has no more matches. Then the second rule is applied. If we don’t specify priority for these two rules they conflict with each other. Then, in the case of a pair of value exchanges between two actors, instead of applying the first rule, the tool may apply the second rule twice.

The final graph resulting from the application of the above two transformation rules is shown in Figure 5-3. The resulting graph shows all the necessary message exchanges between the actors and the logical relation between the in-coming and out-going messages to/from an actor’s node. It is worth mentioning that there is no special temporal ordering between the messages in this graph. For example, the Receiver has 6 outgoing and 6 incoming messages but without a special temporal ordering. Therefore, the resulting graph is a communication model (a message transfer model) rather
Figure 5-1 Start graph for value model of providing music by streaming
5.2.2 Making the Coordination Model

As we mentioned above, the result of the transformation process (Figure 5-3) is not a coordination model but rather a communication model that shows all the necessary message transfers between the actors. It also shows the logical relation between all incoming/outgoing messages to/from an actor’s node. To make a coordination model we need to add temporal ordering to the model, i.e. indicating the order in which the messages are exchanged between the actors.

The temporal meaning of the dependency path is merely that if the consumer need is triggered in the contract period, then the connected transactions are also triggered in the contract period. The dependency path actually represents the structure of the profitability computations, not a process that coordinates the transactions. Many different coordinations are compatible with a single value model.

Putting messages in a correct and meaningful order needs expert intervention and cannot be automated using the value model only. We need to supplement the value model with more information. Some of the messages indicate the transfer of value from one actor to the other, for example the Send message labeled as 'Money' from Receiver to IPRS1 and the Send message labeled as 'Right' from IPRS1 to Receiver imply the transfer of money and a right clearance respectively. The order in which these value objects are exchanged between actors depends among others on the trust relations between the actors. If, initially, Receiver sends the money to IPRS1 in the hope that IPRS1 acts reciprocally...
Chapter 5  Automation of Model Transformation

Figure 5-3 Final graph resulting from the above two transformation rules
Discussion and Conclusions

by returning the requested rights, it means that Receiver trusts IPRS1. Otherwise, if IPRS1, before receiving the money, sends the requested right to Receiver in the hope that Receiver will pay later, it means that IPRS1 trusts Receiver. The third scenario, in which both IPRS1 and Receiver need to trust each other at some point in time, is the case in which, initially, Receiver pays not all the money but part of it to IPRS1 and then IPRS1 sends the requested right to Receiver and finally Receiver sends IPRS1 the remaining of the payment.

If we had the trust relations between the actors or the way in which they want to transfer the value objects, then we could accordingly determine the temporal ordering of messages in the coordination model. This will be discussed in more detail in the next chapter.

5.3 Discussion and Conclusions

According to [16], value models and coordination models can have different actors. This happens only when the two models are of different granularity with respect to actors. By abstracting from the sub-actors and the internal activities inside the actors, both models can always be designed using the same actors. In what follows we assume that this has been done.

One of the main remaining differences between value models and coordination models is type of objects exchanged by actors [16, 7]. In a value model every object should be of value to at least one partner, but in a coordination model objects are not included necessarily because they are of economic value to a partner. They can also be included because they help coordinating the activities of the partners. The application of the transformation rules covers this difference by adding all the necessary messages to the model regardless of whether they are of economic value to a partner. In this chapter we use a pattern with a minimal number of messages (a pair of 'Request', 'Send' messages) to realize a value transfer. In general, patterns which include more detailed messages can be used. In fact, these basis message types can be complemented with others that are necessary for achieving certain communication properties (e.g., reliability). Generating a coordination model based on a value model by replacing value patterns in the value model with counterpart coordination patterns in the coordination model is discussed in Chapter 3.

As a difference between value models and coordination mod-
[16] mentions a special case in which there is a value exchange (e.g., experience, entertainment or pleasure) that has no associated direct physical or information flow in the coordination model. We think all value transfers, and all objects in a coordination model, are physical. In a coordination model, we abstract from the physical world and represent the manipulation and transfer of information, but information is implemented physically. But this physical implementation (on paper, as electric signals, dots on a screen, etc.) is not relevant and not insightful here, so we abstract from it. In a value model, all transfers are physical too: on paper (money, books, pictures, etc.), as sound (music, spoken information, etc.). Therefore we think this special kind of value exchanges are not real value exchanges. Instead they are the cause or effect of another value exchange. For example, assume that there is an online radio station that charges some fee if you want to listen to its music. In this case there is one obvious value transfer from the user/listener to the radio station which is 'Money'. However the reciprocal value object may be modeled as 'entertainment' in the value model. If so, applying our pattern does not yield an appropriate result. Nevertheless we think 'entertainment' is not a value transfer but it is the effect of a value transfer, namely 'Broadcasting Music'. Therefore, in this case 'Request' and 'Send' messages are indicating asking and giving permission.

The other main difference between value models and coordination models mentioned by [16, 7] is the notion of temporal ordering. In an $E^3$ value model there is intentionally no notion of time ordering at all [14]. Behavior and temporal order are beyond the value perspective but are part of the coordination perspective.

$E^3$ value models have a value reciprocity concept which basically means that every value transfer should have an associated value transfer in the reverse direction. This concept has no associated counterpart in the coordination model. $E^3$ value includes a computational part which enables the actors to do a profitability analysis, which also has no associated counterpart in the coordination model.
Trust and Collaborative Networks *

“Research is the transformation of money to knowledge. Innovation is the transformation of knowledge to money.”
— Hans Meixner.

In this chapter we discuss the role and impact of the trust relations between participating actors in a collaborative network on the coordination model of the collaboration. The assumption that business actors act trustfully is often not useful in practice (since there are malicious actors). Here, we consider collaborative networks from a trust point of view and introduce an approach for measuring the trustworthiness of the actors participating in a collaborative network.

This chapter addresses the second research problem (problem P2, Section 1.3). To address that research problem we propose a method to model the trustworthiness of actors involved in a business collaboration so that actors can develop a better understanding regarding the trustworthiness of their partners in the collaboration and make a more stable and durable collaboration.

The chapter starts by an introduction in Section 6.1. Next, a discussion about trust and its specific interpretation in this thesis

*This chapter is based on the following papers:
is provided in Section 6.2. Then, an ontology of trust in business collaboration is proposed in Section 6.3. After that, we introduce a method to calculate and manage the trustworthiness of business collaboration partners in Section 6.4. Section 6.5 provides a discussion regarding the proposed method and Section 6.6 is devoted to related work. Finally, the chapter ends with a conclusion in Section 6.7.

6.1 Introduction

Trust is a ubiquitous phenomenon in everyone’s life. For example when we cross a street we trust the drivers to a certain extent that they follow the traffic rules. As Luhmann [62] indicated, trust reduces the complexity of interactions. Trust exists inherently and latently in all our actions that we might even not be fully aware of that. Most of the times people take trust for granted and that is the reason why it is overlooked in many cases. Nevertheless trust has a major impact on our decisions.

In business settings, trust plays even a more important role because in contrast to the social settings, in business settings a misplaced trust might result in financial loss and after all financial profit is the main thing that matters in business settings. Trust is inevitable and in doing any business activity actors need to trust some other actors. As Kenneth J. Arrow [63, page 24] pointed out without trust no market could function and there is an element of trust in every transaction. Hence, in any business collaboration, business actors need to identify the trust factor and evaluate the financial risks and consequences associated with it and be fully aware of them while making a decision.

The collaboration partners participating in a collaborative network want to be sure that participation in the collaboration is economically rational and sustainable before specifying the coordination process of the collaboration. Value modeling does not consider the trust aspect of the collaboration therefore value models abstract from trust-related information. In other words, while value modeling, we assume that all partners in the collaborative network behave in accordance with the rules and promises expressed in it (collaboration partners do not act opportunistically), because otherwise the collaboration does not serve the purpose of all participants.

If we assume that the partners in the collaborative network can be trusted to behave according to the value model, profitability
analysis of the collaboration over a period of time can be done by first estimating the frequency of value exchanges between actors in that period, and the value of each exchange in terms of money, and then calculating the net amount of money which each partner earns out of the collaboration. However, the risk in any business network is that a partner will not behave according to the value model and act in favor of its own goals, to the detriment of other partners’ goals. Each partner will assess this risk and determine a trade-off between the cost of detective and preventive measures (e.g. replacing the distrustful parties with more trusted ones, adding trusted third-parties, contracts, additional checks, monitoring by independent third-parties, etc.) to avoid opportunistic behaviors, and the risk of simply trusting others by assuming that they will not act opportunistically. Nevertheless, for doing any business in the real world, trust is crucial for the success of the business, because, after all, we need to trust at least some actors, such as a bank or other trusted third-parties. This forces a business to take appropriate and sufficient measures against those who it does not trust (i.e. those who may not live up to their commitments).

The purpose of this chapter is to model trust explicitly as a key component of a collaboration between parties who will benefit from the collaboration, but who must also worry about possible opportunistic behaviors of some of the partners. We want to provide the collaborative network designers with a method as a tool to assess the trustworthiness of the actors participating in the collaborative network, and to use this assessment to redesign the value model and/or design the coordination process and IT architecture in such a way that the remaining trust assumptions take an economically acceptable risk. The contribution of the chapter is to introduce an initial model for measuring the trustworthiness of the actors participating in a collaborative network based on their collaboration experiences. We aim at:

1. Allowing the collaborative network designers to incorporate an initial assessment of trust in the value model design process, and
2. Providing a technique for real-time monitoring of the behavior of partners in the collaborative network. This allows a business to gauge its actions accordingly and consider redesigning the collaborative network if and when needed.

Vera Kartseva [40], in her thesis, introduces an initial work on how to redesign a value model so that untrustworthy behaviors are kept under control. Later in chapter 9 we discuss about Kartseva’s
6.2 Trust

Trust is a ubiquitous phenomena and it has been defined in different types of studies. Several connotations of trust can be found in social sciences [64] such as sociology [65], psychology [66], and philosophy [67]. Proposed definitions differ from each other to the extent that Lewicki and Bunker compared trust to the story of blind men and the elephant [68]. Each man perceived the elephant ("trust") to be something different (e.g., a rope, a wall, a pillar, a solid pipe), because each of them felt a different part, but only one part of the elephant (e.g., the tail, the side, the leg, the tusk, respectively). They each thought the elephant was what they felt because they were unable to see the big picture of what an entire elephant is like [64].

Despite the extensive study of trust in social sciences, the formalization of trust from a computational perspective is a new trend. Recently, we are witnessing an enormous increase of interest in modeling trust, mainly driven by the advent of the Internet and electronic commerce.

6.2.1 Trust and Business

The view that business requires some certain moral codes is nothing new. Adam Smith already believed that morals mattered [69]. More recently, Francis Fukuyama [70] described economic networks as fundamentally based on reciprocal moral obligations, a generalized trust among unrelated people [71]. Kenneth J. Arrow [63, page 24] pointed out that "... ethical elements enter in some measure into every contract; without them no market could function. There is an element of trust in every transaction". Tapscott et al. [5] observe that "Trust is the sine qua non of the digital economy."

There are many uses and definitions of the word "trust" in business and popular press [72, 73], so it is helpful to clarify how the term trust will be used here. According to the ITU-T X.509 [74, Section 3.3.54], trust is defined as follows: "Generally an entity can be said to 'trust' a second entity when the first entity makes the assumption that the second entity will behave exactly as the first entity expects."

For our purpose the most useful definition is the one that views trust as the willingness to take risk: Michalos [75] wrote that "It is
enough to think of trust as... to allow oneself and perhaps others to be vulnerable to harm in the interests of some perceived greater good." Johnson-George and Swap [76] asserted that "willingness to take risks may be one of the few characteristics common to all trust situations." In this thesis, we will follow Michalos' definition of trust because a value model demonstrates a situation in which a group of business partners join together and take the risk that their partners may not honor their commitments in the interest of some perceived greater good.

Hence, we define trust as the belief a business actor has that the other party will act according to the promises and obligations expressed in the value model by acting reciprocally, i.e. the other party returns something of agreed value for what it gets (e.g., goods in return of money). Distrust is defined as the fear of opportunistic behavior from partners, thus the fear for breaking the reciprocity of trust-based interaction. So stakeholders must reason about the trustworthiness of others, in order to decide which other parties to collaborate with. We merely want to provide a tool for decision support, not guidelines for when to trust a partner. The question to be answered is: how does a business partner know whether other partners will honor their commitments?

6.2.2 Trust and Electronic Commerce

The role of trust in electronic commerce is vital and much more important than the role that it has in traditional business because in brick and mortar business the partners have a face-to-face contact with each other, and this helps them know each other better. Therefore trusting a partner in this situation is less challenging compared with the situation in e-commerce in which commercial trade is carried out via the Internet or other on-line computer services. We can be reasonably sure that trust relations in e-commerce interactions will not be deep, and as Houston [71] pointed out the biggest risk of doing business "on Web time" is, indeed, being exploited more easily as work relationships diminish.

In e-commerce, a business actor has to do business with some software agents who are acting on behalf of some business actors. In those circumstances, the issue of trust is twofold. First the business actor needs to authenticate the software agent and be sure that the agent is not fake and it represents a real legal business actor, and then the trusting business actor should access the trustworthiness of the business actor who the agent represents. We do not deal with the fist issue and we assume that the business actors know the identity of those they collaborate with.
Now the question is "In which ways can trust be built up in the digital economy?" One widely used suggestion is to rely on reputation. In fact a business actor trusts its partner only if it has enough knowledge regarding its skills, motivation, and attitude. One way to acquire such knowledge is through experience (collaboration through repeated interactions). By acquiring enough knowledge regarding their partners, business actors aim at predicting the future performance of their partners. This is the approach that we adopt in this chapter.

If business partners could predict the future performance of their partners, they could gauge each other's behavior. This forces the business actors to guard their reputation because otherwise if a business actor becomes known as a shirker or deceiver, his opportunities for future productive dealings will be lessened [71]. Disseminating the information regarding the collaboration experience on Internet is an extraordinary medium by which business partners can intimidate their partners from acting opportunistically. Therefore Internet can be seen as a double-edged sword in e-commerce: on one hand it facilitates the collaboration and decreases the transaction cost dramatically, on the other hand it makes business actors withhold themselves from involving into a collaboration if they are not going to be trustworthy and responsible.

The problem we are dealing with in this chapter is trust assessment in fixed collaborative networks, i.e. the partners are known, except those in a market (e.g. consumers). Our innovation is that, unlike current reputation-based trust assessment methods, we assess the trustworthiness of an actor (e.g. the seller of product X) using deep reputation assessment which stem from the performance of the actor in the whole collaborative network, rather than just assessing its behavior with his customers (of that particular product). The idea behind this is that the whole collaborative network manifests a joint work, and to have the business up and running, all actors must have enough trust in their partners, otherwise the whole network will collapse because a chain is no stronger than its weakest link.

We also include the trustworthiness of those who express their opinion about a partner in the trust assessment process, and this allows us to achieve a fixed point in the recursion, which then expresses the mutual trust among all partners in the network.
6.3 Trust Ontology for Business collaboration Settings

There are currently some ontologies of business collaboration that facilitate automated collaboration, such as $e^3$Value, REA [77, 78], and BMO [79]. However, these ontologies model the situation that all business actors can be trusted. This is not true in practice. To realize automated business collaboration, trust needs to be added to the business ontology. Here, we extend the $e^3$Value ontology with the concept of trust and show how this can be used to reason about trust on actors in a business network. We take a minimal approach, i.e. rather than adding all the nuances of the concept of trust, we provide the minimal extension that allows an actor to reason about trusting other actors in a useful way.

6.3.1 Trust Ontologies

An ontology is defined as "a specification of a conceptualization." [80]. It specifies the concepts and the relation between the concepts of a specific domain, and they play an important role in knowledge sharing in the specific domain.

In [81], Akkermans and Gordijn introduce the $e^3$Value ontology and discuss about the necessity of ontologies for scientific research. Baida et al. [82] developed a multi-actor business model for e-service bundles by ontology-based analysis of e-service bundles in networked enterprises. However their model represent an ideal situation that lacks trust-related issues.

Andersson et al. [83] represented a reference ontology for business models based on three business ontologies - the REA, $e^3$Value, and BMO. The core concepts in the REA ontology are Resource, Event, and Actor and it claims that every business transaction can be described as an event in which two actors exchange resources. The Business Model Ontology (BMO) aims at providing an ontology that enables us to describe the business model of an enterprise accurately and in detail, by considering a single enterprise and its environment where the enterprise faces a particular customer’s demand. Surprisingly none of these ontologies consider trust-related concepts.

Chang et al. [84] presented the ontological representation of agent trust, service trust, and product trust in e-service environments. The work presented here is similar to the general service/product ontology of Chang. The main difference is that Chang et al do not look at service and product provision necessarily from a business point of view, and consequently they do not include financial risks in their ontologies. They also do not
discuss the source of trust and the way in which trust develops. Schmidt et al. [85] also proposed a number of ontologies to formalize and facilitate autonomous interactions between intelligent agents in centralized and decentralized e-business environments, however they also do not consider the financial perspective and consequences of trust in the business collaborations.

Haung and Fox [86] try to formalize the semantics of trust and study the transitivity of trust. With formal semantics, they identify two types of trust - trust in belief and trust in performance, and formally prove the transitivity of trust in the former and introduce some conditions under which trust relations of the second type can be propagated. Viljanen [87] surveys and classifies thirteen computational trust models using nine trust decision input factors, and creates a comprehensive ontology for trust to facilitate interaction between business systems. Later, in subsection 6.3.4, we analyze our proposed business trust ontology against those nine factors.

6.3.2 $E^3$value Business Ontology

The $e^3$value ontology/methodology [14] is a tractable and lightweight methodology to explore the innovative e-business ideas, starting from understanding which enterprises and actors are actually involved, to an assessment of profitability for each enterprise.

Figure 2-1, which is taken from [27], depicts the $e^3$value ontology for networked business models.

6.3.3 Trust Ontology for Business Collaboration Settings

Here we aim at designing a meta model for trust ontology in business collaborations. To do that, we use Howard Becker's recommendation for designing middle-range theories and hypotheses in scientific research, which is describing case-study conclusions without being allowed to mention the specific case itself anywhere [88]. This forces us to come up with and consider more generally valid formulations. This is a good advice for knowledge acquisition in ontology development.

Our goal is to extend the $e^3$value ontology with the minimal ontology of trust to develop a lightweight yet expressive ontology that enables us to describe business collaborations and usefully reason about trust in a business network. We do not want to express all possible meanings of trust, nor do we want to add to the literature on the meanings of "trust" one more bit of insight. We simply want to extend the $e^3$value ontology to make it more
realistic in the intended settings, that of business networks.

By analyzing different business interactions in different case studies, and also considering the existing trust ontologies, we identified the major trust-related concepts in business collaborations. Then, by delineating the relations between those concepts, we developed a lightweight ontology which contains the minimal set of trust-related concepts in business settings. The ontology is shown in Figure 6-1. The colored concepts are from the e$^3$value ontology and remaining are the new added concepts. Note that the concept of Value Exchange in this thesis is different from its original definition provided by Gordijn [27]. More details are provided in Section 2.1 and in the footnote in page 17.

For brevity, we exclude those concepts of the e$^3$value ontology which are not directly related to the new added concepts. According to this ontology a trust relation between two business partners is as follows:

A business actor (Trustor) trusts another business actor (Trustee) with a specific confidence (Confidence value). The confidence value is in the range [0,1] and it is calculated based on (1) the reputation (business profile) of Trustee or (2) direct trust (past experiences/collaborations between the two actors) or 3) indirect trust (the value of the trust of other business actors in the collaboration with Trustee i.e. collaborative trust). A combination of all these three factors is also allowed.

In fact, Trustor expects Trustee to accomplish a certain action during a specific period of time (Time Slot) with agreed upon quality and conditions. In a business collaboration context, this action consists of transferring a specific value object (Value Exchange) with explicit quality specifications in a specified time slot. There is a risk associated with every trust relation which means in case Trustee does not fulfill the agreement (transferring the value object with agreed upon quality), the Trustor will experience a financial loss. The setting of the relation (the actors involved in the collaboration and the relations between them) is described in the value model of the business collaboration.

The financial loss associated with the trust relation originates from the value object and its monetary value. Strictly speaking the potential financial loss of a trust relation is $(1-T) \times V$, where $T$ is the value of trust (confidence value) and $V$ is the monetary value of the Trustor’s value object. This is the case if the Trustor sends his value object to the Trustee, but the Trustee does not send anything back to Trustor. In this case there is a total loss of one value object for the Trustor and the probability of that case
6.3.4 Properties of the Trust Ontology

In this subsection we briefly analyze the presented trust ontology (Figure 6-1) with those nine trust decision input factors enumerated by Viljanen [87]. Trust in our ontology is:

- Identity based: the identity of the actors is known to each other.
- Action aware: Trustor trusts Trustee with a specific action (reciprocity in value exchange).
- Business value-aware: The financial implications of trust in

is \((1 - T)\), where \(T\) is the value of trust (confidence value).

This financial loss calculation does not always apply because in some cases a business actor invests a considerable amount of money in the collaboration with another business actor in the hopes of many value exchanges. However, if the other actor misuses the trust early at the collaboration or even at the very beginning, the financial loss of the trustor actor might be much more than the monetary value of the single lost value object.
terms of potential loss or benefit are the major themes in our ontology.

- Not competence-aware: We have no specific representation of competence of an actor to perform the value exchange as promised. Nevertheless we use a competence in a higher level. We claim that one of the reasons that makes a business actor trust another business actor in a collaborative network is somehow related to competence, because if Trustee does not act trustworthy, the collaboration would fail and consequently Trustee will lose the opportunity to another business actor.

- Not capability-aware: In Viljanen’s paper, capability is defined as a form of an access granting token. This is not relevant in our ontology.

- Confidence-aware: We explicitly define the strength of the belief that Trustee exchanges the promised value object with a confidence value.

- Not context-aware: Viljanen defines context as the internal or external status at a particular point of time. In this sense our ontology is not fully context-aware, however we emphasize that the trust relation is valid for a specific period of time regarding a particular action and in a special business collaboration setting, which is modeled in the $e^3$value methodology.

- History-aware: In our ontology past experiences are considered as one of the factors in trust calculation.

- Third-party aware: In our ontology, Trustor uses the opinion of Trustee’s direct partners in the trust calculation. The trust calculation method will be explained in Section 6.4.3.

6.4 Managing Trust within Collaborative Networks

After introducing a new ontology for business collaborations that includes trust-related concepts in Section 6.3, in this section we introduce an approach for measuring trust in collaborative networks based on collaboration experiences.

6.4.1 Trust and Value Models

Having done value modeling, each actor knows with whom it should exchange value objects. So far the model assumes complete trust between partners. But what if two actors, which have direct interaction with each other in the value model, don’t trust each other?

Business actors have different options in dealing with the risk
associated with distrustful partners:

- **Accepting the risk.** In this case, no change to the value model is needed, and there is no additional investment (to reduce the risk) from the actors, but on the other hand the potential loss is the highest (compared to other options).

- **Adding trusted third-parties.** A trusted third-party is an actor who both actors trust and sits in the middle and regulates the exchange. The added actor plays a mediator role and it should also be added to the value model [89, 22]. The mediator accepts the risk of one of the partners not behaving as required by the value model, and asks a payment for this service. In this way the actors substitute the high risk partners with less risky ones and reduce the potential loss.

- **Applying controls and safeguards.** This option consists of applying appropriate and enough protective and preventive measures in the coordination process and/or IT architecture [40] to lower the risk level to the extent that the remaining risk will be acceptable for collaboration partners. This solution will also affect the value model, but only the computational part; it will increase the cost of value exchange, and reduce profitability estimations.

- **Trusted third-parties with controls and safeguards.** This option is a combination of the last two options. A third-party which sits in the middle can take the responsibility to impose the safeguards and measures. In some cases, even after adding some trusted third-parties, collaboration partners may still want to add specific safeguards and measures. In each case, the added parties and measures would affect the value model and the profitability analysis.

Nonetheless, there is an inevitable trade-off between the profitability and risk. Trusted third-parties and safeguards lower the risk of loss, however the more mediators and/or safeguards sit between the two actors, the more costly would the exchange be, and therefore, the less potential profit there is in the cooperation for both actors.

At the end of value modeling, we come up with a value model in which every actor finds the balance between the risk that a partner behaves opportunistically acceptable compared to the estimated profitability of doing business with that partner. Nevertheless, in a highly volatile collaborative network, some partners may turn out to be less trustworthy than what perceived earlier and, consequently, an actor might want to reconfigure the collaborative network. So, the behavior of the collaboration partners should be
continuously monitored, and accordingly the trust relations and their values should be continuously updated, so that each partner can keep the balance between profitability and risk throughout the collaboration, and reconfigure the network if and when needed.

If we have a value model of the collaborative network that shows who exchanges which services or products with whom (represented in the $e^3$value graphical part), enriched by the cost of including safeguards in the coordination process and/or IT architecture (in the computational part of $e^3$value model), then the next step is to analyze the remaining risk which each actor should take in order to operationalize the value model.

6.4.2 Identifying Trust Relationships Between Actors

To identify the trust relations between actors in a collaborative network, we need to look at the order in which actors exchange value objects with each other. Each specific order implies a certain trust relation. There are three orders in which actors A and B can exchange value objects:
1. Actor A first sends its value object to actor B.
2. Actor B first sends its value object to actor A.
3. Value objects are sent in an interleaved way.

To illustrate this point, let's consider the simple value exchange and its possible realizations in the coordination model shown in Figure 3-15. Figure 3-15(a) shows two actors (A and B) that exchange a pair of value objects ($V_a$ and $V_b$) with each other. Figure 3-15(b) shows a coordination pattern in which actor B first sends its value object ($V_b$) to actor A and then actor A sends its value object ($V_a$) to actor B. Figure 3-15(c) depicts the other way around.

Figure 3-15(d) depicts a special coordination pattern in which actor B sends part of its value object ($V_b$), and then actor A sends its value object ($V_a$) to actor B; finally actor B sends the rest of its value object ($V_b$) to actor A. This coordination pattern is feasible only if value object ($V_b$) can be broken into some smaller parts. In general, if value objects are breakable to smaller parts, any combination of value transfers is possible, however for the purpose of our study they all are the same, i.e., in all cases both actors, at some point during the value exchange process, send a value object (or part of a value object) to the other actor in the hope that the other actor acts reciprocally and sends back what is promised.

The three different coordination patterns shown in Figure 3-15 are the only rational possible patterns for coordination messages.
from value exchange order point of view, provided that A initiates
the message exchange [7].

In the coordination pattern shown in Figure 3-15(b), first A
requests B to send it \( V_b \) then B sends \( V_b \) to A and afterwards, in
turn, B requests \( V_a \) from A and finally A sends \( V_a \) to B. Hence, in
this case, only actor B needs to trust actor A, and not vice versa,
because A sends its value object \( (V_a) \) only after it receives \( V_b \).
Similarly, in the coordination pattern shown in Figure 3-15(c) only
actor A needs to trust actor B. Finally, the coordination pattern
shown in Figure 3-15(d) depicts a case in which both actors need
to trust each other at some point during the collaboration because
each of them send some value to the other one in the hope that
the receiver acts reciprocally and fulfills the agreements. All these
three different coordination patterns are consistent with the same
value model [7, 8]. In other words, from value point of view they
all depict the same situation which is shown in Figure 3-15(a).

Here, for simplicity, we assume that actor A always initiates
the message exchange. This will not affect the generality of the
discussion because for our trust reasoning, the only thing that
matters is the order in which value objects are exchanged. If we
drop that assumption, there would be other variation(s) for the
coordination patterns shown in Figure 3-15. For example, for the
pattern in Figure 3-15(b), there would be another variant in which
the messages are in the same order as the current pattern except
that the message labeled with 'Request \( V_a \)' would be the first
message. However, in both cases the order of the value transfers
is the same (first 'Send \( V_a \)' and then 'Send \( V_b \)').' From value point
of view, all different variations of the same pattern are equivalent
as long as the exchange order of the value objects is fixed [7].

Therefore, to develop the coordination model we must have the
trust relationships between actors. If B trusts A, the coordination
pattern shown in Figure 3-15(b) is the appropriate coordination
pattern; and if A trusts B, the coordination pattern shown in
Figure 3-15(c) is the appropriate coordination pattern; and finally
if A and B both trust each other, all three coordination patterns
are acceptable.

To design a coordination model based on a value model we need
to have the trust relation between each pair of business actors who
exchange value objects together in the value model. Having the
value model and trust relations between business actors we can
develop the coordination model by mapping each value object
exchange onto its appropriate coordination pattern.
Suppose that the trust model shown in Figure 6-2 is associated with the value model in Figure 3-16. In this model if actor A is connected to actor B with a directed arrow pointing to B labeled by 'trust', it means that A trusts B to act reciprocally according to the obligations indicated in the value model.

Actors participating in the value model must agree upon the trust model, however, trust relations may change over time. For example in Figure 6-2, the actor Receiver trusts the actor IPRS1 but not vice versa. Nevertheless, after doing some business, Receiver can build a good reputation for itself and due to that IPRS1 may start to trust Receiver. This will result in an arrow from IPRS1 to Receiver in the trust model. Before this change, the only acceptable coordination message pattern for the value exchange between IPRS1 and Receiver was the pattern shown in Figure 3-15(b) in which A represents IPRS1 and B represents Receiver. After the aforementioned change in the trust model, all the three coordination patterns are acceptable. In this way, a change in the trust relations can lead to a change in the coordination model.

6.4.3 Measuring Trust

Assume that for the value exchange in Figure 3-15(a) actors (A and B) agree on the coordination model shown in Figure 3-15(b). This means that B trusts A to act reciprocally according to the obligations indicated in the value model. Assume also that B can assign a monetary value to both $V_a$ and $V_b$ from its own point of view.

Obviously there is a risk associated with each trust relation and, thus, actor B wants to have an assessment of the amount of possible risk. To do that, B first estimates the maximum possible harm or loss which actor A can do by acting opportunistically (not acting according to the obligations indicated in the value model).
model). We assume that the worst case is when A does not give back the favor to B after receiving \( V_b \) (A does not send \( V_a \) to B), so with respect to a value model \( (V) \), we set \( V_b \) as the maximum possible harm which A can impose to B \( (H^v(A \Rightarrow B) = V_b) \). In some special cases, this is not a true assumption. For example, suppose that B expects A to buy 10 bicycles one by one, and B has already made some purchases to be able to provide A with 10 bicycles, but A does not pay for the first bicycle after receiving it. This will break the collaboration and the loss, in that case, is obviously more than one bicycle \( (V_b) \) for B.

Nevertheless, if one side of the coin is loss, the other side is profit, therefore actor B estimates the possible profit which comes from each successful value exchange \( (P^v(B \Rightarrow A) = V_a - V_b) \). Now, if B has a true indication of the probability of A acting opportunistically \( (R^v(A \Rightarrow B)) \), it can decide whether to collaborate with A or not by assessing the following profit and loss equation:

\[
R^v(A \Rightarrow B) \times H^v(A \Rightarrow B) < (1 - R^v(A \Rightarrow B)) \times P^v(B \Rightarrow A) \quad (6.1)
\]

We define \( T^v(B \Rightarrow A) = 1 - R^v(A \Rightarrow B) = \alpha, 0 \leq \alpha \leq 1 \) as the total trust of B in A regarding value model \( V \). Total trust of B in A is the possibility that A behaves as expected. While some trust modeling researchers restrict themselves to binary ratings (either 1 or 0, to reflect satisfaction or dissatisfaction, such as, e.g. [90],[91]), some others examine ratings in the range \([0, 1]\) (e.g, [92]). The latter is the convention which we adopt in this thesis. \( T^v(B \Rightarrow A) \) consists of two parts, which we name direct trust and indirect trust of B in A. Here, for simplicity, the Trustee's reputation is considered as part of direct trust.

The direct trust of B in A \( (T^v_{B \Rightarrow A}) \) is determined by B based on its empirical knowledge of A established on previous collaborations, A's reputation in the market, etc. Actor B can use different ways to assess the organizational trust of A, which we don't discuss here. There are only a few quantitative measures that express organizational trust. Among the simplest and most popular ones is the employee fluctuation rate, indicating the employee satisfaction and organizational climate. In fact, the members of an organization have the best knowledge about the overall situation of their organization [93].

The indirect trust of B in A is a weighted sum of the direct trust of those actors that have a trust relation with A in the trust
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model (those who should trust A). Hence,

\[ T^v(B \Rightarrow A) = wT^v_{B \Rightarrow A} + \sum_{S_k \triangleright A, S_k \neq B} w_k T^v_{S_k \Rightarrow A} \quad (6.2) \]

in which \( T^v_{B \Rightarrow A} \) is the direct trust of actor B in actor A regarding value model v, and \( S_k \) is an actor who has a trust relation with A in the trust model \( (S_k \triangleright A) \), actor \( S_k \) is different than actor B and \( 0 \leq w \leq 1 \), \( 0 \leq w_k \leq 1 \) are the weights which actor B gives to its opinion and the opinion of actor \( S_k \) regarding the trustworthiness of actor A respectively. Each actor assigns different weights to the opinions of its partners or may give the same weight to the opinions of all actors \( (w_k = (1 - w)/(n - 1)) \), n is the number of actors who have a trust relation with A).

Because actor B also has a trust relation with actor A in the trust model, we can summarize the above formula as follows:

\[ T^v(B \Rightarrow A) = \sum_{S_k \triangleright A} w_k T^v_{S_k \Rightarrow A} \quad (6.3) \]

in which \( S_k \) is an actor who has a trust relation with actor A in the trust model \( (S_k \rightarrow A) \) including actor B itself, and \( 0 \leq w \leq 1 \) is the weight which actor B gives to the opinion of \( S_k \) regarding the trustworthiness of A.

To illustrate this, the trust computations associated with the trust model in Figure 6-2 are shown in Table 6-1. In this table, the trust of Receiver in IPRS1 (\( T^v(Rec \Rightarrow IP1) \)) is shown in front of the row labeled by Receiver and under the column labeled by the IPRS1. Under the column of IPRS1 the trust value of those actors which should trust IPRS1 can be seen, namely the Receiver, BMP, Producer and Artist. Therefore, according to Formula 6.3, the new value of \( T^v(Rec \Rightarrow IP1) \) is a weighted sum of all the trust values in the same column, namely \( T^v(Art \Rightarrow IP1) \), \( T^v(BMP \Rightarrow IP1) \), \( T^v(Pro \Rightarrow IP1) \) and \( T^v(Rec \Rightarrow IP1) \).

For bootstrapping, we can initialize the trust values based on reputation, previous experiences, etc. When actor B wants to send a value to actor A it computes the trust \( (T^v(B \Rightarrow A)) \) according to Formula 6.3 and then it sends the value only if the profit and loss inequality (Formula (6.1)) is satisfied.

Following the transaction, actor B reevaluates the direct trust value in A, after the true value of delivered good or service is
trusted and compared to the expected value promised by actor A. In this way, the behavior of the actor A impacts the new value and this process goes on and on.

The proposed trust value is a function of the opinions of all actors regarding a particular actor, and this value, in fact, reflects the expected behavior of the actor in the collaboration. If an actor performs an action in an exchange which is not according to the promised obligations, this not only affects the trust of its direct partner in that particular exchange but it also affects the trust of other partners in relation with him. Whenever the trust of actor B in actor A drops below a particular level, actor B doesn’t trust actor A anymore and the whole collaborative network will collapse. At this point we can resolve the trust problem either by changing the trust relationships between the actors or by designing a new collaborative network from the scratch.

### 6.4.4 Simulation

To illustrate how the formula works in practice we run a simulation for the trust model shown in Figure 6-2. The initial quantified trust relations and the weights of the opinions are shown in Tables 6-2 and 6-3 respectively. For the sake of space we only write the first three letters of the actors’ names in these tables. Each number in the trust table represents the amount of trust relation from the actor indicated by the row entry to the actor indicated by the column entry. A number in the table of weights indicates the weight of the opinion of the actor indicated by the column entry for the actor indicated by the row entry.

It is worth mentioning that for each formula, the sum of the weights should be 1. Considering the following two equations which are used to recalculate the new amount of the trust of the Receiver in BMP and IPRS1:

| Table 6-1 Trust computations for the trust model in Figure 6-2 |
|------------------|------------------|------------------|
|                  | BMP              | IPRS2 (IP2)      | IPRS1 (IP1)      |
| Artist (Art)     | T^v(BM ⇒ IPRS2)  | T^v(Art ⇒ IP2)  | T^v(BM ⇒ IPRS1) |
| BMP              | T^v(IP2 ⇒ BMP)   | T^v(BMP ⇒ IP2)  | T^v(BM ⇒ IP1)   |
| IPRS2 (IP2)      | T^v(IP2 ⇒ BMP)   | T^v(IP2 ⇒ BMP)   | T^v(IP2 ⇒ BMP)   |
| Composer (Com)   | T^v(IP2 ⇒ BMP)   | T^v(IP2 ⇒ BMP)   | T^v(IP2 ⇒ BMP)   |
| Lyrist (Lyr)     | T^v(IPRS2 ⇒ BMP) | T^v(IPRS2 ⇒ BMP) | T^v(IPRS2 ⇒ BMP) |
| Producer (Pro)   | T^v(IPRS2 ⇒ BMP) | T^v(IPRS2 ⇒ BMP) | T^v(IPRS2 ⇒ BMP) |
| Publisher (Pub)  | T^v(IPRS2 ⇒ BMP) | T^v(IPRS2 ⇒ BMP) | T^v(IPRS2 ⇒ BMP) |
| Receiver (Rec)   | T^v(Rec ⇒ BMP)   | T^v(Rec ⇒ BMP)   | T^v(Rec ⇒ BMP)   |
| IPRS1 (IP1)      | T^v(IP1 ⇒ BMP)   | T^v(IP1 ⇒ BMP)   | T^v(IP1 ⇒ BMP)   |
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\[ T^v(\text{Receiver} \Rightarrow \text{BMP}) = \]
\[ W[\text{Receiver}, \text{IPRS2}] \cdot T^v(\text{IPRS2} \Rightarrow \text{BMP}) + \]
\[ W[\text{Receiver}, \text{Receiver}] \cdot T^v(\text{Receiver} \Rightarrow \text{BMP}) + \]
\[ W[\text{Receiver}, \text{IPRS1}] \cdot T^v(\text{IPRS1} \Rightarrow \text{BMP}) \]

and

\[ T^v(\text{Receiver} \Rightarrow \text{IPRS1}) = \]
\[ W[\text{Receiver}, \text{Artist}] \cdot T^v(\text{Artist} \Rightarrow \text{IPRS1}) + \]
\[ W[\text{Receiver}, \text{BMP}] \cdot T^v(\text{BMP} \Rightarrow \text{IPRS1}) + \]
\[ W[\text{Receiver}, \text{Producer}] \cdot T^v(\text{Producer} \Rightarrow \text{IPRS1}) + \]
\[ W[\text{Receiver}, \text{Receiver}] \cdot T^v(\text{Receiver} \Rightarrow \text{IPRS1}) \]

So,

\[ W[\text{Receiver}, \text{IPRS2}] + W[\text{Receiver}, \text{Receiver}] + W[\text{Receiver}, \text{IPRS1}] = 0.3 + 0.4 + 0.3 = 1 \]

and

\[ W[\text{Receiver}, \text{Artist}] + W[\text{Receiver}, \text{BMP}] + W[\text{Receiver}, \text{Producer}] + \]
\[ W[\text{Receiver}, \text{Receiver}] = 0.2 + 0.2 + 0.2 + 0.4 = 1 \]

Here, the Receiver assigns the same weight to its opinions regarding the trustworthiness of BMP and IPRS1 in both formulas. In a general case, due to the structure of the trust network and the wishes of the actors regarding the weights of the trust opinions, they might use different weights for their opinions in different formulas, preserving the criterion that the sum of all the weights in each formula should be 1. In that case, we need more than one table to show weights.

Having the initial tables of trust and weights, we can compute new values for the trust relations. Table 6-4 shows the trust table after one complete transaction. In other words, in a complete transaction, each participating actor before sending its value object to another actor, recomputes the trustworthiness of that actor using Formula 6.3 and then sends the value object only if the profit and loss inequality (Formula (6.1)) holds. We assume here that the transaction completes correctly and all the actors fulfill their promises. We also assume, for simplicity, that the actors assign the computed values as the new numbers of the trust relations. However, in general, they can assign whatever number (between
Table 6-2
Initial trust table

<table>
<thead>
<tr>
<th></th>
<th>Art</th>
<th>BMP</th>
<th>IP2</th>
<th>Com</th>
<th>Lyr</th>
<th>Pro</th>
<th>Pub</th>
<th>Rec</th>
<th>IP1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artist (Art)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.75</td>
<td></td>
</tr>
<tr>
<td>BMP</td>
<td></td>
<td>.85</td>
<td></td>
<td>.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPRS2 (IP2)</td>
<td>.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Composer (Com)</td>
<td>.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lyrist (Lyr)</td>
<td></td>
<td>.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Producer (Pro)</td>
<td>.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Publisher (Pub)</td>
<td>.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiver (Rec)</td>
<td>.7</td>
<td>.8</td>
<td>.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPRS1 (IP1)</td>
<td>.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6-3
Table of weights

<table>
<thead>
<tr>
<th></th>
<th>Art</th>
<th>BMP</th>
<th>IP2</th>
<th>Com</th>
<th>Lyr</th>
<th>Pro</th>
<th>Pub</th>
<th>Rec</th>
<th>IP1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artist (Art)</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BMP</td>
<td>0.1</td>
<td>0.5</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>IPRS2 (IP2)</td>
<td>0</td>
<td>0</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Composer (Com)</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0.4</td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Lyrist (Lyr)</td>
<td>0.2</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0.6</td>
<td>0.1</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Producer (Pro)</td>
<td>0.2</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0.7</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Publisher (Pub)</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Receiver (Rec)</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>IPRS1 (IP1)</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0.6</td>
<td></td>
</tr>
</tbody>
</table>

0 and 1) to the trustworthiness of their partners at any point in time.

It can be easily seen that all the non-zero trust numbers in the same column of the trust table converge and finally, in this particular case as shown in Table 6-5, after 19 transactions, they all become the same (up to three decimal points). The basic question now is: "What does this convergence of trust numbers mean?" It simply means that all the actors in contact with one actor will finally get the same opinion regarding the trustworthiness of that actor.

Table 6-4
Trust table after first transaction

<table>
<thead>
<tr>
<th></th>
<th>Art</th>
<th>BMP</th>
<th>IP2</th>
<th>Com</th>
<th>Lyr</th>
<th>Pro</th>
<th>Pub</th>
<th>Rec</th>
<th>IP1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artist (Art)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>BMP</td>
<td></td>
<td>.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.825</td>
<td></td>
</tr>
<tr>
<td>IPRS2 (IP2)</td>
<td>.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Composer (Com)</td>
<td>.864</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lyrist (Lyr)</td>
<td></td>
<td>.845</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Producer (Pro)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.825</td>
<td></td>
</tr>
<tr>
<td>Publisher (Pub)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.82</td>
<td></td>
</tr>
<tr>
<td>Receiver (Rec)</td>
<td>.76</td>
<td>.82</td>
<td>.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPRS1 (IP1)</td>
<td>.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.5 Discussion

We adopted a simple definition of trust, as the probability that one party assigns to the cooperative behavior of another party. This view of trust accordingly asserts that the expectation by one party of the probability of such cooperative behavior by another party will be based both on "hard" data such as the existence of contracts, etc. and on "soft" data, such as one's faith in another party's morality. Hence, we introduced a formula to evaluate the trustworthiness of an actor by an inquiry into public opinion regarding that actor.

Zhang [94] pointed out two distinct problems in computing trust based on polling:

- Ballot stuffing: when an advisor provides an unfairly high rating, and
- Bad mouthing: when the advisor rates unfairly low (for example, in order to drive a business actor out of the marketplace).

Our proposed formula (6.3) does not suffer from "ballot stuffing" because, for computing the trustworthiness of a particular actor, it uses the opinions of all the actors in relation with that actor, and if one of those actors provide an unfairly high rate it does not affect the overall rating too much. Besides, actors assigns a particular weight to the opinion of each actor and this can decrease the side effects even further.

The proposed formula is not also affected by "bad mouthing" either because of the same aforementioned reasons and also because in principle a collaborative network is a joint work and manifests a collaboration of a group of business actors which willingly team up in order to provide a good or service to the customer in order to make some value (money) for themselves. The "bad mouthing" problem occurs mostly where there is a bilateral relation between the actors (e.g., independent buyers and sellers). Therefore, it is unlikely that stakeholders rate anybody unfairly.

<table>
<thead>
<tr>
<th></th>
<th>Art</th>
<th>BMP</th>
<th>IP2</th>
<th>Com</th>
<th>Lyr</th>
<th>Pro</th>
<th>Pub</th>
<th>Rec</th>
<th>IP1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artist (Art)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.808</td>
<td></td>
</tr>
<tr>
<td>BMP</td>
<td></td>
<td>.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.808</td>
</tr>
<tr>
<td>IPRS2 (IP2)</td>
<td>.820</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Composer (Com)</td>
<td>.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lyrist (Lyr)</td>
<td>.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Producer (Pro)</td>
<td>.808</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Publisher (Pub)</td>
<td>.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiver (Rec)</td>
<td>.820</td>
<td>.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.808</td>
<td></td>
</tr>
<tr>
<td>IPRS1 (IP1)</td>
<td>.820</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
low because if they do, the cooperation may terminate and that is to the detriment of all actors including the actor who provides an unfair low rate. Nevertheless, the proposed formula adhere to the principle that trust is difficult to build up but easy to lose.

Based on this system, a business actor can decide with whom to do business by looking up a partner's feedback. A potential partner that has predominantly positive feedback will do more business than a user that has mostly negative feedback. The above method has the problem of "reputation squeeze" which is caused because all the products are treated equally without taking the value of the exchanged product into consideration. For example, it treats the feedback given to the exchanges of two products of values 20$ and 2000$ the same way. Nevertheless, this can be addressed by taking the value (in money) of the product associated with each opinion into account when we assign a weight to that opinion, or introduce another coefficient based on the value (money) associated with each opinion.

Here we only use the last opinions of actors, but we can use more than one opinion for each actor (e.g. 3 last opinions) and use an aging function to weigh up the most recent ones over the older ones. The larger the number of ratings used in the evaluation of reputation values, the higher the long-term prediction accuracy of the mechanism. However, since the reputation values are associated with humans, and humans change their behavior over time it is desirable to disregard extremely old ratings. Thus, we ensure that the predicted reputation values are closer to the current behavior of the individuals rather than their overall performance. Another possible extension, which we can think of, is breaking the trust value into some components based on the critical attributes of the goods or services (e.g. delay, quality, etc.) and compute the trustworthiness of the actors regarding each of these attributes separately. The critical attributes mainly revolve around the extent of customer satisfaction, the quality of the product when received as compared to that promised by the vendor, etc. These critical attributes vary according to the product in question. Some examples of the critical attributes are delay in delivery, the quality promised as opposed to the obtained quality, expected price as opposed to price bought, etc. An attribute may be of different importance to different actors. However, computing the trustworthiness of the actors regarding different critical attributes separately is feasible only when there is a consensus on the set of critical attributes.
6.6 Related Work

Trust is a bidirectional relationship between a trustor and one or more trustees, but not inherently symmetric. If the trustor trusts a particular trustee, an equal trust in the opposite direction does not automatically follow. Furthermore, overlapping trust relationships do not necessarily extend to their transitive closure. If an entity trusts another who in turn has a trust relationship with a particular entity, it is not automatically implied that the first entity also trusts that particular entity [93]. Trust is a complex sociological phenomenon and it has been used with varying meanings across publications regarding trust management in cooperations. For a comprehensive overview of the different facets of trust we recommend related surveys from [95, 96, 97]. Our definition of trust relates to [97, 98, 93]. In the process of making a business collaborative network, the strongest influence of trust becomes apparent in the identification phase, entailing the selection of suitable partners for defined business roles. Since time to market and thus speed is essential, partner selection has to take previously unknown partners into account besides already well known ones [99].

Trust has a strong impact on the performance of business collaborations. Dyer and Chu [100] indicated, with empirical evidence, that trust reduces transaction costs and is correlated with increased information sharing in supplier-buyer relationships and leads to better efficiency. Hwang and Burgers [101] enumerated seven properties of trust using an analytical model and pointed out that trust supports cooperation through easing two different types of risks: the risk of being victimized and the risk of losing a trustworthy partner.

In a similar work to ours, Gordijn and Wieringa [89, 22] use the letter of credit, which is an agreement that the bank of the buyer will arrange the payment for the seller as soon as the seller can prove to the bank that he shipped the goods, for dissolving the distrust between a seller and a buyer. The seller proves the shipment by presenting the Bill of Lading to the bank of the seller. In this way they solve the deadlock situation in which on the one hand the seller does not want to ship the goods onto the carrier’s vessel (and thereby lose control over them) without first receiving payment from the buyer. On the other hand the buyer does not want to pay the seller (and thereby lose control over the money) before the goods have been shipped. However, in the new situation the seller and the buyer should trust their banks, which
is obviously less risky than trusting an overseas partner. In fact they substitute the high risk partners with less risky ones. As we already mentioned, our method comes after this phase.

Taking a high level view of our approach, it addresses the choreography problem in the context of inter-organizational business processes. It starts with designing a value model, which shows the agreements and exchanges between the actor in a global level and makes a shared understanding between the business partners, and then designs the choreography model by identifying the trust relations between the participating business partners. The choreography model describes the flow of interactions between the participating business partners that interlink their individual processes in order to satisfy the needs of a customer. In this view, our work is comparable to the work of Hofreiter and Huemer [28] in which they presented a model-driven approach to inter-organizational business processes by extending the UN/CEFACT modeling methodology (UMM) [29]. In fact, these two works are complementary because our emphasis is on the first steps, in which we develop a value model and then a choreography model based on that, however the emphasis of their work is more on the transformation of the choreography model to the business process execution language (WS-BPEL).

6.7 Conclusions

In this chapter we first specified how trust is viewed in this thesis, based on contributions reported in literature, and then extended the e$^3$value business ontology with trust-related concepts. Later on we proposed a formula to measure the trustworthiness of an actor in a collaborative network, based on the opinion of the direct partners of that actor. In Chapter 9, we apply the method introduced here on another business case. We enumerated different aspects and properties associated with trust in our special case of interest which drives us toward future research.

There is an indispensable part in each business collaboration which is monitoring. It basically records the performance of the actors participating in the collaboration. Monitoring can be used to determine trust values in Formula 6.1, e.g. by detecting non-compliance or deviation from agreed upon properties of an exchanged product or service. Each actor is interested in particular properties of its partners, which should be already specified in mutual business contracts. Identifying the most suitable and
appropriate characteristics for each product or service in a collaboration, and monitoring them in a way which facilitates an integrated trust modeling is of high value to business. There is also an natural trade-off between trust and risk which deserves more scrutiny in future work.
Managing Trust in Collaborative Networks using Game Theory *

"... scientific research is compounded of ... empirical procedures, general speculative ideas, and mathematical or abstract reasoning."

In this chapter we discuss the role of trust in a special type of value exchange which we call "Unobservable value exchange". By modeling those special value exchanges as a game and using the concepts and techniques of game theory, we propose a method to calculate the financial impact of trust on this type of value exchange. Then, based on the result of the game, we refine the profitability analysis for business actors participating in the collaborative network.

This chapter addresses the first sub-problem of the third research problem (sub-problem P3.1, Section 1.3). To address that research problem we develop a method to assess the profitability and sustainability of some special collaboration settings using game theory concepts and techniques, and then we refine the initial profitability analysis of the collaborative network.

The chapter starts by an introduction in Section 7.1. Next, Section 7.2 discusses about two types of value exchanges and enu-
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merate their similarities and differences. After that, we analyze the unobservable value exchanges by modeling them as an inspection game in Section 7.3. Section 7.4 provides a discussion about the proposed method and finally, the chapter ends with a conclusion in Section 7.5.

7.1 Introduction

In Chapter 6, we studied the role of trust in collaborative networks and proposed a method to measure the trustworthiness of business actors in the collaboration. The assumption there was that those business actors who exchange value objects with each other in the collaboration, reassess the trustworthiness of their partners at the end of each exchange by comparing the actual value objects which they have received from their partners with what had been promised according to the value model. This continuous trustworthiness assessment plays a fundamental role in our approach for managing and measuring trust in collaborative networks, proposed in Chapter 6. The continuous trustworthiness assessment is feasible only when value exchanges are observable. In other words, business actors know when value exchanges happen and also at the end of each exchange they receive something which they can use to compare with what they were expecting.

The method proposed in Chapter 6 is suitable for those situations in which value exchanges are straightforward and observable to both actors participating in an exchange e.g. the collaboration between a buyer and a webshop that sells PCs. Each time a buyer buys something from the webshop, at the end of the buying process both actors of the collaboration (webshop and buyer) can tell us how satisfied they are with the collaboration, and if the other party has acted according to the promises and agreements or not. However not all collaborations are of this nature.

There are some special value exchanges which we call "Not observable value exchange" and, as their name suggest, they are not observable to both business actors. In fact, they are not observable to one of the business actors in the collaboration, and that business actor needs to trust the other business actor and collaborate with it in the hope that it will not act opportunistically. If there is a "Not observable value exchange" between two business actors, during the collaboration, one of the business actors (i.e. the one who trusts the other one) does not know when the value exchanges happen and if they happen or not at all. In fact, this
special type of value exchanges are not observable without cost, as opposed to normal value exchanges which are observable to both business actors without any cost or at least with a negligible cost.

The trusting actor needs to employ some measures in order to observe the value exchanges and the collaborative behaviour of its partner. Continuous monitoring is one way by which the trustor can follow the behaviour of the trustee, however, in some cases monitoring is not feasible because it is either technically impossible or too costly. In these cases, one way to go out of the dilemma is to run random inspections. Inspections cost money and therefore the cost of inspections must be taken into account for profitability analysis.

We use an example to clarify the above discussion. A well known example as a "Not observable value exchange" is the collaboration between passengers and public transportation. In some countries, such as the Netherlands, travelers/passengers are not checked for a valid ticket upon entering a train. Instead some agents run an inspection and check, every now and then, to see if everyone inside the train holds a valid ticket or not and if they catch someone without a valid ticket this person is penalised (€35 plus the price of the ticket).

In the collaboration between passengers and the trains in the Netherlands, train operators do not exactly know when a passenger uses the train if they do not run any inspection. This collaboration is totally based on trust, and train operators just hope that everyone who uses the trains buys a valid ticket. There are numerous examples of business collaboration which are similar to this case. In fact, whenever there is a rule or stipulation in a business collaboration which one actor should comply with and the compliance is part of the collaboration (rule compliance), and the other actor cannot verify the compliance without inspection (i.e., without costs), the collaboration manifests a similar situation. Consequently, we can model and analyze those business collaborations using the method introduced in this chapter.

In this chapter, we model those business collaborations that include an unobservable value exchange as a game, and using the well established concepts and techniques of game theory we analyze the situation in order to:
1. Find the best strategy for each actor in the game.
2. Refine the profitability analysis of the value model using the result of the game.
3. Enrich the $e^3value$ methodology with a new profitability analysis method.
7.2 Observable vs. Unobservable Value Exchanges

The two examples of the previous section, namely the collaboration between the webshop and the customers and the collaboration between the transportation company and the passengers, are shown in $e^3$ value models in Figures 7-1 and 7-2, respectively. Comparing the two value models, we do not notice a particular difference between the two collaborations. Apparently in both cases two actors exchange a pair of value objects with each other and both value models abstract from the rest of the details including the way in which the exchanges happen. Value modeling looks at the collaboration from a value point of view, and depicts an ideal case in which business actors are assumed to be trustworthy and act according to the value model.

In the collaboration between the passengers and the transportation company (Figure 7-2), the ideal situation designed as a value model shows only a pair of values being exchanged between two actors namely a passenger and a transportation company. The assumption here is that every passenger buys a valid ticket before using the trains. However, during the execution of the model, without inspection it is not clear when a value exchange happens (i.e. when a passenger uses the train). Hence, despite the similarity of the value models, for these kind of situations, we cannot apply the method presented in Chapter 6 for measuring the trustworthiness of the actors, because as mentioned before, the assumption there was that the value exchanges are straightforward and easy to observe.

So far we explained the similarities and differences between two types of value exchanges namely observable and unobservable value exchanges. We also pointed out that for unobservable value exchanges we need to run inspection to find out if the exchange is going as it is described in the value model or not. We also briefly mentioned that inspections cost money and the cost of inspection should be included in the profitability analysis of the value model. Now, the question to be answered is "how often a business actor needs to run an inspection and how these inspections affect the expected payoffs of the business actors?"

If a business actor runs an inspection and it turned out that its partner had acted according to the agreements it would be a waste of money, and if it doesn’t run inspections enough, its partner might cheat and therefore it again loses money. In any case, the inspection costs will affect the final expected payoffs of the business actors involved in the value exchange and it should
be taken into account. The contribution of this chapter is to provide business actors with a method which helps them find out the best strategy which they should apply in dealing with this special situations and refine the profitability analysis based on the result of the analysis of the game.

### 7.3 Inspection Game

Consider the value exchange labeled with 2 in the value model in Figure 3-16. It shows the exchange of 'Right to make music public' for 'Money'. Receiver agrees to pay IPRS1 for each track which it plays in its public place. It is obvious that this value exchange is an "Unobservable value exchange". The value exchange is not observable at low cost to IPRS1 i.e. without monitoring IPRS1 doesn't know if Receiver acts according to the value model and pays for all the tracks which it plays.

To assess the trustworthiness of Receiver, IPRS1 needs to monitor the behaviour of Receiver continuously during the collaboration. This continuous monitoring might be either by providing Receiver with a temper-proof device to play encoded music records or installing a special device in the place which detects, identifies and reports all the music tracks played in the area. IPRS1 might have full trust in Receiver and consequently rely totally on his reports regarding the played tracks.

The situation between IPRS1 and Receiver corresponds perfectly with inspection in case continuous monitoring is either costly or technically impossible. In fact, if continuous monitoring is not technically possible, the only remaining solution is to employ in-
inspection, and if it is technically possible, there is a trade-off between continuous monitoring and inspection. By comparing the costs and benefits of both solutions, business actors can choose the case which is economically rational, i.e. business actors can select the solution which yields more net profit.

Here, we analyze the solution in which IPRS1 and Receiver are involved in the business collaboration, and IPRS1 trusts Receiver and uses its reports for calculating the amount of money that Receiver should pay for clearing the IPR right of the played music tracks. However, IPRS1 checks the trustworthiness of the behaviour of Receiver by using inspection.

Without inspection Receiver has an incentive to cheat, therefore IPRS1 would like to verify that Receiver is abiding by the agreements, but doing so requires inspections which are costly. If IPRS1 does inspect and catches Receiver cheating, IPRS1 can demand a large penalty payment for the noncompliance. This obviously is a game between IPRS1 and Receiver because 1) IPRS1 and Receiver are both independent actors/players 2) IPRS1 and Receiver each can make decisions that potentially affect the interests of the other player and consequently they can change the outcome/payoff of each other in the game.

We model the collaboration between IPRS1 and Receiver as a game called inspection game. Figure 7-3 shows possible payoffs for such an inspection game. Payoffs are measured in an arbitrary unit and they can be multiplied by a positive number or added with any number, since these two operations keep the relations between the payoffs fixed (having payoffs $P_1$ and $P_2$ if, for example, $P_1 \geq P_2$ then the relation holds after multiplying both $P_1$ and $P_2$ by a positive number or adding both of them with any number).

IPRS1 has two strategies or options: it either inspects or does not inspect. In either case, Receiver has two strategies or options too: it either complies or cheats. Hence, there would be four different combinations of strategies. The case in which IPRS1 chooses Don't Inspect, and Receiver chooses Comply yields payoff zero to both IPRS1 and Receiver. In case IPRS1 chooses Don't Inspect and Receiver chooses Cheat, they get payoffs -10 and 10, respectively. If Receiver complies and IPRS1 inspects, Receiver gets payoff 0, while IPRS1 gets a negative payoff -20 because of the inspection cost. If Receiver cheats, however, inspection results in a heavy penalty (payoff -90 for Receiver) and payoff 70 for IPRS1.

In Figure 7-3, rows represent the strategies of IPRS1 and columns those of Receiver. In general, a player may have more than two
strategies. Each strategy combination defines a payoff pair, like (70, -90) for (Inspect, Cheat), which is given in the respective table entry. Each cell of the table shows the payoff to IPRS1 at the (lower) left, and the payoff to Receiver at the (right) top. Note that the quantification is arbitrary.

7.3.1 Solving the Game

Like any other game the question here is 'which strategy should each player play?' None of the players can play a strategy for ever because, for example, if IPRS1 always chooses Don't Inspect, the best response for Receiver would be choosing the Cheat strategy, and this yields payoffs -10 and 10 for IPRS1 and Receiver respectively which is to the detriment of IPRS1, and if it always chooses Inspect, the best response for Receiver would be choosing Comply strategy with resulting payoffs -20 and 0 for IPRS1 and Receiver, respectively, again to the detriment of IPRS1. On the other hand, if Receiver settles on Comply, IPRS1 would choose Don't Inspect with resulting payoffs 0 for both players, which is to the detriment of Receiver because it is not to the best interest of Receiver, since if IPRS1 does not inspect Receiver would better off to simply cheat and get payoff 10 instead of 0. If Receiver settles on Cheat strategy, IPRS1 would prefer Inspect with resulting payoffs -90 and 70 for Receiver and IPRS1, respectively, which is again to the detriment of Receiver. Therefore if, any of the players settles on a deterministic choice the other player can play in his own interest and to the detriment of that player.

There is a technique called max-min strategy, in which each player tries to choose the strategy with the best worst payoff, i.e. the strategy by which the other party can impose less harm. By applying max-min strategy players try to avoid those strategies which might cause big harms. The max-min strategy for IPRS1 is to choose Don't Inspect, since if IPRS1 chooses Don't Inspect strategy then the worst case that might happen is the one in which Receiver chooses Cheat with resulting payoff -10 for IPRS1
while if IPRS1 chooses Inspect strategy the worst case that might happen is the one in which Receiver chooses Comply and that will result in payoff -20 for IPRS1 (-10 is better than -20).

Analogously, the max-min strategy for Receiver it is to choose Comply since if Receiver chooses the Comply strategy then the worst case that might happen is the one in which IPRS1 chooses Comply, which results in payoff 0 for Receiver, while if Receiver chooses Cheat the worst case is the one in which IPRS1 chooses Inspect and that would result in payoff -90 for Receiver (0 is better than -90). Hence, if actors apply max-min strategy, Receiver would choose Comply and IPRS1 would choose Don’t Inspect with the resulting payoff 0 for both IPRS1 and Receiver. However, this is not a Nash equilibrium, since Receiver could simply change his strategy and improve his payoff. A pair of strategies, one for each player, forms a Nash equilibrium if even given knowledge of each other’s strategies, neither player would have an incentive to switch to an alternate strategy [32]. Therefore, if we treat each player as simply having the two strategies, then there is no Nash equilibrium for this game.

In real life, by playing different strategies randomly, players try to make it difficult if not impossible for their opponents to predict how they play. We will refer to these as mixed strategies and the strategies shown in the payoff table as pure strategies. In a mixed strategy, players rank distributions over payoffs according to their expected values to maximize their expected payoffs. There is a well-established foundation for this in the literature [103, 104, 105].

A mixed strategy for IPRS1 is to inspect only with a certain probability. To find out which probability is the best lets examine two cases. Assume that the probability of inspection is 1%, then, irrespective of that probability, Receiver gets payoff 0 when it complies, and expects payoff

\[(0.99 \times 10) + (0.01 \times (-90)) = 9\]  \hspace{1cm} (7.1)

when it cheats. Since the payoff in case of cheating (9) is greater than payoff in case of complying (0), Receiver will still cheat, just as in the absence of inspection. If IPRS1 increases the probability of inspection, for example 20%, then the expected payoff for Cheat is

\[(0.8 \times 10) + (0.2 \times (-90)) = -10\]  \hspace{1cm} (7.2)

so, Receiver prefers to comply \((0 > -10)\). Therefore, if the inspection probability is either too low or too high, Receiver has a unique best response.
To find out which probabilities IPRS1 should assign to its strategies (Inspect and Don’t Inspect) so that Receiver would be indifferent between it strategies (Comply and Cheat), we should solve the following equation:

\[(10) \times (x) + (-90) \times (1 - x) = 0 \quad (7.3)\]

where \(x\) represents the probability of Don’t Inspect strategy. Solving the equation results in \(x=0.90\). Hence the probability of Don’t Inspect strategy would be %90 and consequently the probability of Inspect strategy would be %10.

Analogously to find out which probabilities Receiver should assign to its strategies (Comply and Cheat) so that IPRS1 would be indifferent between it strategies (Inspect and Don’t Inspect), we should solve the following equation:

\[(-10) \times (1 - x) = (-20) \times (x) + (70) \times (1 - x) \quad (7.4)\]

where \(x\) represents the probability of Comply strategy. Solving the equation results in \(x=0.80\). Hence the probability of Comply strategy would be %80 and consequently the probability of Cheat strategy would be %20.

If Receiver was indifferent (i.e. both strategies give it the same payoff), it could choose its strategies randomly. Receiver is indifferent if and only if IPRS1 chooses Inspect with probability 0.1, and Don’t Inspect with probability 0.9 because then the expected payoffs for cheat

\[(0.9 \times 10) + (0.1 \times (-90)) = 0 \quad (7.5)\]

which is the same for Comply. This mixed strategy of IPRS1, makes Receiver indifferent between its strategies.

If IPRS1 was indifferent (i.e. both strategies give it the same payoff), it could choose his strategies randomly. IPRS1 is indifferent if and only if Receiver chooses Comply with probability 0.8 and Cheat with probability 0.2, because then the expected payoffs for Don’t Inspect

\[(0.8 \times 0) + (0.2 \times (-10)) = -2 \quad (7.6)\]

and for Inspect

\[(0.8 \times (-20)) + (0.2 \times 70) = -2 \quad (7.7)\]

which are the same. These mix strategies (choosing Inspect strategy 10% of the times and Don’t Inspect strategy 90% of the times
by IPRS1 and choosing Cheat strategy 20% of the times and Comply strategy 80% of the times by Receiver) make the only Nash equilibrium of the game. The resulting expected payoffs are -2 for IPRS1 and 0 for Receiver.

Finding the mixed strategies of two players in a two strategy game using the notion of indifference, when there are no equilibria involving pure strategies, is a general and well-established principle. Each player should randomize between his strategies so that the other player becomes indifferent between its two strategies. This guarantees that neither player's behavior can be exploited by a pure strategy, and those probabilities are best responses to each other. A generalization of this principle applies to games with any finite number of players and any finite number of strategies: Nash proved that every such game has at least one mixed-strategy equilibrium. For more details interested readers are referred to [106, 107].

7.3.2 Adjusting Profitabilities in Value Models

The resulting expected payoffs of the game (-2 for IPRS1 and 0 for Receiver) are, in fact, the best payoffs which IPRS1 and Receiver can get out of the situation shown in the payoff table in Figure 7-3. Note that the standard outcome, defining the reference payoff zero to both IPRS1 and Receiver, in which IPRS1 chooses Don't Inspect and Receiver chooses Comply is, in fact, the ideal case that the value model depicts.

In general, business actors participate in the collaborations because they see profit in value exchanges in the sense that they value what they get higher than what they give. In this particular case, suppose that IPRS1 values what it gets (Money), €10 more than what it gives (Right). According to the calculations in the previous section, the resulting expected payoff is -2 for IPRS1. Assume also that this is equal to €-2, i.e. on average IPRS1 loses €2 per exchange. Therefore the final value that IPRS1 receives per exchange is €10 - €2 = €8.

Profitability analysis is one part of value modeling and therefore all those "Unobservable value exchanges" should be modeled as a game and analyzed with inspection similar to the case described here. After solving the game and finding the payoffs of the actors in the game, we need to adjust the results, and then business actors will have a more accurate estimate about the performance of the collaboration. The continuous monitoring solutions should be compared with the result of the inspection game and then the solution that yields the best result for business actors
Discussion

In previous section we saw a game with a mixed equilibrium in which players choose their strategies with certain probabilities. According to the payoffs in Figure 7-3, choosing Inspect strategy by IPRS1 with probability 0.1 makes Receiver indifferent between comply and cheat because the expected payoff for Cheat, namely \((0.9 \times 10) + (0.1 \times (-90))\), is the same for Receiver as when it chooses Comply. However, this calculation is valid when getting caught incurs only financial loss. In reality, getting caught in business may result in embarrassment and other undesirable consequences. Even though everything in business boils down to money, however the exact monetary value which we assign to an event such as getting caught is not always straightforward.

Game theory analysis and its results are valid only if monetary values which are assigned to different strategies are valid, and in general, assigning monetary values to all combinations of strategies is the main challenge in analyzing collaborations with game theory. Getting caught is one of the intricate cases. In the compliance game of Section 7.3, the consequences of getting caught for Receiver is assumed to be only the amount of money which it should pay. This assumption might not be true in most of the cases as there are some other issues which Receiver takes into account in deciding how to behave in the collaboration. Shame and the bad reputation which are associated with getting caught also
play an important role in the decision process for Receiver. Even if we look at the event purely from a financial point of view, there are still some other issues which play role in the decision process. One such issue is the hurdle that getting caught brings with itself. When Receiver gets caught, it needs to go through a process and this process in its easiest and most abstract way takes some time and regardless of the shame some actors might avoid cheating only to prevent those hurdles.

The challenge of assigning monetary values to events and objects is present also in profitability analysis in value modeling. The amount of value which different actors assign to a certain value object depends on their desirability for that value object, and there is 1) no certain way to formulate it and 2) even the actors themselves don’t now how to deal with it.

In previous section, we observed that Receiver’s best payoff was 0. That payoff was the result of applying a mixed strategy (choosing Cheat strategy 20% of the times and Comply strategy 80% of the times) which is still the same as when Receiver always complies. This seems paradoxical and rises an interesting question. When Receiver could comply and guarantee payoff zero without any risk, why should he gamble? It is because there is an equilibrium only if there is no incentive to choose one strategy over the other [30]. If Receiver always complies, then Don’t Inspect would be the best option for IPRS1 and that makes Comply not optimal and, consequently, it would not be an equilibrium.

An interesting aspect of mixed equilibrium is that the probabilities of strategies do not depend on the player’s own payoffs, but on the opponent’s payoffs [30]. For instance, increasing the penalty for getting caught would not decrease the probability of cheating in the equilibrium. In fact, it decreases the probability of inspection so that Receiver becomes indifferent. This less intuitive property can be explained better in terms of population dynamics in an evolutionary game.

Interpreting the game shown in Figure 7-3 as an evolutionary game demonstrates a non-symmetric interaction between IPRS1 and a group of Receivers. In that case, the probability of a strategy indicates the fraction of interactions in which that strategy is chosen. When the fraction of strategies deviate from the equilibrium probabilities, the strategies that do better get higher probabilities. For example, if IPRS1 chooses Inspect too often, the fraction of cheaters will decrease (they are more afraid of getting caught), which in turn makes Don’t Inspect a better strategy. Analogously, if IPRS1 chooses Don’t Inspect too often, the frac-
tion of cheaters will increase (Receivers are less afraid of getting caught). This means that Receivers cheat more often (i.e. the probability of Cheat strategy increases) and this makes Inspect a better strategy for IPRS1. This clearly shows an obvious dynamic interplay between strategies. In this dynamic process, the averages of the fractions of strategies in the long-run, approximate the probabilities of strategies in the equilibrium [30].

7.5 Conclusions

In this chapter we identified two types of value exchanges, namely "Observable" and "Unobservable" value exchanges in business collaborations. We also explained that in "Unobservable" value exchanges one of the business actors needs to employ inspection, which cost money, to verify if his partner is abiding by the agreements made in the value model. To find out how often the trusting business actor should run inspections so that the final payoff would be maximum, and how this will affect the expected payoffs, we used the concepts and techniques of the game theory. This is important in business because in some cases, a business actor has no option except trusting his partners in the hope that they would act according to the agreements.

In chapter 9 we provide two real business cases which contain unobservable value exchanges, and then analyze them using the method introduced in this chapter.
Chapter 7    Managing Trust in Collaborative Networks using Game Theory
Endurability and Profitability Analysis of Collaborative Networks *

"Science is a way of thinking much more than it is a body of knowledge."

A collaborative network is a network consisting of a variety of autonomous actors (e.g. enterprises, organizations and people) that collaborate to better achieve common or compatible goals. A collaborative network starts with a contract and then the collaboration partners conduct business as described in the contract. Before engaging in such a collaboration, partners need to reach an agreement regarding their responsibilities in the collaboration, and develop a shared understanding regarding the endurability and the profitability of the collaborative network.

the $e^3$value methodology models business collaborations and provides the business actors participating in the collaboration with a profit analysis. However, the value models and, consequently, the profitability analysis of the $e^3$value are based on the assumption that all business actors participating in the collaboration are trustworthy and they fulfill the promises and agreements. In reality this is not a true assumption and, therefore, we drop this
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assumption and enrich the value models of business collaborations with information about trust, in order to provide business actors with more accurate information and estimations regarding the profitability and durability of the business collaboration.

Here in this chapter, we aim at analyzing the durability of collaborative networks based on the trust relations between collaboration partners, and also introducing a new approach to do profitability analysis for collaborative networks.

This chapter addresses the second sub-problem of the third research problem (sub-problem P3.2, Section1.3). To address that research problem we develop a method to assess the durability and profitability of the collaborative networks, by taking trust into account and, consequently, refining the initial profitability analysis of the collaborative networks.

Section 8.1 discusses the durability issue in collaborative networks and Section 8.2 addresses the profitability issue in collaborative networks. An illustrative case study is provided in Section 8.3 and then Section 8.4 concludes the chapter.

8.1 Endurability of Collaborative Networks

Endurability is a major property of a collaborative network that enables it to continue to function despite undesirable events. For actors participating in a collaborative network, it is vital to have an indication of how durable the collaboration is. Each business collaboration is meant to be operating for a specific period (contract period), and therefore collaboration partners need to know if the collaboration is strong enough to last throughout this contract period.

To analyze the endurability of collaborative networks, we consider two main aspects 1) structural stability 2) execution durability. Structural stability stems from the relations between the partners in the collaboration, while execution durability arises from the way in which partners collaborate with each other.

For structural stability analysis of a collaborative network, we use the initial trust relations between actors, and for execution durability, we exploit the profitability analysis of collaborative networks. We will see that the more initial trust relations there are between the actors and the more profitable collaboration there are, the less vulnerable the collaborative network is, and consequently the more durable the collaboration.
8.1.1 Structural Stability of Collaborative Networks

We use the trust relations between the actors to determine how stable a collaborative network is. To do that, we assume that we are comparing two or more overlapping collaborative networks. We first design a model, which we call general trust model, that represents all actors in all possible collaborative networks and the trust relations between them. The general trust model is a directed graph in which nodes represent business actors participating in the collaborative network, and a directed edge/arrow from node A to node B means that actor A trusts actor B to collaborate with it in a business collaborative network. In other words, the trustor accepts the risks of collaboration with the trustee. However, trust is always with regard to a specific action and here we consider trust with regard to the responsibilities and agreements made in the collaboration contract. When an actor trusts another actor, it means that the trustor trusts the trustee to fulfill the agreements made in the contract and act according to the value model.

We also design a simple model, which we call value exchange model, for each collaborative network. The value exchange model is a simplified version of a value model of $e^3$ value. The value exchange model is an undirected graph in which nodes represent the business actors participating in the collaborative network, and an edge between two nodes means that the corresponding business actors of those two nodes are going to be in direct relation with each other in the collaborative network. Being in direct relation implies that they exchange value objects with each other in the value model, and therefore there should be a trust relation between those two actors. We will use the trust model to analyze static stability, and the value exchange model to analyze execution endurability of the collaborative networks.

After designing the general trust model and the value exchange model of each collaborative network, we classify the collaborative networks in three groups, by superimposing the value exchange model associated with each collaborative network on the general trust model as follows:

1. Stable: If there is a mutual trust relation in the general trust model between every two actors that are connected in the value exchange model, then we conclude that the corresponding collaborative network of the value exchange model is structurally stable.

2. Weakly Stable: If there is at least one trust relation in the general trust model between every two actors that are con-
nected in the value exchange model, and at least one of the trust relations is not mutual, then we conclude that the corresponding collaborative network of the value exchange model is structurally weakly stable.

3. Not Stable: If there is no trust relation in the general trust model between a pair of actors that are connected in the value exchange model, then we conclude that the corresponding collaborative network of the value exchange model is structurally not stable.

Those collaborative networks which fall in the last group (Not Stable) are left out of consideration, since they are not feasible and not realizable, because as Kenneth J. Arrow [63, page 24] pointed out "... ethical elements enter in some measure into every contract; without them no market could function. There is an element of trust in every transaction". If there is no trust relation between two actors who are in direct relation with each other, and they need to exchange some value object, we can conclude that that collaboration would not function and therefore it is not realizable. For a collaborative network to be realizable, we need at least one trust relation between every two business actors who are in direct relation with each other in the value exchange model.

Those collaborative networks which fall in the first group (Stable) are better (more enduring) than those that are in the second group (Weakly Stable). In general, the more mutual trust relations between the actors the better because more coordination patterns can be deployed and the realization of the collaboration manifests more flexibilities. We illustrate this point in the following.

Figure 8-1(a) demonstrates a collaboration between two actors, A and B, in which actor B provides actor A with a service for a fee. Assume that at the outset of the collaboration, only A trusts B and B doesn’t trust A (see Figure 8-1(b)). Therefore, actor B agrees to collaborate with actor A only if A pays B before receiving the service each time (see Figure 8-1(c)).

The trust model is dynamic and it can undergo some changes during the course of the collaboration. These changes can be because of the appearance of a new trust relation or disappearance of an existing one, or even the increase or decrease in the trust value of existing trust relations. These changes may imply certain collaboration patterns and therefore actors need to adapt their actions accordingly.

Now, assume that after some time, actor B grows trust in actor A, and therefore a new trust relation is added to the trust model
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8.1.2 Execution Durability of Collaborative Networks

If there is enough initial trust relations between the collaboration partners, we can implement the business case and put it in action. However, the duration of the collaboration depends on many factors. To name a few: what is the initial trust situation?, how sensitive are the business actors? (do they break the collaboration after noticing that the other partner does not fully respect the promises?), how profitable is the collaboration?, etc. After all, the collaboration is meant to last for a specific period (contract period), so we can rephrase the initial question as: Does the collaboration last throughout the contract period?

The only way to know if the collaboration can last throughout the contract period is to wait until the contract period is over. Nevertheless, there are some indications which can be used in
the reasoning process. To do that we need to predict the way in which partners will collaborate with each other. If they fulfil their responsibilities in full or at least to a great extent, and if the collaboration is predicted to be profitable enough for all partners, then we can expect that the collaboration will last throughout the contract period. If a partner does not act according to its promises then the continuation of the collaboration depends on the quality of its collaboration performance and also on the sensitivity of its partners.

A collaboration partner might neglect some of the flaws of its partner, or degrade its estimated trust value in the wrong doer partner slightly, while another partner might degrade its estimated trust value severely or even break the collaboration in reaction to the same flaw. The sensitivity of a collaboration partner in breaking a collaboration depends highly on the profitability of the collaboration. In some cases, a collaboration might be still profitable or motivating enough for an actor even if its partner does not act fully according to the agreements, and therefore that actor will still continue with the collaboration though probably with more precautions and preventive measures.

Because of the above reasons it is hard to predict how long the collaboration will last, nevertheless structural stability and equitable profit distribution among the group (i.e. each collaboration partner earns enough profit) are two main criteria which can be considered. In Section 8.1.1, we saw that the more trust
relations there are between business actors, the more flexible the collaboration is. However, at the same time this indicates that the more durable the collaboration would be. For example, if there is a mutual trust relation between two actors and after some time one of the trust relations disappear (e.g. due to the unsatisfying performance of one of the business actors), there still is a coordination pattern which can be used in the collaboration model and the collaboration can still continue functioning. In contrast, if there is a one-way trust relation between two business actors and that trust relation disappear, then we are in a situation in which none of the two actors which are in direct relation with each other in the collaboration trusts the other anymore, and therefore the collaboration terminates. At this point we should go back to the drawing board and design a whole new collaborative network from the scratch.

In addition to the duality of the trust relations between business actors, the strength of the trust relations also play an important role in the collaboration life time. This is because normally when one business actor does not fully respect the agreements and fails in delivering its undertakings according to the value model, its partners start to decrease their trust in it until they do not trust it anymore. Therefore, the stronger the initial trust relation, the longer it takes till it vanishes and, consequently, the later the collaboration terminates.

Despite the quantity and quality of trust relations between business actors, the final criterion which business actors decide upon to either continue or leave a collaboration is the profitability of the collaboration, since the final goal of participating in any business collaboration for business actors is to earn profit. Therefore, we can simply claim that a collaboration will last as long as the profit each business actor earns still satisfies that actor.

8.2 Profitability Analysis of Collaborative Networks

The \textit{e³value} tool\footnote{http://e3value.few.vu.nl/}, which we use to model collaborative networks, consists of a graphical part and a computational part. The graphical tool is a diagram editor and the computational tool is a spreadsheet editor with algorithms that can perform Net Present Value (NPV) estimations for the actors in the diagram. To do the profitability analysis of a collaborative network, each partner needs to assign values in terms of money to each value object which it
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gives and receives. That basically indicates how much each object is worth for each actor. In this way, each actor can measure how much value or money it gets per value exchange, provided that the exchange takes place as described in the value model. Then by estimating the number of value exchanges during the contract period we can tell each actor how much profit it is going to earn out of the collaboration. There are some assumptions in this approach and to better understand the mechanism we need to explain some of these assumptions:

1. Assigning monetary values to all exchanged objects is not always straightforward. If someone is paying €10 to watch a movie, we generally can assume that watching the movie is worth more than €10 to that person. However, assigning a specific value to the movie depends on many factors, among others the personal taste of the person regarding that particular movie. In general, one value object can be of different values to different business actors, and that makes assigning fixed monetary value to value objects a challenging task. On the other hand, not only for the receivers of a value object but sometimes for the producers of a value objects it is also challenging to assign it a monetary value.

2. Estimating the number of expected exchanges during the contract period is another challenging issue.

3. The value model describes an ideal situation in which all actors fulfill their responsibilities and act according to the agreements (i.e. actors are assumed to be trustworthy). To have a more realistic estimation of the profitability of a collaborative network, we need to drop this assumption and take into account those factors that can affect the profitability of a collaborative network. It is not easy, if not impossible, to identify all possible risks and the probability and impact associated with each risk.

Dropping each of these assumptions introduce some cost. Here in this chapter, we only discuss the third assumption. Dropping the third assumption would mean monitoring partners’ behaviors and inspecting value objects and that impose some cost. In the current state-of-the-art of profitability analysis, which is done based on value models, this cost is not taken into account. To make the profitability analysis results more realistic and reliable, we suggest to assign so called risk cost, to each value exchange, and then adjust the results accordingly.

The amount of surveillance and monitoring that an actor would like to have on the behavior of another actor in the collaboration
depends on the level of trust between those two actors. Therefore, to estimate the risk cost we first need to quantify the trust relations between the partners. In Chapter 6, we proposed a method for measuring and managing the trust values between the collaboration partners in a collaborative network.

8.2.1 Computing Profitability Based on Trust

Consider the value exchange shown in Figure 8-3, which simply means actor A gives value object $V_a$ to actor B and in return actor B gives value object $V_b$ to actor A and assume that actors A and B assign the monetary values to value objects $V_a$ and $V_b$ as shown in Table 8-1. This implies that value object $V_a$ costs €10 for actor A and it is worth €11 for actor B and likewise, value object $V_b$ costs €8 for actor B and it is worth €12 for actor A. This means that stakeholder A earns €2 (€12 − €10) in each transaction and stakeholder B earns €3 (€11 − €8), provided that the exchange takes place as described in the value model and the realization of the value exchange does not impose any extra cost.

Assuming that in a [0-1] scale, the value of the trust of A in B is 0.85 and the value of the trust of B in A is 0.90. These numbers can be interpreted in two ways:

1. **Probability in each exchange.** A is currently 85% certain that B will deliver value object $V_b$ according to the agreements, and analogously B is 90% certain that A will deliver value object $V_a$ according to the agreements.

2. **Probability in the long run.** A believes that, in the long run, 85% of the times B will deliver value object $V_b$ according to the agreements, and similarly B believes that, in the long run, 90% of the times A will deliver value object $V_a$ according to the agreements.

Based on both interpretations, the real profit which A can expect per exchange in this collaboration is $(0.85 \times €2) - (0.15 \times €10) = €0.2$. This calculation is based on the reasoning that in each exchange, the probability of a successful exchange is 0.85 and the probability of an unsuccessful exchange is 0.15. If the exchange goes successfully according to the agreements A earns €2 (€12 − €10) and in case of an unsuccessful exchange we assume the worst case in which actor A sends his value object $V_a$ and receives nothing back in return. In that case, actor A loses its value object completely, which means that A loses €10. Analogously, in the same line of reasoning, the real profit which B should expect per exchange is $(0.9 \times €3) - (0.1 \times €8) = €1.9$.

As another case assume that A does not trust B and only B
trusts A, and the value of the trust of B in A is 0.8. First of all, this means that only certain coordination patterns are applicable, and also that A does not take any risk in this collaboration (i.e. actor A always receives value object $V_b$ first, and then sends B value object $V_a$ if it is satisfied with the exchange). Therefore the expected profit of A out of each exchange is \( \mathcal{E} 2 \ (\mathcal{E} 12 - \mathcal{E} 10) \) and the expected profit of B is \((0.8 \times \mathcal{E} 3) - (0.20 \times \mathcal{E} 8) = \mathcal{E} 0.8\).

In this way all partners should calculate the refined profits, and then decide to engage in the collaboration only if the refined profitability estimations are still acceptable. Using the proposed method for managing trust introduced in Chapter 6, actors can do this calculations at any point in time during the collaboration, and make their decision for continuing the collaboration based on the result of the calculations [5].

What happens in reality is that an actor decides to engage in a collaboration with another actor which actually might be unknown to it. In this case, the actor starts with full trust, and therefore it accepts the risk of collaboration with an unknown actor, which implies that the trusting actor might lose the value object it delivers completely without receiving anything in return. However, the method we proposed in Chapter 7 and [5] to manage the trust relations and the method presented here can be used later in the collaboration.

In Chapter 7 we discussed a special type of value exchange (Unobservable value exchange), and we explained the way we analyze profitability in this type of value exchange. We model these situations as a game and by solving the game we provide the involved actors with the risk cost. This allows the participating actors to adjust their profits accordingly.
8.3 An Illustrative Case Study

We have applied the analysis presented in Section 8.1 on an illustrative case study that is about educational services. The idea is that people are looking for specific jobs that require special skills. Since the required skills for a person (customer) cannot always be provided by a single educational service, it is desirable to find meaningful combinations of services that can jointly provide a valuable solution to the customer, i.e. a Service Value Network (SVN).

We test our solution framework we use a simulation case in which we have harvested the publicly available National Database of Accredited Qualifications (NDAQ), which contains details of Recognized Awarding Organizations and Regulated Qualifications in England, Wales and Northern Ireland that offer different skills through educational services. The final service catalogue is composed of 58 services provided by four service suppliers.

Figures 8-4 and 8-5 depict two possible SVNs that have been composed to cover the need: "As a multimedia creator, How can I improve my skills?". As it can be observed in Figure 8-4, the SVN provides a solution to this need by networking several services. At the top, a service bundle offers the required skills $FC_1$ (Digital Image Manipulation), $FC_2$ (Photo Image Capture) and $FC_3$ (Studio Photography) by combining three educational services. At the bottom, three service enablers support the functionality of the service suppliers.

In this manner the problem at hand is twofold: 1) Provide a set of solutions when a customer needs to acquire some skills. 2) Once the alternative solutions are offered to the customer, to provide a selection criterion so that the customer can choose one option among the set of alternatives.

To deal with the first issue, Ivan et al. have previously presented a framework that (semi)automatically composes alternative SVNs to cope with customer needs [109]. Briefly, whereas a customer expresses his need in terms of the required functionalities (the skills in this context), and then a cluster-based algorithm composes alternative SVNs that can satisfy the given customer need, i.e. alternative networks of educational services [109].

In order to solve the second issue, we propose the analysis described in Sections 8.1 and 8.2 that evaluate the endurability and profitability of a given collaborative network. Consequently, the customer is provided with information that allows him to choose one SVN that not only matches his needs in terms of required
Figure 8-4 A service value network example
Figure 8-5 A service value network example
skills, but also in terms of economic profitability.

The trust relations and their quantified values are shown in the general trust model (see Figure 8-6). The value exchange models of the two collaborative networks are shown in Figures 8-7. In this models, CGLI and UAL stand for 'the City and Guilds of London Institute' and 'University of the Arts London', respectively.

After superimposing the value exchange models on the general trust model, it turns out that the collaborative network shown in Figure 8-4 is Not Stable, and the collaborative network shown in Figure 8-5 is Weakly Stable. Therefore, we exclude the collaborative network shown in Figure 8-4 and continue the profitability analysis with the collaborative network shown in Figure 8-5.

To do the profitability analysis, for each value exchange the participating actors should assign monetary values to the value objects they exchange. Here we only explain the value exchange between Customer and UAL (see Figure 8-2). The profitability analysis can be done in the same way for all other value exchanges. As it can be seen in the general trust model, UAL does not trust Customer so it does not take any risk in this collaboration, and therefore, it earns € (300) in this collaboration. However, the trust value of Customer in UAL is 0.95, and therefore, the expected
Table 8-2
Monetary values of value objects

<table>
<thead>
<tr>
<th></th>
<th>Money</th>
<th>Certificate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer</td>
<td>€1000</td>
<td>€1200</td>
</tr>
<tr>
<td>UAL</td>
<td>€1000</td>
<td>€700</td>
</tr>
</tbody>
</table>

profit of Customer is \((0.95 \times €200) - (0.05 \times €1000) = €140\).

In this case, we can interpret the results as follows. UAL provides Customer with a service (course) and because Customer is unknown to UAL, it does not trust him. Hence, UAL does not take any risks and it charges Customer €(1000) upon registering for the course. On the other hand, based on the reputation of UAL and/or Customer's investigation, Customer believes that with probability of 95%, UAL provides the service (course) as he expects.

8.4 Conclusions

In this chapter we analyzed the collaborative networks from durability and profitability points of view based on the trust relations between the collaboration partners. Providing the partners with value models supplemented by extra information regarding the durability and profitability of the collaboration enables them to decide on those collaborations which are more durable and profitable. Since value models depict the required exchanges to achieve a business goal, when they are enriched with information about trust, durability and profitability, they can provide more insights to specify service level agreements among the participants within the network.

In this chapter we addressed the third research problem (problem P3, Section 1.3) which was about developing a method to assess the durability and profitability of some collaborative networks by taking trust into account. Quantification of the trust relations in a business collaboration is the main limitation of the method introduced here. In some cases, valuation of value objects in terms of money, can also be challenging.

Taking appropriate monitoring and preventive measures in the value exchange process can affect the level of trust which collaboration actors have in each other. For example, an actor that does not trust another actor may consider implementing appropriate safeguards in order to increase the trust (decrease the risk).
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Chapter 9

Validation

“In science the credit goes to the man who convinces the world, not the man to whom the idea first occurs.”
— Sir Francis Darwin (1848 - 1925), Eugenics Review, April 1914

In this chapter we provide additional validation for the methods and approaches introduced in this thesis regarding the issue of trust in business collaborations by means of some simulation cases. Section 9.1 provides an introduction to the chapter, Sections 9.2 and 9.3 discuss two real case business collaborations and analyze them using the method introduced in Chapter 7. At the end, Section 9.4 discusses another business collaboration case and applies the method introduced in Chapter 6 to this case.

9.1 Introduction

In her PhD thesis, Kartseva [40] developed a methodology that supports human analysts in designing controls against opportunistic behaviour in networks of organizations. She introduced the e³ control approach that provides guidelines and conceptual modeling tools to design controls in networks. To do that, she extended the e³ value business ontology (see Figure 2-1) to specifically include the concepts required to model the effects of opportunistic behaviour on value transfers.

Having the value model of a collaborative network, she analyzes the network and its value exchanges to identify all those scenarios in which an actor does not act reciprocally, and then adds appropriate control patterns to the value model in order to reduce the risk of opportunistic behaviours. By introducing sub-ideal value objects and sub-ideal value transfers she models the
sub-ideal behaviours resulting from the incorrect exchange of a value object or the exchange of an inappropriate value object.

Despite its generality, expressiveness and comprehensiveness, there are also some drawbacks in $e^3control$ approach:

- In most of cases, the $e^3control$ approach substitutes a risk with another one without specifying the tradeoff between these two. In fact, reducing the risk is the only solution for dealing with any risky situation in business, because after all the business actors need to trust someone or something. However, a potential solution for a risky situation in a business collaboration needs to be analyzed financially before the solution is introduced, and the business actors must be provided with the costs and benefits of the proposed solution. When proposing a control, the $e^3control$ methodology does not consider the cost of the control, and sometimes the applicability or feasibility of the control is overlooked. If a control is to reduce the risk, a comparison between the situations with and without the control should be provided, so that each actor would be able to select the situation which it prefers. In some cases, the cost of the control may wash out all the profit of the collaboration for an actor and consequently that control would not be appropriate. The approach lacks such analysis.

- The $e^3control$ methodology introduces many concepts and analyzing a case with the methodology makes it quite complicated. In some cases the $e^3control$ models contain too many details that make them hard to understand even for the domain experts.

The $e^3control$ methodology provides control patterns, which are defined as descriptions of generic and re-usable control mechanisms for a recurring control problem. Nevertheless, the application of a control mechanism differs from case to case, and the approach does not provide detailed information regarding the feasibility (neither technically nor financially) of the implementation of the control mechanism. For example, one control mechanism is 'screening', which can have many different forms, each with a specific cost and impact. The methodology deals with the control in an abstract way, and it does not discuss the application details and the financial impacts of the control, e.g. screening on the specific case at hand.

In the next section we demonstrate the positive and negative points in Kartseva’s approach by analyzing two of the case studies which she has studied in her thesis. We apply our approach
on those two case studies and compare her approach and our approach to demonstrate the similarities and differences between the two.

9.2 Renewable Electricity in the UK

9.2.1 Case Description

In order to comply with international environmental agreements, such as the Kyoto protocol, governments must ensure that a sufficient amount of electricity is produced with CO2-friendly technologies (renewable or green technologies) such as wind turbines, photovoltaic panels and hydro generators. Currently, due to high initial investments, producing electricity with green technologies is more expensive than producing electricity in the conventional way using fuel-based technologies.

In the UK, the first Renewable Obligation (RO) regulation came into force in April 2002. The law obliges all electricity suppliers in the UK, to generate a certain proportion of their electricity from renewable sources. In 2006/07 this proportion was 6.7% of the total production.

Suppliers are obliged to buy a certain proportion of the total electricity which they supply to their customers from renewable electricity producers. A government agency, the Office of Gas and Electricity Markets (OFGEM) is responsible for the enforcement of the RO regulation. If a supplier does not cover its obligation, it must make a deposit into a buy-out fund. The buy-out fee is a fixed price per MW/h shortfall and is adjusted in line with the Retail Prices Index each year.

The value model of this case is shown in Figure 9-1. According to this model, a Customer pays some money to a Supplier for providing electricity. To be able to provide electricity to its customers, Supplier buys electricity from non-renewable and renewable electricity producers. Because the model depicts an ideal situation, all actors are assumed to be trustworthy and act according to the rules and agreements. Therefore, Supplier is assumed to buy a certain proportion of the electricity that it provides to its customers from renewable electricity producers and provide OFGEM with enough documents that prove its compliance with RO regulation. Upon buying Green Electricity, the supplier reports the supply of green electricity to OFGEM and receives an acknowledgement of compliance with the RO regulation.

Because green electricity is more expensive than regular elec-
Figure 9-1 Electricity provision

Figure 9-2 Kartseva’s solution for electricity provision (adapted from [40])
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Electricity, suppliers have a tendency to buy less green electricity than the specified percentage. The goal is to reduce the probability of suppliers not acting trustfully which can be either by overstating the amount of the provided green electricity or understating the amount of the total provided electricity. Here we analyze the case using both Kartseva’s method and our approach.

9.2.2 $E^3$control Approach for Electricity Provision

After analyzing the case with her approach, Kartseva designed some $e^3control$ models that include all the scenarios in which an actor does not act trustfully or reciprocally. Figure 9-2 shows one of those models. The simple value model shown in Figure 9-1 has turned into a model which is quite complicated. She adds a new value transfer, indicating a penalty, as an outgoing value object of the counter actor Supplier in the sub-ideal path L1. She adds it to the transfer of No RO Compliance and Regular Supply, and change No RO Compliance to RO Compliance.

ROC and No ROC represent the value objects Green Supply and No Green Supply, respectively. The penalty is represented by a value transfer Buy-out Fee. So, at the sub-ideal path b, where the supplier does not supply enough green electricity, he is obliged to pay a buy-out fee in order to cover the RO. The buy-out premiums paid by OFGEM as an incentive to compliant suppliers. As a result, the incentive value object Buy-Out Premium is added to the transfer of Green Supply and RO Compliance in Figure 9-1. In Figure 9-1, 10% indicates the green electricity percentage. For more details regarding the $e^3control$ methodology and the way in which the model shown in Figure 9-2 is interpreted, interested readers are referred to Kartseva’s thesis [40]

9.2.3 Our approach for electricity provision

In our approach, first of all we should identify those collaboration exchanges which are subject to trust. There are the cases where an actor is doing business with another actor, and the first actor trusts the second one and assumes that he will act reciprocally according to the value model and respects all the agreements. In fact this can be the case in any business collaboration, however here we only concentrate on some specific exchanges.

In normal cases, an actor needs to execute all its value exchanges in order to be able to provide its service or product to its customers. For example, a web shop which sells computers needs to buy a computer from another actor before being able to sell it
to a customer. However, the most interesting cases are those in which two actors collaborate with each other in a value exchange; one actor (the trustor) trusts the other one (the trustee) and the trustee does not need to receive anything from the trustor, i.e. it can achieve its business goals without receiving any value object from the trustor. This type of value exchanges are mostly of compliance nature. A business actor should acquire a permission or consent from another actor to produce a value object but it does not.

In order to control the trustee in those special cases, based on the case, there might be numerous techniques. One such technique is to check once in a while to check the compliance of the trustee. We assume that the trustor can design a specific way for executing an inspection and he also can estimate the cost of the inspection. We also assume that the penalties, which the trustee should pay in case his non-compliance is proved, are already determined.

The payoff table of the compliance game between OFGEM and supplier is shown in Figure 9-3. Rows represent the strategies of OFGEM and columns those of Supplier. Each strategy combination defines a payoff pair, like \((65000,-80000)\) for \((\text{Inspect}, \text{Cheat})\), which is given in the respective table entry. Each cell of the table shows the payoff to OFGEM at the (lower) left, and the payoff to Supplier at the (right) top. The unit of calculation is assumed to be one month and the payoffs are in euro (€).

According to the payoff table, the base situation in which OFGEM does not do any inspection in one month and Supplier acts according to RO regulation in that month, gives the resulting payoff 0 to both OFGEM and Supplier. This situation corresponds to the assumptions of value model and it is interpreted as follows: if both actors (OFGEM and Supplier) act according to the agreements none of them earns anything extra and also none of them loses anything compared to what is agreed upon in the value model.

If OFGEM does not inspect and Supplier cheats, they receive payoffs €-10000 and €20000, respectively. This situation in this particular case is quite exceptional, and the payoffs are subject to a lot of discussion. Firstly, the payoff of Supplier is dependent on the percentage of the provided green electricity. The less green electricity is provided the more profit Supplier earns hence, €20000 represents an average profit. Secondly, payoff €-10000 might not be reasonable for OFGEM. If a supplier does not respect the agreements, it makes the air more polluted but it might not necessarily imply a loss for OFGEM. In fact, in this case, it
would be fair to assume that OFGM represents society. It would have some social and societal consequences, and assigning an exact monetary value to those consequences is a real challenge.

If OFGEM does inspect and Supplier complies with the RO regulation, then the payoff of Supplier would still be 0 while the payoff of OFGEM is €-5000. This is because we assumed that the cost of inspection is €5000. In case Supplier does not act fully according to the RO regulation and OFGEM inspects, then OFGEM can put a high penalty (€-80000) on Supplier. The amount of penalty is dependent on the percentage of provided green electricity therefore, €-80000 represents an average penalty. The payoff of OFGEM in this case is €65000 (€80000-€10000-€5000), which is based on the assumption mentioned above that non-compliance behavior of Supplier would cost OFGEM €10000.

Solving the Game

Now, the question here is 'which strategy should each player play?' We observed that none of the players can play a strategy for ever because, for example, if OFGEM always chooses Don’t Inspect, the best response for Supplier would be choosing Cheat strategy and this yields payoffs €-10000 and €20000 for OFGEM and Supplier, respectively, which is to the detriment of OFGEM. If OFGEM always chooses Inspect, the best response for Supplier would be choosing Comply strategy with resulting payoffs €-5000 and €0 for OFGEM and Supplier respectively, again to the detriment of OFGEM. On the other hand, if Supplier settles on Comply, OFGEM would choose Don’t Inspect with resulting payoffs €0 for both players, which is to the detriment of Supplier since if OFGEM does not inspect, Supplier would be better off by simply cheating and getting payoff €20000 instead of €0. If Supplier settles on the Cheat strategy, OFGEM would prefer Inspect with resulting payoffs €-80000 and €65000 for Supplier and OFGEM,
respectively, which is again to the detriment of Receiver. Therefore, if player X settles on a deterministic choice, player Y can play in its own interest and to the detriment of player X.

According to the max-min strategy, in which each player tries to choose the strategy with the best worst payoff, i.e. the strategy by which the other party can impose less harm, players try to avoid those strategies which might cause big harms. The max-min strategy for OFGEM is to Inspect, since if OFGEM chooses the Inspect strategy then the worst case that might happen is the one in which Supplier chooses Comply with resulting payoff €-5000 for OFGEM, while if OFGEM chooses Don’t Inspect strategy the worst case that might happen is the one in which Supplier chooses Cheat and that results in payoff €-10000 for OFGEM (€-5000 is better than €-10000).

Analogously, the max-min strategy for Supplier it is to choose Comply, since if Supplier chooses the Comply strategy then the worst case that might happen is the one in which OFGEM chooses Comply, which results in payoff €0 for Supplier, while if Supplier chooses Cheat the worst case is the one in which OFGEM chooses Inspect and that would result in payoff €-80000 for Supplier (€0 is better than €-80000). Hence, if the actors apply the max-min strategy, OFGEM would choose the Inspect strategy, while Supplier would choose Comply. However, this is not a Nash equilibrium and hence not a stable recommendation to the two players, since if Supplier is complying with the regulation OFGEM would be better off by not inspecting. A pair of strategies, one for each player, forms a Nash equilibrium if even given knowledge of each other’s strategies, neither player would have an incentive to switch to an alternate strategy [32]. Therefore, in this case if we treat each player as simply having the two strategies, then there is no Nash equilibrium for this game.

A mixed strategy for OFGEM is to inspect only with a certain probability. To find out which probability is the best lets examine two cases. Assume that the probability of inspection is 10%, then, irrespective of that probability, Supplier gets payoff €0 when it complies, and expects payoff

\[(0.9 \times (20000)) + (0.1 \times (-80000)) = 10000 \quad (9.1)\]

when he cheats. Since the payoff in case of cheating (€10000) is greater than payoff in case of complying (€0), Supplier will still cheat, just as in the absence of inspection. If OFGEM increases the probability of inspection to, for example 30%, then
the expected payoff for Cheat is
\[(0.7 \times (20000)) + (0.3 \times (-80000)) = -10000 \quad (9.2)\]
so, Supplier prefers to comply (€0 > €-10000). Therefore, if the inspection probability is either too low or too high, Supplier has a unique best response.

To find out which probabilities OFGEM should assign to its strategies (Inspect and Don’t Inspect) so that Supplier would be indifferent between it strategies (Comply and Cheat), we should solve the following equation:
\[(20000) \times (x) + (-80000) \times (1 - x) = 0 \quad (9.3)\]
where x represents the probability of Don’t Inspect strategy. Solving the equation results in x=0.80. Hence the probability of Don’t Inspect strategy would be 80% and consequently the probability of Inspect strategy would be 20%.

Analogously to find out which probabilities Supplier should assign to its strategies (Comply and Cheat) so that OFGEM would be indifferent between it strategies (Inspect and Don’t Inspect), we should solve the following equation:
\[(-10000) \times (1 - x) = (-5000) \times (x) + (65000) \times (1 - x) \quad (9.4)\]
where x represents the probability of Comply strategy. Solving the equation results in x=0.9375. Hence the probability of Comply strategy would be 93.75% and consequently the probability of Cheat strategy would be 6.25%.

If Supplier was indifferent (i.e., both strategies give him the same payoff), he could choose the strategies randomly. The Supplier is indifferent if and only if OFGEM chooses Inspect with probability 0.2, and Don’t Inspect with probability 0.8 because then the expected payoffs for cheat is
\[(0.8 \times (20000)) + (0.2 \times (-80000)) = 0 \quad (9.5)\]
which is the same for Comply. This mixed strategy of OFGEM, makes Supplier indifferent between his strategies.

If OFGEM was indifferent (i.e., both strategies give him the same payoff), he could choose his strategies randomly. OFGEM is indifferent if and only if Supplier chooses Comply with probability 0.9375 and Cheat with probability 0.0625, because then the expected payoffs for Don’t Inspect
\[(0.9375 \times (0)) + (0.0625 \times (-10000)) = -625 \quad (9.6)\]
and for Inspect

\[(0.9375 \times (-5000)) + (0.0625 \times 65000) = -625\]  

(9.7)

are the same.

According to the above discussion the mix strategies (choosing Inspect strategy 20% of the times and Don’t Inspect strategy 80% of the times by OFGEM and choosing Cheat strategy 6.25% of the times and Comply strategy 93.75% of the times by Supplier) make the only Nash equilibrium of the game. The resulting expected payoffs are €-625 for OFGEM and €0 for Supplier.

After designing the value model, each business actor analyzes the collaboration and tries to estimate the amount of profit which it can expect from the collaboration. Similarly, in this case, Supplier and OFGEM, like other actors, estimate their profit in the collaboration. Then, these two actors should include the results of the game into the calculations. As shown above the expected payoff of OFGEM in the game is €-625. This means that each month OFGEM earns €625 less than what is expected in the ideal situation.

9.3 Excise collection within the EU

9.3.1 Case Description

The compliance game is a recurrent pattern in business collaboration. Here we explain another case study briefly which is again taken from Kartseva’s thesis [40] and it also manifests an inspection game. The goal is twofold: 1) to demonstrate that the inspection game is a recurrent pattern in real life business, and 2) to show the generalizability and applicability of our approach for analyzing this type of situation.

An excise is a tax levied on the manufacture or sale of a product within a country. For some special goods, such as beer and cigarettes, the seller must pay this special excise tax. Within the EU, sellers must pay excise only in the country in which the excise good is consumed. Currently, different countries levy different excise tariffs on the same product. Therefore, if a beer producer in the Netherlands exports beer to a retailer in the UK, and the beer is consumed within UK, then the beer producer must pay the excise duty in the UK. Since there are officially no borders between the EU member states, the Dutch beer producer or seller is not obliged to report exported goods to Dutch Tax and Customs Administration (Customs NL). Figure 9-4 shows the value model
of selling beer in an ideal situation.

Currently, the core evidence of export in the EU is the paper Administrative Accompanying Document (AAD). The AAD contains information about goods in the associated container or truck. According to the law, a Dutch beer company (e.g. BeerCo NL) should receive excise exemption upon presenting the AAD stamped by Customs UK [40]. However, beer producers or sellers could benefit from selling their beer in the Netherlands, and pretend that they have exported to a country that levies less tax on beer and, consequently, pay less tax. Table 9-1 shows the excise rates in the Netherlands, Belgium and Germany. The big difference between the excise rate, specially between the Netherlands and Germany, tempts the beer producers to sell their products in the Netherlands and pretend that they have exported it to Germany.

One solution for Customs NL is to trust the reports of the producers or sellers, and run inspections once in a while to check the compliance of the producers or sellers. In the Netherlands, Customs NL periodically checks the excise declarations of the producers or sellers, and in practice, verification is often not done at all because it is labour intensive [40].

<table>
<thead>
<tr>
<th>Country</th>
<th>Excise per crate of beer</th>
</tr>
</thead>
<tbody>
<tr>
<td>the Netherlands</td>
<td>€2.35</td>
</tr>
<tr>
<td>Belgium</td>
<td>€1.48</td>
</tr>
<tr>
<td>Germany</td>
<td>€0.68</td>
</tr>
</tbody>
</table>

9.3.2 $e^3control$ Approach

Figures 9-5 and 9-6 show two different control value solutions adapted from [40]. In fact, strictly speaking, these models are not the same value model as the ideal value model shown in Figure 9-4, because they contain some extra business actors such as TTP in Figure 9-5 and Customs UK in Figure 9-6. Note also that those actors who are from the UK are not represented in detail in the ideal value model shown in Figure 9-4.

We do not explain the details of these two solutions here. In short, each solution depicts a new value model in which a control mechanism is enforced using some evidence documents and some third-party business actors. Again here, like in Section 9.2, Kartseva does not provide the financial analysis, the result and impact of the solutions.
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Figure 9-4 Ideal value model of the beer sales

Figure 9-5 A control value model for the beer sales (adapted from [40])
Figure 9-6 A control value model for the beer sales (adapted from [40])

Beer Co. NL

<table>
<thead>
<tr>
<th>Comply</th>
<th>Cheat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Don't Inspect</td>
<td></td>
</tr>
<tr>
<td>(0)</td>
<td>(2000)</td>
</tr>
<tr>
<td>Inspect</td>
<td></td>
</tr>
<tr>
<td>(0)</td>
<td>(-2000)</td>
</tr>
<tr>
<td>(-1000)</td>
<td>(19000)</td>
</tr>
</tbody>
</table>

Figure 9-7 Compliance inspection game between Customs NL and Beer Co. NL.
9.3.3 Our Approach

From the point of view of our approach the situation in this case is similar to the case discussed in Section 9.2. Again here we assume a payoff table for the inspection game, which is shown in Figure 9-7. The unit of measurement in the payoff table is assumed to be a truck, and therefore it indicates that the excise levied on a truck of bier is €2000. It also assumes that if Customs NL want to employ an inspection method that inspects all the trucks that export beer, it would averagely cost €1000 per truck.

Due to the high similarity to the case discussed in Section 9.2, we do not explain the analysis of the game in detail, instead we only provide the result of the game.

To find out which probabilities Customs NL should assign to its strategies (Inspect and Don’t Inspect) so that Beer Co. NL would be indifferent between it strategies (Comply and Cheat), we should solve the following equation:

\[(2000) \times (x) + (-20000) \times (1 - x) = 0\]  \hspace{1cm} (9.8)

where \(x\) represents the probability of Don’t Inspect strategy. Solving the equation results in \(x = 0.9090\). Hence the probability of Don’t Inspect strategy would be 90.90% and consequently the probability of Inspect strategy would be 9.09%.

Analogously, to find out which probabilities Beer Co. NL should assign to its strategies (Comply and Cheat) so that Customs NL would be indifferent between it strategies (Inspect and Don’t Inspect), we should solve the following equation:

\[(-2000) \times (1 - x) = (-1000) \times (x) + (19000) \times (1 - x)\]  \hspace{1cm} (9.9)

where \(x\) represents the probability of Comply strategy. Solving the equation results in \(x = 0.9545\). Hence the probability of Comply strategy would be 95.45% and consequently the probability of Cheat strategy would be 4.54%.

Using the above probabilities the final resulting payoffs of the Beer Co. NL and Customs NL are €0 and €-90.90, which means that Beer Co. NL will earn as much as agreed upon in the value model, while Customs NL earns averagely €90.90 less than what is expected. By comparing the result of the inspection game with other possible solutions, actors can choose the solution which gives them the best result.
9.3.4 Comparing the Two Approaches

In contrast with Kartseva’s approach in which all violations and punishments are explicitly modeled as exchanges, in our approach the focus is on the outcome and the financial result of the non-reciprocity behaviour of the trustee. By introducing the concept of \textit{sub-ideal value object}, Kartseva tries to identify all those combinations in which a value object with less value than what is agreed upon (\textit{sub-ideal value object}) is exchanged.

In some cases, there might be more than one actor who can act non-reciprocally, and in that case analyzing the situation with Kartseva’s approach produces quite complicated models. This is not inline with the basic principle of the $e^3$\textit{value} methodology, which is supposed to be a lightweight approach with models that are easy to understand even for non experts.

Like in the previous section, in this section, again in contrast to Kartseva’s approach, we analyzed each value exchange which is subject to non-reciprocally behaviour separately and we did not change the value model. Those actors who are not subject to non-reciprocity behaviour are supposed to be either trustworthy (i.e., act reciprocally) or the value exchanges in which they are involved in, are secure enough so that the trustee can not commit fraud.

Our approach provides the actors with a more precise estimation of the profitability of the collaboration. Using our approach, the trustor can analyze any inspection option and estimate the financial impact and outcome of each option and then based on the result of the analysis, the trustor decides on the option which gives him the best payoff.

By comparing the result of the inspection game with other possible solutions, actors can choose the solution which gives them the best result. If none of the solutions gives a financially acceptable result it means that the value model is not realizable and consequently it should be replaced with another value model. In case of the inspection game, by changing the payoff numbers the results can be adapted therefore, business actors might be able to agree on a payoff table that makes the result acceptable for both actors.

In this case also despite their differences, the two approaches can be seen as complementary approaches because Kartseva’s approach tries to identify all control mechanisms including those who involve some kind of inspection and punishment in case of fraud, while our approach analyzes the financial impact and the outcome of the collaboration using the inspection-punishment control mechanism.
9.4 Creating Value for All: Community-Based Tourism

The case studies we discuss in Sections 9.2 and 9.3 are of particular nature in which an actor have to trust another actor and to prevent misusing that trust, the trusting actor needs to run inspections. Those cases manifest a game situation in a business collaboration and therefore, based on our findings in Chapter 7, we analyzed them using the concepts and techniques of game theory. Now we discuss another business collaboration case that also involves trust, however, strictly speaking there is no game in those collaborations. This case study is to demonstrate the applicability of our findings of Chapter 6.

9.4.1 Case Description

In Kyrgyzstan, Swiss Association for International Cooperation, Helvetas, initiated Community-Based Tourism (CBT) in rural areas. The simple idea, which was well supported by local communities, was that with the help of CBT groups, individual service providers provide specific services to the Tourists. The first CBT group was established in May 2000 in Kochkor village, and until 2010 the number of CBT organizations grew to eighteen.

CBT groups consist of local tourism service providers (individuals and families from the local community) and representatives of Local Authorities. CBT service providers include drivers, guides and owners of guesthouse, yurts and horses. Local tourism service providers represent small tourism enterprises specialized in providing different types of tourism services, such as accommodation in houses or yurts, guides, transport services or horse rentals, etc. The CBT groups also control the quality of tourism services using quality control committees, promote certain tourist destinations, and raise awareness among the local population on environmental issues by organizing events and round tables, and giving lectures at schools.

CBT groups provide some services to Tourists and Tour Operators, such as booking services for home-stays, yurts/jailoo tourism and tracking, guided tours of cultural and historic sights, handicraft demonstrations and sales, car rentals and miscellaneous tourist information. The main objective of CBT groups in Kyrgyzstan is to promote sustainable Community-based ecotourism services that offer Tourists unique experiences, generate income for rural families, and preserve the natural and cultural heritage.

1http://cases.growinginclusivemarkets.org/documents/33
of the country.

Besides CBT groups, there are two main actors involved in the CBT business model: Tour Operators (TO) and Kyrgyz Community-Based Tourism Association (KCBTA). Tour Operators sell tour packages and products (national games, carpet making shows, etc.) to foreign Tourists, and direct them to CBT groups. KCBTA is an umbrella organization formed by local CBT groups in 2003 for further development and coordination of tourist activities within the country. The association provides marketing and training services to its members and represents their interests at the national level. KCBTA provides accreditation of the tourism services once a year with the involvement of Tour Operators and CBT groups. The main income sources of KCBTA are the following: income from training, sales of tourist souvenirs and products, membership fees, commissions from booking activities and rental of tourism equipment.

Some Local Authorities contribute also to the project by providing some services, such as maintenance of roads and public facilities, providing security, etc. The local authorities are governmental organizations and therefore they receive tax.

9.4.2 Value Model

The value model of this case is shown in Figure 9-8. This model shows a business collaboration between a group of business actors. Trust plays a major role in this collaboration but, strictly speaking
there is no game relation between any two actors. However, since CBT groups control the quality of the services provided by the Local Service Providers, we can analyze the collaboration between these two actors as a game.

If a CBT group inspects to check the quality of a service provided by a Local Service Provider and it turns out that the provided service has sufficient quality, then the inspection would be a waste of money for CBT group. However, if the quality of the service provided by the Local Service Provider does not have the satisfying quality, the trust of CBT group in the Local Service Provider decreases. If the trust of a CBT group in a Local Service Provider drops below some pre-defined level that Local Service Provider is put out of business.

9.4.3 Trust Model

The collaboration between a Local Service Provider and the CBT group does not manifest a pure game, because if it were a pure game, CBT groups would not have any control on the quality of the services provided by the Local Service Providers, i.e. CBT groups would not have known how Local Service Providers are doing unless they had inspection. However, in reality CBT groups can receive feedback from Tourists and they can decide on the collaboration with a Local Service Provider based on this feedback.

We assume that the trust relations between the business actors of CBT case are as shown in Figure 9-9. According to this model, there is a mutual trust relation between Tour Operators and CBT groups, Local Authorities and CBT groups and also KCBTA and CBT groups. However, there is a one-way trust relation from Tourists to Tour Operators and from Local Service Providers to CBT groups.

If there is no trust relation in the trust model between two actors which are in direct relation with each other in the value model (e.g. Tour Operators to Tourists), then there is not enough trust in that particular direction between actors (Tour Operators do not have sufficient trust in Tourists). We recall that this only means Tour Operators should receive Money from Tourists before providing any service to them.

Not having a trust relation in the trust model between two actors which are not in direct relation with each other in the value model (e.g. Tour Operators and KCBTA), does not mean there is no trust relation between them. It is only because the trust model only shows the trust relations between those actors who are in direct relation with each other in the value model.
Figure 9-9 The trust model of CBT case

<table>
<thead>
<tr>
<th>Table 9-2</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Table 9-2</td>
<td>Tourists</td>
<td>LSP</td>
<td>CBT</td>
<td>LA</td>
</tr>
<tr>
<td>Tourists</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tour Operators (TO)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Service Providers (LSP)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT groups (CBT)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Local Authorities (LA)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KCBTA</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The initial values of trust relations and the weights of others’s opinion regarding the trustworthiness of an actor for each actor are shown in Tables 9-2 and 9-3. In this case, we assume that at the beginning of a collaboration every actor assigns 1 to all its trust relations. The business actors start the collaboration using the current trust relations.

Now assume that at some point in time during the collaboration, a Tour Operator is not satisfied with the service it receives from a CBT group (in terms of trust this means Tour Operator expected to receive a value object worth V but it receives a value object with less value). Due to that, Tour Operator reduces the value of its trust in the CBT group from 1 to 0.8. This new situation is shown in Table 9-4.

| Table 9-3  |         |         |         |         |         |
|------------|---------|---------|---------|---------|
| Table 9-3  | Tourists | LSP     | CBT     | LA      |
| Tourists   | 0.8     | 0       | 0.2     | 0       | 0       |
| Tour Operators (TO) | 0       | 0.5     | 0.3     | 0       | 0.1     |
| Local Service Providers (LSP) | 0       | 0.2     | 0.6     | 0       | 0.1     |
| CBT groups (CBT) | 0       | 0       | 0       | 1       | 0       |
| Local Authorities (LA) | 0       | 0       | 0.8     | 0       | 0.2     |
| KCBTA      | 0       | 0.1     | 0.1     | 0       | 0.7     |
Table 9-4
Trust table after the first incident

<table>
<thead>
<tr>
<th></th>
<th>Tourists</th>
<th>TO</th>
<th>LSP</th>
<th>CBT</th>
<th>LA</th>
<th>KCBTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tourists</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tour Operators (TO)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>Local Service Providers (LSP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>CBT groups (CBT)</td>
<td>1</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Authorities (LA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>KCBTA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

Table 9-5
Trust table after the first transaction after the first incident

<table>
<thead>
<tr>
<th></th>
<th>Tourists</th>
<th>TO</th>
<th>LSP</th>
<th>CBT</th>
<th>LA</th>
<th>KCBTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tourists</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tour Operators (TO)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.900</td>
</tr>
<tr>
<td>Local Service Providers (LSP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.960</td>
</tr>
<tr>
<td>CBT groups (CBT)</td>
<td>1</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Authorities (LA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>KCBTA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.980</td>
</tr>
</tbody>
</table>

Table 9-6
Trust table after the second transaction after the first incident

<table>
<thead>
<tr>
<th></th>
<th>Tourists</th>
<th>TO</th>
<th>LSP</th>
<th>CBT</th>
<th>LA</th>
<th>KCBTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tourists</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tour Operators (TO)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.936</td>
</tr>
<tr>
<td>Local Service Providers (LSP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.954</td>
</tr>
<tr>
<td>CBT groups (CBT)</td>
<td>1</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Authorities (LA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.996</td>
<td></td>
</tr>
<tr>
<td>KCBTA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.972</td>
</tr>
</tbody>
</table>

Table 9-7
Trust table after 15 transaction after the first incident

<table>
<thead>
<tr>
<th></th>
<th>Tourists</th>
<th>TO</th>
<th>LSP</th>
<th>CBT</th>
<th>LA</th>
<th>KCBTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tourists</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tour Operators (TO)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.971</td>
</tr>
<tr>
<td>Local Service Providers (LSP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.971</td>
</tr>
<tr>
<td>CBT groups (CBT)</td>
<td>1</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Authorities (LA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.971</td>
<td></td>
</tr>
<tr>
<td>KCBTA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.971</td>
</tr>
</tbody>
</table>
After a Tour Operator reduces its trust in a CBT group from 1 to 0.8, the collaboration ends if 0.8 is below the acceptable level for this Tour Operator. However, here we assume that the trust level is still satisfactory and consequently the collaboration continues. In each transaction, before starting a value exchange, each actor calculates the new trust value according to Formula 6.3, and executes the value exchange if and only if the computed trust level is still above the threshold. The computed trust value of the trust relation is set as the new value of that trust relation. In fact, actors can assign any value to a trust relation, however, to show the mechanism of the computations we assume that all actors use the calculated value of trust relations according to Formula 6.3.

After the end of the first transaction, each actor updates its values in the trust table, and for this particular case the table of trust values after the first transaction is shown in Table 9-5. Table 9-6 depicts the trust table after the second transaction. This process continues, and the values of trust relations of all actors in CBT group converge. In the case at hand, after 15 transactions we reach a fixed point in which the values of trust relations of all actors in CBT group are the same up to 3 decimal places.
Now assume that later at some point in time during the collaboration, due to the unsatisfactory performance of *CBT group*, Local Service Provider decreases the value of its trust in *CBT group* to 0.75. This new situation is shown in Table 9-8. Again assume that 0.75 is above the threshold for the Local Service Provider. We assume that each actor sets the threshold values for its trust relations itself.

Again, after each transaction the new values of trust relations, calculated according to Formula 6.3 are assigned. The values of trust relations after the first, the second and the 24th transaction are shown in Tables 9-9, 9-10 and 9-11 respectively. As it can be seen in Table 9-11, after 24 transactions the values of trust relations of all actors in *CBT group* are the same up to 3 decimal places.

The goal of this case study was to show the applicability and usability of the trust measurement method introduced in Chapter 6. Below we elaborate on some points manifested by this case study.

### 9.4.4 Discussion

The case described above exposes some interesting points which we will elaborate on more:

- Here we only discuss the trust computation using Formula 6.3 for *CBT group*, because according to the formula actor A computes the value of its trust in actor B based on its opinion, and the opinion of those actors who are in direct relation with actor B and trust B. Therefore, the trust calculation is useful only for those actors who are trusted by more than one actor in the collaboration. For example, *KCBTA* is trusted only by *CBT group* therefore, for computing its trust in *KCBTA* using Formula 6.3, *CBT group*, has only its own opinion and, consequently, there is no point in using the formula. We can use Formula 6.3 to calculate the value of trust relation between *Tourists* and *Tour Operators*, however, for the sake of brevity we omitted this calculation.

<table>
<thead>
<tr>
<th></th>
<th>Tourists</th>
<th>TO</th>
<th>LSP</th>
<th>CBT</th>
<th>LA</th>
<th>KCBTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tourists</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tour Operators (TO)</td>
<td></td>
<td>0.928</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Service Providers (LSP)</td>
<td></td>
<td>0.928</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT groups (CBT)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Authorities (LA)</td>
<td></td>
<td>0.928</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KCBTA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.928</td>
<td></td>
</tr>
</tbody>
</table>
The more actors trust one particular actor in the collaboration, the more important that actor would be for the collaboration. Replacing an actor who is trusted by one actor in the collaboration is much easier than replacing an actor who is trusted by multiple actors in the collaboration. Hence, actors need to evaluate their trust in such actors with more scrutiny.

- When an actor loses the trust of one of its partner in the collaboration, that incident affects the trust of other actors in that actor. We saw that when Tour Operator decreased the value of its trust in CBT group from 1 to 0.8, it finally reduced the trust of all other actors (Local Service Provider, Local Authority and KCBTA) from 1 to 0.971. This means that any wrong-doing action will remain as a bad reputation for the wrong-doer in the collaboration, unless the wrong doer does its best and respects all the agreements fully so that other actors assign a value higher than the calculated value to their trust in the wrong doer. Hence, after losing trust, regaining it is quite difficult. That is in line with the well-known expression which says "Trust is hard to get and easy to lose".

We also observed that after the first incident, and after the trust values converge, another incident happened and that reduced again the trust of CBT group partners in CBT group even more. Therefore, all wrong-doing actions have a cumulative effect.

- All actors who are in relation with one actor in the collaboration and trust that actor all get the same opinion regarding the trustworthiness of that actor.

- The reason behind computing the value of the trust of an actor in another actor using the values of the trust relations of other actors in that actor is because the collaborative network is a representative of teamwork and joint collaboration, and it survives if and only if there is at least one trust relation with satisfactory strength between every pair of business actors who are in direct relation with each other. If the value of a trust relation between two actor drops below the threshold, then those two actors can no longer collaborate in the current setting, and consequently the whole collaboration collapses. Therefore, when an actor trusts another actor in the collaboration, it is important for the trusting actor to take into account the way that the trustee is collaborating with other actors in the collaboration.
Conclusions

“Science is organized knowledge. Wisdom is organized life.”
— Immanuel Kant (1724 - 1804)

This chapter summarizes the contribution of the thesis and enumerates some points for future research.

10.1 Contributions

In Section 1.2, we enumerated three main risks and challenges in designing collaborative networks. Those risks are:
1. Non-executability/non-feasibility risk.
2. Risk of untrustworthy partners.
3. Risk of non-profitability.
   Accordingly, we also enumerated three main research problems in Section 1.3, which are:
   - **P1:**
     1. **P1.1:** How to generate a coordination model based on a value model?
     2. **P1.2:** How to generate a value model based on a coordination model?
     3. **P1.3:** How to define and check the consistency between a value model and a coordination model?
   - **P2:** How to model the trustworthiness of business actors involved in a business collaboration so that actors can develop a better understanding regarding the trustworthiness of their partners in the collaboration and create a more stable and durable collaboration?
   - **P3:**
1. **P3.1:** How to analyze the profitability of unobservable value exchanges (a value exchange that needs inspection)?

2. **P3.2:** How to assess the profitability and sustainability of the collaborative networks by taking trust into account?

In this chapter we reflect on the results. The thesis can be divided into three parts; with each part addressing one of these three research problems. Consequently the contribution of the work in this thesis can also be divided into three parts. Now, we explain which research problem has been addressed in which chapter(s) and what is the contribution of each chapter.

### 10.1.1 Non-executability/Non-feasibility Risk

The issue of modeling a business collaboration from the value and coordination perspectives, and studying the relation between these two models address the risk of executability/feasability of the business collaboration. We investigated the relation between these two types of models in such a way that the findings and guidelines are general and applicable in different contexts. The first research problem is related to the non-executability/non-feasibility issue in the design of the e-business networks. This section explains how we addressed the first research problem in this thesis.

**P1.1:** How to generate a coordination model based on a value model?

We addressed this research problem in Chapter 3. We proposed a general stepwise method for generating a BPMN coordination model from an $e^3$ value value model. The method is a pattern-based method. First, it tries to identify the value patterns in the value model and then it adds a coordination pattern to the coordination model which realizes the value pattern. The chapter is based on two published papers [52] and [51].

Unlike previous works, our proposed method avoids complicated concepts like property right, physical delivery, etc. nor does it depend on intermediate models, but it still guides the modeler to a coordination model that is consistent with the value model. The generated coordination model is consistent with the base value model according to our consistency definition (3.1.3).
P1.2: How to generate a value model based on a coordination model?

The motivation behind researching this problem is twofold. Firstly, before having a business collaboration case up and running, business actors might want to evaluate its performance and, based on the evaluation results, propose modifications to the collaboration. By abstracting from the coordination details and focusing on the value aspect of the collaboration, the value model generated from the coordination model of such a business collaboration helps the business actors understand the real economic nature of the collaboration, and it can also be used as a communication medium between different non-technical profit and loss responsible actors in the collaboration. Secondly, by combining this transformation with the value model to coordination model transformation, one has the ability to track the changes in one of the models into the other model in a consistent way.

This research problem is addressed in Chapter 4. The chapter is based on a published paper [53].

P1.3: How to define and check the consistency between a value model and a coordination model?

We introduced a consistency definition in Section 3.1.3 and we used it to check the consistency of value and coordination models in the proposed transformation methods.

Chapter 5 is also related to the executability/feasability issue in the design of e-business networks. In that chapter we discussed the automation of value to coordination model transformation. To do that, first, we presented the source model as a graph and generated the target model by applying some transformation rules to the source graph. The transformation of an $e^3value$ model into a BPMN model consists of two parts: an automated part that produces a set of message patterns, followed by a manual part where an expert orders the messages and adds some further detail.

The transformation can not be done fully automatically because in general there is some information in the coordination model which is not in the value model, and this should be added by an expert. This chapter is based on a published paper [55].

10.1.2 Risk of Untrustworthy Partners

The risk in any business collaboration is that a partner will not behave according to the value model but, instead, acts in favor of its own goals, to the detriment of other partners’ goals. Each
partner will assess this risk and does a trade-off between (1) the cost of inspection and preventive measures to avoid opportunistic behaviors and (2) the risk of simply trusting others and assuming that they will not act opportunistically.

**P2:** How to model the trustworthiness of business actors involved in a business collaboration?

We addressed this research problem in Chapter 6. We first specified how trust is viewed in this thesis, based on the contributions reported in literature, and then extended the $e^3\text{value}$ business ontology with trust-related concepts. Later on, we proposed a formula to measure the trustworthiness of an actor in a collaborative network, based on the opinion of the direct partners of that actor. We applied the method on a real business case and later in Chapter 9 we provided additional validation by simulation cases. The chapter is based on a published paper [60].

**10.1.3 Risk of Non-profitability**

The ultimate goal of each business actor to participate in any business collaboration is to gain some profit. Hence, estimating the profitability of a collaborative network is of particular importance for business actors. $E^3\text{value}$ models depict an ideal situation in which all actors are assumed to act trustfully and consequently the profitability analysis in $e^3\text{value}$ methodology is valid only if all actors act trustfully and fulfil the agreements. This is one interpretation. Another interpretation is that the value assigned to value objects by an actor already incorporates (costs induced from) risks. However, in the latter case you cannot see how evolving trust relationships and preventive measures affect this value. In order to make the profitability analysis more precise we need to drop the trustworthiness assumption.

**P3.1:** How to analyze the profitability of unobservable value exchange?

This research problem is addressed in Chapter 7. In that chapter, we identified two types of value exchanges, namely "Observable" and "Unobservable" value exchanges in business collaborations. We also explained that in "Unobservable" value exchanges, one of the business actors needs to employ inspection (an activity which should be done at the receiver of a value object to verify the value transfer), which costs money, to verify if its partner is acting trustworthy and abiding by the agreements. In this particular
case, the inspection corresponds to a strategy in a game, and therefore we used the concepts and techniques of the game theory to analyze the interplay between the two actors, to provide each actor with the real payoff or profit which it can earn out of the collaboration. The chapter is based on a published paper [102].

**P3.2:** How to assess the profitability and sustainability of the collaborative networks by taking trust into account?

This research problem is addressed in Chapter 8. In that chapter, we first discussed the endurability of a collaborative network using the trust relations between the business actors, and then introduced a method to refine the profitability calculations using the trust relations between the actors and the value (strength) of the trust relations. Providing the partners with value models supplemented with extra information regarding the endurability and profitability of the collaboration, enables them to decide on those collaborations which are more durable and profitable. Since value models depict the required exchanges to achieve a business goal, when they are enriched with information about trust, endurability and profitability, they can provide more insights to specify service level agreements among the participants within the network. This chapter is based on a published paper [108].

In Chapter 9, we provided additional validation by simulation cases for the findings in Chapters 7 and 8.

### 10.2 Future Research

Since the contribution of the thesis is divided into three parts, future research can also be done in three different directions.

#### 10.2.1 Modeling Collaborative Networks

In terms of modeling collaborative networks from the value and coordination perspectives and the relation between these two aspects, our pattern-based value to coordination model transformation can be enriched by identifying more value and coordination patterns. Depending on the context of the collaboration and also depending on the requirements of the business actors, for each case, a specific coordination pattern can be recommended to the designer which suits the situation best. For example, we proposed a pair of request and response coordination messages to realize the
transformation of a value object (actor A requests value object V from actor B and then actor B sends actor A value object V). This is the general template which is composed of the minimum set of coordination messages, however in reality more rich and detailed message patterns, such as including a confirmation message, might be needed. For instance, after receiving a request from actor B, actor A first sends actor B a confirmation message, which can be in the form of a contract. Then by receiving the response of the confirmation message, actor A can be sure that the request is a valid request and is issued from a valid source/actor. These extra coordination messages can be provided as an option to the designer.

Money as a value object takes the lion share in the value objects, and roughly half of the value objects in a value model are related to money (payments) one way or the other. In this thesis, we use a normal pair of request-send coordination messages for realizing the payments, however, in the real world payment patterns could be of different forms, and they are of vital importance to business actors.

Different payment patterns not only make different coordination orders, but they also can affect the trust relations and profitability analysis of the collaboration. There is a huge difference between paying the whole sum of money at once and paying the money in parts. Likewise, paying at the end of the month is different from paying in advance or right after receiving a value object. Each payment pattern has its own characteristics and requires a special level of trust. Therefore, enriching the model transformation with different payment patterns and providing the business actors with detailed information of the payment and of the implications of each payment pattern is considered as an important extension of the current model.

A tool can also be developed to guide the designer through the modeling process. The tool can check the consistency between the two models and it can help the designer trace relations between these models and design mutually consistent models.

10.2.2 Measuring Trust in Collaborative Networks

Regarding measuring the trustworthiness of business actors in a collaborative network, the proposed model considers a number to quantify the trustworthiness value of an actor. In this sense, the trust value is used as an indication of the trustworthiness of the business actor in different aspects such as quality, price, delivery time, etc. Therefore, an extension of the model could be breaking
the trust value into components based on the critical attributes of the goods or services (e.g. delay, quality, etc.) and compute the trustworthiness of the actors regarding each of these attributes separately. This is interesting because, on one hand, these critical attributes vary according to the product in question and, on the other hand, an attribute can be of different importance to different actors.

10.2.3 Profitability Analysis in Collaborative Networks

Taking appropriate measures to inspect and prevent violations in the value exchange process can affect the level of trust which collaboration actors have on each other. For example, an actor that does not trust another actor may consider implementing appropriate safeguards in order to increase the trust (decrease the risk). Therefore, enriching the trust analysis with safeguards, and providing the business actors with a trade-off between risks and profits associated with each option would be an interesting extension of the profitability analysis presented in this thesis.
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Samenvatting

Een samenwerkingsnetwerk is een netwerk dat bestaat uit een verzameling autonome actoren (bijvoorbeeld bedrijven, organisaties en mensen) die samenwerken om gemeenschappelijke of overeenstemmende doelen te bereiken. In een samenwerkingsnetwerk levert iedere onderneming een bijdrage met zijn eigen specifieke producten of diensten om aan de consumentenbehoeften te voldoen. Samenwerkingsnetwerken zijn vaak risicovol, omdat er geen centrale coördinator is. Een samenwerkingsnetwerk dat geleidelijk ontstaat is niet onderworpen aan dezelfde risico’s als een samenwerkingsnetwerk dat ontworpen is. In het eerste geval neemt de betrokkenheid van de deelnemers, en daarmee hun risico, langzaam toe, terwijl in het tweede geval de betrokkenheid, en dus het risico, vanaf het begin geldt. Wij ontwikkelen technieken voor het ontwerpen van IT-gebaseerde samenwerkingsnetwerken en voor het valideren van het risico dat ze inhouden. Een deel van de risico’s voor een samenwerkingsnetwerk dat is ontworpen zijn:
- het risico van niet-uitvoerbaarheid (geen haalbare coördinatie);
- het risico van fraude of in het algemeen onbetrouwbare partners;
- het risico van niet-winstgevendheid;
- het risico van verlies van vertrouwelijke zakelijke gegevens.
In dit werk richten we ons op de eerste drie soorten risico’s.

Het ontwerpen van samenwerkingsnetwerken vereist het modelleren van de samenwerking van bedrijven vanuit verschillende perspectieven, met name de waarde- en coördinatieperspectieven, en het op elkaar afstemmen van deze perspectieven. De behoefte aan deze twee perspectieven komt voort uit het belang van het scheiden van het 'hoe' van de 'wat' zorgen. Het waardeperspectief richt zich op wat wordt aangeboden door wie en aan wie, terwijl het coördinatieperspectief zich richt op hoe datgene wat wordt aangeboden kan worden geëmbedding. Waardemodellering en coördinatémogulanlagen hebben verschillende doelen en maken gebruik van verschillende concepten. Toch moeten de resulterende
modellen consistent zijn met elkaar, omdat ze verwijzen naar hetzelfde systeem.

Het model dat de creatie, distributie en consumptie van goederen of diensten van economische waarde in een samenwerkingsnetwerk toont heet waardemodel. Het belangrijkste doel van waardemodellering is om te komen tot een gedeeld begrip van de businesscase en om overeenstemming te bereiken tussen de winst-verlies verantwoordelijke actoren met betrekking tot de vraag: "Wie biedt wat aan van waarde, aan wie, en verwacht wat van waarde hiervoor terug?" Waardemodellering maakt het voor de actoren ook mogelijk om hun potentiële winstgevendheid te beoordelen en om een inzicht te krijgen in de economische levensvatbaarheid en de duurzaamheid van het samenwerkingsverband.

De studie van de relatie tussen waarde- en coördinatiemodellen is het aanpakken van de uitvoerbaarheid van het gezamenlijke netwerk.

De deelnemende actoren in een samenwerkingsverband worden verondersteld betrouwbaar te handelen. Echter, de veronderstelling dat business actoren betrouwbaar handelen is vaak niet bruikbaar in de praktijk aangezien er ook onbetrouwbare actoren zijn. Elke partner dient toe te treden op basis van het waardemodel en tijdens de samenwerking moeten de actoren er zeker van zijn dat hun partners handelen volgens het waardemodel. Tot slot, nadat we rekening hebben gehouden met complicaties, moeten we de winstgevendheid en duurzaamheid aanpassen aan de nieuwe situatie en dus het risico van verminderde winstgevendheid of zelfs verlies in de samenwerking nemen.

De bijdragen van dit proefschrift zijn:

1. Het introduceren van een stapsgewijze methode om in een multi-perspectief e-collaboratienetwerk een consistente coördinatiemodel te produceren uit een waardemodel, en vice versa.
2. Het analyseren van samenwerkingsnetwerken vanuit een vertrouwensperspectief en het introduceren van een aanpak om de betrouwbaarheid van deelnemers in een samenwerkingsnetwerk te meten.
3. Het beoordelen van de winstgevendheid en duurzaamheid van enkele speciale samenwerkingsnetwerken door middel van concepten en technieken uit de speltheorie en het verfijnen van de initiële winstgevendheidanalyse van samenwerkingsnetwerken door betrouwbaarheid in acht te nemen.

We evalueren onze bevindingen door middel van enkele echte businesscase samenwerkingsverbanden.