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Chapter 1

Introduction

Look Dave, I can see you’re really upset about this. I honestly think you
ought to sit down calmly, take a stress pill, and think things over.

Excerpt from the Kubrick’s science fiction film: “2001: A Space Odyssey"

The HAL 9000 computer character is popular in the speech and language tech-
nology research field since his capabilities can be linked to different research topics
of the field such as speech recognition, natural language understanding, lip reading,
natural language generation, and speech synthesis [88, chap. 1]. This artificial agent
is often referred to as a dialogue system, a computer system that is able to talk with
humans in a way more or less similar to the way in which humans converse with each
other.

Furthermore, HAL was affective1. He is able to recognize the affective states of the
crew members through their voice and facial expressions, and to adapt his behavior
accordingly. HAL can also express emotions, which is explained by Dave Bowman, a
crewman in the movie:

Well, he acts like he has genuine emotions. Of course, he’s programmed
that way to make it easier for us to talk with him.

Precisely, HAL is an “ideally" Affective Dialogue System (ADS), a dialogue sys-
tem that has specific abilities relating to, arising from, and deliberately influencing
people’s emotions [123].

Designing and developing ADSs have recently received much interest from the
dialogue research community [7]. A distinctive feature of these systems is affect
modeling. Previous work was mainly focused on showing system’s emotions to the user
in order to achieve the designer’s goal such as helping the student to practice nursing
tasks [77] or persuading the user to change their dietary behavior [56]. A challenging

1We use the term “emotional" and “affective" interchangeably as adjectives describing either
physical or cognitive components of the interlocutor’s emotion [123, pg. 24].

1



2 1. Introduction

problem is to infer the interlocutor’s affective state (hereafter called “user") and to
adapt the system’s behavior accordingly.

Solving this problem could enhance the adaptivity of a dialogue system in many
application domains. For example, in the information seeking dialogue domain, if
a dialogue system is able to detect the critical phase of the conversation which is
indicated by the user’s vocal expressions of anger or irritation, it could determine
whether it is better to keep the dialogue or to pass it over to a human operator [15].
Similarly, many communicative breakdowns in a training system and a telephone-
based information system could be avoided if the computer was able to recognize the
affective state of the user and to respond to it appropriately [105]. In the intelligent
spoken tutoring dialogue domain, the ability to detect and adapt to student emotions
is expected to narrow the performance gap between human and computer tutors [17].

This thesis addresses this problem from an engineering perspective using Partially
Observable Markov Decision Process (POMDP) techniques and a Rapid Dialogue
Prototyping Methodology (RDPM). We argue that POMDPs are suitable for use
in designing affective dialogue management models for three main reasons. First,
the POMDP model allows for a realistic modeling of the user’s affective state, the
user’s intention, and other (user’s) hidden state components by incorporating them
into the state space. Second, recent dialogue management research [127, 142, 177,
187] has shown that a POMDP-based Dialogue Manager (DM) is able to cope well
with uncertainty that can occur at many levels inside a dialogue system from speech
recognition, natural language understanding to dialogue management. Third, the
POMDP environment can be used to create a simulated user which is useful for
learning and evaluation of competing dialogue strategies [147].

In the following, we first present the research context. We then describe briefly
the goals and the main contributions of the thesis. Finally, we give an outline of the
remaining chapters.

1.1. Research context: The ICIS project

The work presented in this thesis has been mainly developed in the framework of
the Computational Human Interaction Modeling (CHIM) research cluster of the In-
teractive Collaborative Information Systems (ICIS) project2. The main goal of the
project is to develop better techniques for making complex information systems more
intelligent and supportive in decision making situations.

In the scope of the CHIM research cluster, we aim to develop a multimodal system
framework for research in well-defined professional task environments such as the crisis
management domain or the air traffic control domain. In these domains, users often
experience stress and critical task demands. Our framework, therefore, puts emphasis
on the adaptive behavior of the system in recognizing and responding to the user’s
affective states. Further, robustness of the system toward environment noise also
needs to be taken into consideration [66]. Our multimodal system (Fig. 1.1) allows
users to interact with it in an action cycle style. Input recognition modules detect

2ICIS is sponsored by the Dutch government under the contract BSIK 03024
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Figure 1.1: Related research topics (boxes in gray color) in the CHIM cluster

the user’s speech, lip movement, affective state (through facial expressions or vocal
features), pose gestures, and pen input (writing and sketches). These inputs are
then preprocessed by the fusion module and are sent to the DM. The DM selects an
appropriate system action and sends it to the user through output generation modules
where the system action is represented as text, speech, or icon maps or in a mixed
form. Modules in gray color (Fig. 1.1) are studied by our colleagues in the CHIM
cluster. Section 2.2 will discuss in detail about the architecture of this multimodal
system.

1.2. Goals of the Thesis

As mentioned at the beginning of this chapter, the challenging problem in the design
of an ADS is to infer the user’s affective state and adapt the system’s behavior ac-
cordingly. This thesis addresses this problem by introducing a dialogue management
system which is able to act appropriately by taking into account some aspects of
the user’s affective state. The computational model used to implement this system
is called the affective dialogue model . Concretely, our system processes two main
inputs, namely the observation of the user’s action (e.g., dialogue act) and the obser-
vation of the user’s affective state. It then selects the most appropriate action based
on these inputs and the context. In human-computer dialogue, building this sort of
system is difficult because the recognition results of the user’s action and affective
state are ambiguous and uncertain. Furthermore, the user’s affective state cannot
be directly observed, and usually changes over time. Therefore, an affective dialogue
model should take into account basic dialogue principles, such as turn-taking and
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grounding, as well as dynamic aspects of the user’s affect.
In short, the central goal of this thesis is to develop a computational model for

implementing a robust dialogue manager that is able to adapt its strategies accordingly
given observations (with uncertainty) of the user’s action and affective state. This goal
is fulfilled by investigating the following research issues:

• Development of a dialogue management framework for traditional (i.e., non-
affective) dialogue systems;

• Enhancement of the framework to adapt the dialogue strategy based on the
inferred user’s affective state.

This stepwise division is appropriate if we consider that an ADS first needs to fulfill
requirements in design of a dialogue system in general. The first issue is presented in
Chapters 3 and 4. The second one is presented in Chapters 5 and 6.

1.3. Contributions of the Thesis

The following is a summary of major contributions of the thesis. More details about
these contributions are reported at the end of Chapters 3, 4, 5, and 6.

1. The most important contribution of the thesis is the tractable hybrid DDN-
POMDP method presented in Chapter 6. The distinctive feature of proposed
method (compared with other POMDP-based dialogue management methods
from the literature) is the ability to handle frame-based dialogue problems with
hundreds of slots and hundreds of slot values.

2. The second contribution is the factored POMDP approach for affective dialogue
management (Chap. 5). The proposed approach illustrates that the POMDPs
are an attractive model for building affective dialogue systems. Further, var-
ious technical issues of using the POMDP technique for developing dialogue
management are empirically examined, especially scalability problems.

3. The third contribution is the approach to developing multimodal interfaces for
multi-application systems which are dialogue systems that allow the user to nav-
igate between a set of applications (Chap. 4). The proposed approach provides
a promising framework for designers and developers to implement a dialogue
system that is able to handle a large number of applications smoothly and
transparently.

4. The fourth contribution is involved in the design and development of the Rapid
Dialogue Prototyping Methodology (RDPM) for a quick production of frame-
based dialogue models and the associated dialogue-driven interfaces (Chap. 3).
My own contributions are mostly involved in extending the RDPM proposed
by Rajman et al. [134, 135], which was originally used for implementing finite-
state spoken dialogue models. In particularly, I invented the solution table and
developed the dialogue strategies and the Wizard of Oz (WoZ) Generator. The
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usability of the RDPM has been validated through the implementation of several
prototype dialogue systems [28, 102, 136].

Additional contributions In the framework of this thesis we have developed sev-
eral software toolkits that are useful for the practical development of spoken and mul-
timodal dialogue systems: (i) the POMDP toolkit for the development of POMDP-
based dialogue managers3; (ii) the DDN-POMDP dialogue manager module for the
ICIS-CHIM multimodal system demonstrator4; and (iii) the RDPM toolkit for a quick
production of frame-based dialogue models and their associated dialogue-driven in-
terfaces.

1.4. Outline

The remaining part of the thesis is organized as follows:

Chapter 2 presents the essential background, definitions, and state-of-the-art work
that are relevant to the topic of this thesis. Sections 2.1, 2.2, and 2.3 present termi-
nologies related to the research on dialogue systems and four popular state-of-the-art
dialogue management approaches. This section is relevant for all the chapters of the
thesis. Section 2.4 describes three issues that are important for designing and de-
veloping ADSs. This section is relevant for Chapters 5 and 6. Section 2.5 is about
the theory of POMDPs and how to find an optimal policy using the simplest exact
algorithm. The background is necessary for the work described in Chapters 5 and 6.
Section 2.6 discusses the state-of-the-art POMDP algorithms from the literature. It
is relevant to Chapters 5 and 6.

Chapter 3 presents the RDPM framework for the development of frame-based
dialogue models for single-application systems. We first present core components of
the methodology. Second, we illustrate the usability of the methodology through the
prototype INSPIRE Smart Home system. Third, we present our preliminary work
to extend the methodology for multimodal dialogue models. This chapter is written
based on Bui et al. [28] and part of the work that is related to my own contribution
reported in [102, 136].

Chapter 4 presents a novel approach to developing interfaces for multi-application
systems. We first describe in detail the main idea of the approach. We then present
a scenario example for producing a dialogue system accessing ten applications in the
ICIS domain. This chapter is written based on Bui et al. [30].

3http://wwwhome.cs.utwente.nl/∼hofs/pomdp/
4http://hmi.ewi.utwente.nl/icis/demonstrator/
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Chapter 5 presents a factored POMDP approach to affective dialogue manage-
ment. It is composed of two main parts. The first part is about the description of
an affective dialogue model. The second part is the evaluation of the model and the
comparison with other techniques. Part of this chapter is written based on Bui et al.
[31, 33].

Chapter 6 presents a tractable hybrid DDN-POMDP approach to affective dia-
logue management. The first part of this chapter is about the description of the
approach. The second part is about the experiments and evaluation of the method
through a multi-slot route navigation example. Part of this chapter is written based
on Bui et al. [32, 34].

Chapter 7 summarizes the main points of the thesis and discusses future directions.



Chapter 2

Background and definitions

2.1. Introduction

Dialogue is conversation between two or more agents, be they human or computer.
Research on dialogue usually follows two main directions: human-human dialogue and
human-computer dialogue. The former is relevant to the study of discourse analysis
and conversation analysis [see 99, chap. 6]. This thesis focuses on human-computer
dialogue which is involved in a Dialogue System (DS), a computer system that is
able to talk with a human (hereafter called “user"). In the following, we describe
briefly key concepts and related work from studies of human-human dialogue that are
particularly important for designing DSs:

• Speech act and dialogue act. The term speech act originates from Austin’s
work [11]. His point of view is that an utterance in a dialogue is an action per-
formed by the speaker. Speech acts, therefore, are considered as performative
verbs such as name, second, and best. Speech acts are mainly referred to as
illocutionary acts which Austin defined as acts of asking, answering, making a
request, making a promise. Searle further developed the theory of speech acts
described in his influential book [150]. In designing DSs, the notion of speech
act is expanded, and Bunt coined the term dialogue act. Dialogue acts refer to
functional units used by the speaker to change the dialogue context [35]. Con-
cretely, a dialogue act is composed of three aspects: the utterance form (e.g.
“Is it raining?"), the communicative function (e.g. “Yes-No-Question"), and the
semantic content (e.g. the proposition “it is raining"). Concepts similar to
dialogue acts were proposed by a number of researchers who aimed to anno-
tate dialogue corpora and to generalize the dialogue management framework:
conversation acts [167], conversational moves [37], and dialogue moves [51].

• Turn-taking. In a conversation, two participants exchange turns in sequence
(one talks, stops; another starts, talks, stops and so on) like two persons play-
ing tennis. Each turn is composed of one or more utterances performed by the

7
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speaker to addressees. Turn transfers are assumed to occur at certain points
called Transition Relevance Places (TRPs) and not at others [146]. Levinson[99,
pp. 296-297] described two important empirical facts about turn-taking in human-
human dialogue: (i) less than five percent of the speech stream is delivered in
overlap and (ii) the gap between two consecutive turns is on average only a few
tenths of one second. Sacks et al. [146] suggest that the turn-taking mechanism
can be described by a set of rules, called the SSJ model, which are simplified
as follows: (i) if C (current speaker) selects N (next speaker) then C must stop
speaking and N must speak next; (ii) if C does not select N, then any other party
may self-select and the first one will take the next turn; and (iii) if C has not
selected N and no other party self-selects then C may continue. Although the
SSJ model has been widely used as a normative description of interactive sys-
tems, there are cases where the simultaneous expressive behavior of speaker and
listener are important. For example, Nijholt et al. [115] have recently discussed
the important role of this behavior in three non-verbal interactive applications
(an interactive dancer, an interactive conductor, and an interactive trainer) de-
veloped at the Human Media Interaction (HMI) group. In these applications,
expressive behavior of a virtual human has to be synchronized with that of the
user.

• Grounding. In conversation, both the speaker and the addressee need to estab-
lish a common ground [162] in order to ensure that the addressee understands
clearly the speaker’s meaning and intention. Clark and Schaefer [47] proposed
a significant formal model, called the contribution model, for detecting and re-
pairing communication errors in human-human conversations. Traum [166] de-
veloped an online reformulation of the contribution model, called the grounding
acts model, which was used in developing a collaborative conversational agent in
the TRAINS project [5]. Cahn and Brennan [36] formalized and extended the
contribution model to explicitly represent the system’s private model. Paek and
Horvitz [119] proposed a formalization of grounding based on inference and de-
cision making under uncertainty. This model was used to develop two prototype
dialogue systems: Presenter and Bayesian Receptionist [118].

There are many types of DSs that are classified by modality, device, initiative,
application, and task complexity [53]. In the framework of this thesis, I am partic-
ularly interested in goal-oriented (or task-oriented) DSs. The main objective of a
goal-oriented DS is to cooperate (and partly, collaborate) with the user to help the
user achieve their goal. Among goal-oriented DSs, we distinguish two popular types:
(i) Spoken Dialogue Systems (SDSs) and (ii) Multimodal Dialogue Systems (MDSs).

A SDS, also called conversational agent, is a dialogue system that understands
and responds to the user using speech. A good survey of SDSs is described in detail
in McTear [107, 108].

An MDS is a dialogue system that processes two or more combined user input
modes - such as speech, pen, touch, manual gestures, gaze, and head and body move-
ments - in a coordinated manner with multimedia system output [117]. We view an
SDS as a particular type of MDS.
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In the following sections, we first give an overview of an MDS. We then present
the related dialogue management approaches from literature.

2.2. Overview of a dialogue system

AnMDS usually consists of the following components: Input, Fusion, Dialogue Manager
(DM) and Knowledge Sources, Fission, and Output. Figure 2.1 shows a conceptual
architecture of an MDS designed and partially implemented in the framework of the
ICIS project.
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2.2.1. Input

Inputs of an MDS are a subset of the various modalities such as speech, pen, facial
expressions, gestures, and gazes. Two types of input modes are distinguished: active
input modes and passive input modes [117]. Active input modes are the modes that
are deployed by the user intentionally as an explicit command to the computer such as
speech. Passive input modes refer to naturally occurring user behavior or actions that
are recognized by a computer (e.g., facial expressions). They involve user input that
is unobtrusively and passively monitored, without requiring any explicit command to
a computer [117]. Examples of MDSs that combine multiple input modalities are:

• Speech and (hand, pen, or pointing) gesture [42, 48, 87, 102, 154],

• Speech and haptics [77],

• Speech, gestures, and facial expressions [173].

2.2.2. Fusion

Information from various input modalities is extracted, recognized and fused. Fusion
processes the information and assigns a semantic representation which is eventually
sent to the dialogue manager. In the context of MDSs, two main levels of fusion are
often used: feature-level fusion, semantic-level fusion. The first one is a method for
fusing low-level feature information from parallel input signals within a multimodal
architecture (for example, in Fig. 2.1, feature-level fusion happens between speech
and lip-reading input). The second one is a method for integrating semantic infor-
mation derived from parallel input modes in a multimodal architecture (for example,
in Fig. 2.1, semantic-level fusion happens between input modality action recognition
modules such as speech and gesture).

Another related work on low-level fusion is sensor fusion. Sensor fusion combines
sensory data from disparate sources to gain a more accurate information1.

Semantic-level fusion is usually involved in the DM and needs to consult the shared
knowledge sources (see Fig. 2.1). Three typical semantic fusion techniques are used
from the literature: frame-based fusion, unification-based fusion, and hybrid sym-
bolic/statistical fusion. Frame-based fusion is a method for integrating semantic in-
formation derived from parallel input modes in a multimodal architecture, which has
been used for combining speech and gesture (e.g. Vo and Wood [171]). Unification-
based fusion is a logic-based method for integrating partial meaning fragments derived
from input modes into a common meaning representation during multimodal language
processing. Compared with frame-based fusion, unification-based fusion derives from
logic programming, and has been more precisely analyzed and widely adopted within
computational linguistics (e.g. Johnston [86]). Hybrid symbolic/statistical fusion is
an approach to combine statistical processing techniques with a symbolic unification-
based approach (e.g. Members-Teams-Committee (MTC) hierarchical recognition
fusion [180]).

1http://en.wikipedia.org/wiki/Sensor_fusion[accessed 2008-04-25]
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2.2.3. Dialogue manager

The DM is the core component of a dialogue system. It processes semantic inputs
from fusion (either semantic concepts, dialogue acts or communicative intentions) and
decides what the system should do next in response to the user in order to fulfil the
user’s goal.

In the following we briefly describe a number of knowledge sources that are usually
used by the Dialogue Manager, Fusion, and Fission. The knowledge sources deployed
in DSs are discussed further in Flycht-Eriksson [67].

• Dialogue history. Dialogue history is composed of a set of utterances (or con-
cepts, dialogue acts) which were uttered by the system and the user from the
beginning of a dialogue session to the current turn.

• Task model. A precise definition of the task model depends on each application
domain. Generally speaking, we can say that the task model is composed of
the information the system needs to gather to complete the system’s task that
fulfils the user’s goal. For example, in the information seeking domain, the task
model is composed of a set of information pieces that the system needs to collect
from the user to execute its task (such as making a database query).

• Domain model. A model with specific information about the application do-
main. For example, in the flight information domain, we can apply constraints
to disambiguate input, such as, the departure location and the destination lo-
cation must be different.

• User model. This model may contain relatively stable information about the
user that may be relevant to the dialogue such as the user’s age, gender, and
preferences (user preferences) as well as information that changes over the course
of the dialogue, such as the user’s goals, beliefs, and intentions (user’s mental
states).

2.2.4. Fission

Fission is the process of realizing an abstract message through output on some com-
bination of the available channels. The tasks of a fission module is composed of three
categories [69]:

• Content selection and structuring : the presented content must be selected and
arranged into an overall structure.

• Modality selection: the optimal modalities are determined based on the current
situation of the environment, for example, when the user device has a limited
display and memory, the output can be presented in graphic form such as a
sequence of icons.

• Output coordination: the output on each of the channels should be coordinated
so that the resulting output forms a coherent presentation.
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2.2.5. Output

Various output modalities can be used to present the information content from the
fission module such as speech, text, 2D/3D graphics, avatar, and haptics. Popular
combinations of the output modalities are: (1) graphics and avatar, (2) speech and
graphics, (3) text and graphics, (4) speech and avatar, (5) speech, text, and graphics,
(6) text, speech, graphics, and animation, (7) graphics and haptic, (8) speech and
gesture.

2.3. Approaches to dialogue management

Four popular state-of-the-art approaches to design and development of dialogue man-
agement models2 are: finite state, frame-based, information state, and MDP-based.
These approaches will be described in the next sections. Other approaches are re-
ported in Bui [26]. To illustrate the main idea of each approach, we use the restaurant
information system, RestInfo, which was developed in the framework of the InfoVox
project [136]. The RestInfo DS aims to provide information about the restaurants of
the city of Martigny, Switzerland.

2.3.1. Finite state dialogue models

The finite state approach [75, 106, 134] models dialogue as a finite state machine [88,
chap. 2] where the nodes correspond to system prompts and the arcs correspond to the
user’s choices. Transitions between nodes determine all possible paths of the dialogue
flow. The interaction is usually system-initiative and all the system’s prompts are
predetermined. Figure 2.2 shows a simplified model for the Restinfo system. The
system interacts with the user to collect pieces of information step by step and to
confirm all the collected values before conducting a query to the database. A dialogue
session using this model is shown in Table 2.1 where S and U denote the system and
the user, respectively.

Figure 2.2: Simplified finite-state dialogue model for the RestInfo system

2We defer discussion on the POMDP-based dialogue management approach from the literature
to Chapters 5 and 6.
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Utterance Active node
S1 : Welcome to the RestInfo service.

I can help you to find a restaurant. Start
What type of food are you looking for? Type of food

U1 : Italian.
S2 : and what location? Location
U2 : in the center.
S3 : and what time of the day? Opening time
U3 : Evening.
S4 : and which day of the week? Opening day
U4 : Sunday.
S5 : and what price level? Price range
U5 : Average.
S6 : So you want to find an average Italian restaurant Confirm all

in the center on Sunday, in the evening.
Is that correct?

U6 : Yes.
S7 : Please wait a moment. Stop

[queryDB(?x.info:x.typeOfFood=Italian,
x.location=center, x.openingTime=evening,
x.openingDay=sunday,x.priceRange=cheap)]
I found “Le café de Martigny".
Thank you for using our service.

Table 2.1: Restinfo dialogue session to illustrate the finite-state approach
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Finite state dialogue models are easy to construct and robust to cope with the
speech recognition problem. This approach is suitable for simple applications with
well-structured tasks. However, this approach is inflexible, unnatural, and difficult to
apply to more complex tasks [107].

2.3.2. Frame-based dialogue models

The frame-based approach [19, 21, 45, 73, 83, 143] is able to solve some of the limita-
tions of the finite-state approach. A frame-based dialogue model is represented by a
set of frames: each frame is composed of a number of slots (Fig. 2.3). The task of the
dialogue manager is considered as a slot-filling or form-filling task. A predefined set
of information is gathered in a more flexible way. An example of the dialogue between
the system and the user is shown in Table 2.2. Frame-based DSs can handle more
flexible user input. For example, the user can provide extra information other than
that the system has asked for in the previous turn. Most of the current commercial
DSs are frame-based DSs [125].

S1 : Welcome to the RestInfo service. What can I do for you?
[focus GDN: start, active GDNs: all]

U1 : Find a restaurant with Italian food near the center.
[typeOfFood=Italian, location=center]

S2 : For Italian as type of food and Center as location. What time?
[implicit_confirm=true, focus GDN: time, active GDNs: all]

U2 : Sunday evening.
[openingTime=evening, x.openingDay=Sunday]

S3 : For Evening as time and Sunday as day. What price range?
[implicit_confirm=true, focus GDN: priceRange, active GDNs: all]

U3 : Cheap.
[priceRange=cheap]

S4 : Please wait a moment.
[queryDB(?x.info:x.typeOfFood=Italian, x.location=center,
x.openingTime=evening, x.openingDay=sunday, x.priceRange=cheap)]

S5 : I found “Le café de Martigny". What else can I do for you?
U4 : No, thanks.
S6 : Thank you, good bye.

Table 2.2: RestInfo dialogue session to illustrate the frame-based approach

The original idea of representing knowledge as frames was proposed by Minsky
[111]. One of the oldest frame-based DSs is GUS [19]. GUS was designed to act
as a travel agent that helps clients to make a simple return trip to a single city
in California. It mainly focuses on language-understanding problems such as that
in understanding indirect answers to questions, resolving anaphora. Although the
motivational dialogue example is speech-based, the implemented version of the system
is text-based and does not have a separate dialogue management module. However,
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Generic Dialogue Nodes

Branching Logic

Stop

Start

Figure 2.3: Frame-based dialogue model for the RestInfo system based on Bui et
al. [27]. Each slot is modeled as a generic dialogue node. See Chapter 3 for a further
explanation.
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the idea of using frames for the reasoning component is explained clearly and the idea
of using an agenda for the system control is mentioned. Significant efforts to develop
spoken and multimodal frame-based dialogue managers are contributed by a number
of authors [21, 45, 73, 83, 143]. Chapters 3 and 4 present our contribution to rapid
prototyping for designing spoken and multimodal frame-based DSs.

2.3.3. Information state dialogue models

The information state theory of dialogue consists of five main types of unit: a descrip-
tion of informational components, formal representations of the informational compo-
nents, a set of dialogue moves, a set of update rules, and an update strategy [95, 165].
These units [165] are briefly described as follows:

• The informational components include aspects of common context and inter-
nal motivational factors such as participants, common ground, linguistic and
intentional structure, obligations and commitments, beliefs, intentions and user
models.

• The formal representations of the information components might be imple-
mented as lists, sets, typed feature structures, records, discourse representation
structures, propositions or modal operators within a logic, et cetera.

• Dialogue moves will be used to trigger the update of the information state.
These moves are correlated with externally performed actions such as natural
language utterances being realized by the Natural Language Generation (NLG)
module.

• The update rules govern the updating of the information state given various
conditions of the current information state and performed dialogue moves, in-
cluding a set of selection rules, that license choosing a particular dialogue move
to perform given conditions of the current information state.

• The update strategy decides which rule(s) to apply at a given point from the set
of applicable ones. This strategy can range from something as simple as “pick
the first rule that applies" to more sophisticated arbitration mechanisms, based
on game theory, utility theory, or statistical methods.

Table 2.3 shows an example of the interaction between the user and the Restinfo
system formulated based on the information state theory. The information state after
turn U1 is shown in Table 2.4. Dialogue moves include: greet, offer, ask, inform,
answer, and quit.

The information state approach is intended to be a unified model for design-
ing dialogue management. A wide range of applications can be modeled using this
approach from simple applications such as Restinfo to more complex applications
(e.g., [64, 168]).
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S1 : Welcome to the Restinfo service. What can I do for you?
[greet, offer]

U1 : I am looking for a restaurant.
[ask(x.info)]

S2 : What type of food are you looking for?
[ask(x.typeOfFood)]

U2 : Italian food near the center.
[answer(x.typeOfFood=Italian, x.location=center)]

S3 : and what time do you prefer?
[ask(x.openingTime)]

U3 : Sunday evening.
[answer(x.openingTime=evening, x.openingDay=sunday)]

S4 : and what about the price range: cheap, average, or expensive?
[ask(x.priceRange)]

U4 : Cheap.
[answer(x.priceRange=cheap)]

S5 : Please wait a moment.
[queryDB(?x.info:x.typeOfFood=Italian, x.location=center,
x.openingTime=evening, x.openingDay=sunday, x.priceRange=cheap)]

S6 : I found “Le café de Martigny". What else can I do for you?
[answer(x.info), offer]

U5 : No.
[answer(no)]

S7 : Thank you, good bye.
[quit]

Table 2.3: Restinfo dialogue session to illustrate the information-state approach

PRIVATE =

AGENDA = 〈〉

PLAN =

ask(?x.typeOfFood)
ask(?x.location)
ask(?x.openingTime)
ask(?x.openingDay)
ask(?x.priceRange)
queryDB(?x.info)

BEL = {}

SHARED =

COM =
QUD = 〈?x.info〉
LU = SPEAKER = user

MOVES = 〈ask(?x.info)〉

Table 2.4: Restinfo information state after U1 (adapted from [94])
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2.3.4. MDP-based dialogue models

A key limitation of the information state dialogue models (as well as finite-state and
frame-based dialogue models) is that designers have to define update rules, which
can be very time-consuming and labor-expensive. This triggered the quest to find
mechanisms to learn a good dialogue strategy from dialogue corpora automatically.
The Markov Decision Process (MDP) based dialogue models were proposed. The idea
is to formulate dialogue as an MDP and then use reinforcement learning techniques
to find an optimal policy (i.e. dialogue strategy). Figure 2.4 shows an MDP-based
dialogue model for the RestInfo system adapted from the Pietquin model [126]. The
state space is composed of variables for slots and variables to monitor the current state
of the dialogue such as grounding (Status), Automatic Speech Recognition (ASR)
confidence level (ASR confidence), and the number of retrieved records from the
database (number of DB records). The action set is composed of slot independent
actions (such as greet, ask all, confirm all, query database, and quit) and slot dependent
actions such as (ask slot X, confirm slot X, and relax slot X ). The reward function is
defined based on the number of system and user turns and the task completion [126,
pg. 200].

Type of 

food

Location
Opening 

time

Opening 

day
Price range

Status
ASR 

confidence

Number of 

DB records

Type of 

food

Location
Opening 

time

Opening 

day
Price range

Status
ASR 

confidence

Number of 

DB records

Figure 2.4: MDP-based dialogue model for the RestInfo system (adapted from [126])

A popular approach to find the optimal dialogue strategy for an MDP-based dia-
logue model is to use user simulation techniques [98, 126]. The task is composed of a
two-phase approach (Fig. 2.5): (i) a simulated user is first trained (using supervised
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learning techniques) on a small human-computer dialogue corpus to learn responses
of a real user given the dialogue context; (ii) the learning DM then interacts with this
simulated user in a trial-and-error manner to learn an optimal dialogue strategy.

Figure 2.5: Two-phase approach for dialogue strategy learning

2.4. Toward affective dialogue systems

Emotion has been taken into consideration in designing DSs since the start of the
1970s. Artificial Paranoia, developed by Colby et al. [49], was the first text-based DS
that could express fear and anger based on keywords extracted from the user’s input.
But only recently, the design and development of Affective Dialogue Systems (ADSs)
have received much interest from the dialogue research community [7].

A DS that can detect the user’s affective state could be beneficial in many appli-
cation domains. For example, in the information seeking dialogue domain, if a DS
is able to detect the critical phase of the dialogue which is indicated by the user’s
vocal expressions of anger or irritation, it could determine whether it is better to
keep the dialogue or pass over to a human operator [15]. Similarly, Martinovsky and
Traum [105] showed that many communicative breakdowns in a training system and
a telephone-based information system could be avoided if the computer was able to
recognize the emotional state of the user and to respond to it appropriately. In the
intelligent spoken tutoring dialogue domain, the ability to detect and adapt to student
emotions is expected to narrow the performance gap between human and computer
tutors [17].

A DS that can express emotions appropriately based on social norms and the
dialogue context is also advantageous [77, 122]. The main motivations behind this
work are based on the empirical studies of Reeves and Nass [138]. They claimed that
users tend to apply social norms to computers. Showing system’s affect to the users
when appropriate, therefore, could enhance users’ satisfaction and preferences. For
example, the Cosmo pedagogical agent intentionally expresses emotions to encourage
the student in problem-solving tasks. Greta [122] is provided with a personality and
a social role that allow her to decide whether to show her emotion or not depending
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on the current dialogue context. INES [77] exploits different tutoring strategies and
expresses empathic emotions toward the student depending on whether the student
is confident or insecure.

Beyond development issues of an MDS, three important issues need to be taken
into account for the design of an ADS:

• How does the system recognize the user’s affect?

• How does the system incorporate the user affect model?

• How does the system express emotion during a conversational session with the
user?

These issues are presented in Sections 2.4.1, 2.4.2, and 2.4.3, respectively. We also
describe the related work that is particularly useful in the DS development framework.

2.4.1. Affect recognition

The user’s affect can be recognized or inferred from speech [9, 82, 181], facial expres-
sions [151], physiological signals [124, 137], or multiple modalities [57]. A good survey
of different approaches to recognize affect is presented in Zeng et al. [186]. Which
modality is best to use for the recognition task depends on the application domain.
For example, in a telephone-based DS, the obvious source is from the user’s vocal
input. In an in-car DS, besides speech we can take advantage of facial expressions
(detected from the cameras installed inside the car) and physiological signs recognized
through devices which can be quite easily set up inside the car system [65].

Figure 2.6 shows an emotion recognition system proposed by Lee and Narayanan
[96] which is able to recognize two emotional states: negative and non-negative. The
user’s speech input is first processed by the feature extraction module. The acoustic
features (fundamental frequency (F0), energy, duration, first and second formant
frequencies and their bandwidths) are then combined with the lexical information
(emotionally salient words) and discourse information (five speech act labels of the
user’s response to the system: rejection, repeat, rephrase, ask-start over, and none of
the above) by the emotion recognizer module. The best classification result for both
male and female speakers is about 90%.

2.4.2. Affective user modeling

When building an ADS, an interesting question is which emotion category should we
use to model the user’s affect and which user’s affective states should we select? It
depends on the application domain. For example, in the tutoring domain, D’Mello
et al. [57] showed that the user (in this case the student or learner) rarely experienced
sadness, fear, or disgust. Therefore, modeling the user’s affect using six basic emotions
(fear, anger, happiness, sadness, disgust, and surprise), on which most of the state-of-
the-art emotion classification work is focusing, is not a good choice for this domain.

The task of integrating the user affective state model into the system is called af-
fective user modeling. Most of the affective user models categorize the user’s affective
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Figure 2.6: Emotion recognition module proposed by Lee and Narayanan [96]

state based on a subset of 22 emotion types in the OCC model developed by Ortony
et al. [116] such as Conati [50], Elliott et al. [60], Katsionis and Virvou [91], Martinho
et al. [104] or on dimensional-based models [144] such as Ball and Breese [14], Kort
et al. [93]. These models are then represented using Bayesian Networks (BNs) [121].

Key advantages of using BNs to model the user’s affect are: (i) They deal explicitly
with uncertainty between the user’s affect and their observed behaviors; (ii) The
links between nodes are meaningful because we can interpret these links as the causal
relations between variables; (iii) The network can be easily extended by adding new
behavior nodes and linking them to the most relevant hidden nodes; and (iv) They
can handle mixed emotions in a flexible manner [38].

One of the first affective user models was proposed by Ball and Breese [14]. The
user’s emotion and personality are modeled by four variables: valence, arousal, domi-
nance, and friendliness. The values of these variables are inferred from the observable
user’s behaviors such as speech, gesture, posture, and facial expressions (Fig. 2.7). This
model can also be used for the system to express emotions.

However, Ball’s model and other static BN-based models [114] do not represent
the temporal evolution of the user’s emotional state as well as the causal relation-
ships between the emotional states and the personality states (i.e. dominance and
friendliness). To correct these shortages, Dynamic Bayesian Networks (DBNs) have
been proposed to model the user’s affect, their causes and the relevant observable
behaviors [13, 38, 50, 101] (Fig. 2.8).

For example, Conati [50] proposed a model for her application game Prime Climb,
where the causal relationships between the user’s affective states and their causes are
based on the OCC model. The causes are composed of: user’s traits (conscien-
tiousness, agreeableness, extraversion), user’s goals (avoid falling, succeed by myself,
have fun), user’s action outcomes, and goals satisfied. The affective states are
composed of seven variables: reproach, shame, joy, negative valence, positive valence,
arousal, and engagement. The observable behaviors are composed of two levels:



22 2. Background and definitions

Figure 2.7: Affective user model proposed by Ball and Breese [14]

bodily expressions (eyebrow position, skin conductance, and heart rate) and sensors
(visual based recognizer, Electromyogram (EMG), Galvanic Skin Response (GSR),
and heart monitor).

Similarly, in Liao’s model [101], which is also used for a real-time stress recognition
task, the causes are composed of: context (complex or simple), profile (health, age,
skill), goal (important, not important), workload (high, normal, low). The affective
states are composed of stress, fatigue, and nervous. The observable behaviors are
composed of: physical (eyelid movement, pupil, facial expression, head movement),
physiological (Electrocardiogram (ECG), Electroencephalogram (EEG), GSR, and
General Somatic Activity (GSA), behavioral (mouse movement, mouse pressure, and
typing speed), and performance (response and accuracy).

2.4.3. Affective system modeling and expression

Early DSs such as Artificial Paranoia used a set of simple rules to express emotions
toward the user. Much of research interest has focused on developing computational
models of emotion for designing and developing agents (believable agents, virtual
humans) that can express realistic and complex emotions as humans do [16, 25, 59,
61, 74, 139, 169]. For example, an emotion model, called ParleE, developed at the
Human Media Interaction Group, University of Twente is shown in Figure 2.9 [25].

ParleE is an MDP-based model developed based on the OCC model [116] and the
personality model [140]. Emotional states are generated based on events from a fully
observable environment. ParleE is appropriate for modeling multi-agent systems in a
virtual world. It was partially integrated into the INES system [77] which allows the



2.4. Toward affective dialogue systems 23

Affective 

States

Causes

Obervable 

Behaviors

time t-1

Affective 

States

Causes

Obervable 

Behaviors

time t
P
re
d
ic
tiv
e

D
ia
g
n
o
s
tic

Figure 2.8: High level abstraction of DBN-based affective user models, each node is
composed of a set of variables

Planner

Emotion Appraisal Component

Emotion Impulse Vector

Emotion Component Motivational State

Models of other agents

Emotion Decay

Personality

Event

Emotion Vector

Figure 2.9: Emotion model proposed by Bui et al. [25]
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system to express four emotion states (joy, distress, happy-for, and sorry-for) through
a 3D talking head.

One great difficulty of applying ParleE and other emotion models mentioned above
directly to the design of ADSs is that these models do not take into account the
uncertainty of the user’s states such as the uncertainty about the user’s emotion,
goal, and belief. For example, consider a situation in which the user’s affective state
is joy and the system recognizes it as distress and expresses sorry-for emotion toward
the user by applying the OCC rules. This expression is not appropriate regardless of
how realistic the emotions that the system can show are.

2.5. Theory of POMDPs

A Partially Observable Markov Decision Process (POMDP) is a generalization of a
Markov Decision Process (MDP) which permits uncertainty regarding the state of
the environment. Howard [81] described a transition in an MDP as a frog in a pond
jumping from lily pad to lily pad. In a POMDP environment, the lily pond is covered
by the mist, therefore the frog is no longer certain about the pad it is currently
on [112]. Before jumping, the frog can observe information about its current location.
This intuitive view is very appropriate to model the affective dialogue management
problem as being illustrated in Section 2.5.2.

In a dialogue management context, the agent is the dialogue manager, loosely
called, the system (Fig. 2.10). Part of the POMDP environment represents the user’s
state and user’s action. Depending on the design for a particular dialogue application,
the rest of the POMDP environment might be used to represent other modules such
as the speech recognition and the emotion recognition (see Chap. 5). Because the
user’s state cannot be directly observed, the agent uses a state estimator (SE) to
compute its internal belief (called belief state) about the user’s current state and an
Action Selector (AS) where the policy π is implemented to select actions. The SE
takes as its input the previous belief state, the most recent system action and the
most recent observation, and returns an updated belief state. The AS takes as its
input the agent’s current belief state and returns an action that will be sent to the
user.

In the following sections, we first describe a basic framework of POMDPs. Second,
we present a simple empathic dialogue agent example for the tutoring domain. Third,
we describe two main tasks of the agent: belief updating and finding an optimal policy.

2.5.1. Basic framework

A POMDP is defined as a tuple 〈S, A, Z, T,O, R〉, where S is a set of states of the
environment (usually called state space), A is a set of the agent’s actions, Z is a set of
observations the agent can experience of its environment, T is a transition function,
O is an observation function, and R is a reward function. We assume that S, A, Z are
finite and that the interaction between the agent and environment follows a sequence
of discrete time steps.
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Figure 2.10: Modularized view of the interaction between the dialogue manager and
the user in a dialogue management context

Let St, At, Zt+1, and Rt be random variables taking their values from the sets
S, A,Z, and R (the set of real numbers), respectively. At each time step t, the envi-
ronment’s state is St. The agent selects an action At and sends it to the environment.
The environment’s state changes to St+1. The agent receives an observation Zt+1 and
a reward value Rt. Following this interaction description, the transition function T ,
observation function O, and reward function R are formally defined as follows.

• The transition function is defined as T : S × A × S → [0, 1]. Given any state
and action, s and a, the probability of the next possible state, s′, is

Pa
ss′ = T (s, a, s′) = P{St+1 = s′|St = s,At = a}, for all t. (2.1)

These quantities are called transition probabilities. Transition function T is time-
invariant and the sum of transition probabilities over the state space

∑
s′∈S Pa

ss′ =
1, for all (s, a).

• The observation function is defined as O : S×A×Z → [0, 1]. Given any action
and next state, a and s′, the probability of the next observation, z′, is

Pa
s′z′ = O(s′, a, z′) = P{Zt+1 = z′|At = a, St+1 = s′}, for all t. (2.2)

These quantities are called observation probabilities. Observation function O is
also time-invariant and the sum of observation probabilities over the observation
space

∑
z′∈Z Pa

s′z′ = 1, for all (a, s′).
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• The reward function3 is defined as R : S×A → R. Given any current state and
action, s and a, the expected immediate reward that the agent receives from the
environment is

Ra
s = R(s, a) (2.3)

Let Rmin and Rmax be the lower bound and upper bound of the reward function,
that is to say

Rmin < R(s, a) < Rmax, for all (s, a). (2.4)

The state space might also contain some special absorbing state that only transitions
to itself and the reward gained when the agent takes any action is 0. Suppose s is an
absorbing state, we have

T (s, a, s′) =

{
1 if s′ = s

0 otherwise
and R(s, a) = 0, for all a.

Given the POMDP model, we want to design a framework in which the agent’s
goal is to maximize the expected cumulative reward over time

V = E

(T −1∑
t=0

γtRt

)
(2.5)

where E(.) is the mathematical expectation, T is the planning horizon (T ≥ 1), γ is
a discount factor (0 ≤ γ ≤ 1). The closer γ to 1 the more effect future rewards have
on current agent action selection. This framework is called finite-horizon optimality.
When T → ∞ and γ < 1, the framework is called infinite-horizon optimality. It
is necessary to set the value of discount factor γ smaller than one in the infinite-
horizon case to guarantee that the expected cumulative reward is bounded. From
Equations 2.4 and 2.5, we have:

E

( ∞∑
t=0

γtRmin

)
< V < E

( ∞∑
t=0

γtRmax

)
⇒ Rmin

1− γ
< V <

Rmax

1− γ
. (2.6)

2.5.2. Empathic dialogue agent example

To illustrate the main principle of a POMDP-based dialogue management, we use a
simple empathic dialogue agent example for the tutoring domain, which is described
as follows. A student (“the user") is interacting with the agent to learn a subject
matter. The agent tries to infer the user’s affective state to give an appropriate
empathic feedback which aims to enhance the student’s learning. Suppose that the
user’s affective state is either s1 = pos (positive) or s2 = neg (negative). The agent’s
goal is to select the most appropriate action from the following three actions: a1 =

3We can also define the reward function as (R : S → R) or (R : S × A × S → R) or (R :
S×A×S×Z → R). However, the first definition is sufficient and does not change the fundamental
properties of the framework.
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comfort , a2 = check , and a3 = encourage. The comfort action is expressed by saying
“I am sorry that you feel bad about the last question". The check action is the agent
action to infer the user’s affective state from outcome of an affect recognition module
assumed to be available. The encourage action is expressed in the verbal form such
as “Very good!" or “Well done!". If the agent knows exactly the user’s true affective
state, the action selection problem is trivial. The agent just selects the encourage
action when the user’s affective state is positive and the comfort action otherwise.
Unfortunately, the user’s affective state cannot be directly observed. Therefore, the
agent must sometime use the check action to infer the user’s affective state.

A POMDP model for this problem is represented by: (i) S = {s1, s2} = {pos,neg},
(ii) A = {a1, a2, a3} = {comfort , check , encourage}, and (iii) Z = {z1, z2} = { ˜pos, ˜neg}.
The transition function, observation function, and reward function are shown in Ta-
ble 2.5. All transition and observation probabilities are handcrafted based on the
common sense knowledge from the tutoring domain and affect recognition literature.

P (s′|a, s) P (z′|a, s′) R(s, a)
a s s′ = pos s′ = neg s′ z′ = ˜pos z′ = ˜neg s r
comfort pos 0.80 0.20 pos 0.5 0.5 pos -10

neg 0.30 0.70 neg 0.5 0.5 neg 10
check pos 0.90 0.10 pos 0.9 0.1 pos -1

neg 0.10 0.90 neg 0.1 0.9 neg -1
encourage pos 0.95 0.05 pos 0.5 0.5 pos 5

neg 0.05 0.95 neg 0.5 0.5 neg -10

Table 2.5: Transition function, observation function, and reward function for the
empathic dialogue agent

The transition probability distribution in Table 2.5 is based on the following in-
tuition. The user’s affective state is dynamic and might change even without direct
intervention from the agent. Therefore, when the agent selects the check action,
which does not directly influence the user, the user’s affective state might change
from positive to negative or vice versa with probability 0.1. If the user is in a pos
state, and the agent selects the encourage action which is the right one, the user,
therefore, remains in a positive state with a high probability (0.95). Vice versa, if
the user is in a neg state, the encourage is not appropriate and therefore, the chance
that the negative state remains is high (0.95). Similarly, if the user’s affective state is
negative, the comfort action is appropriate and therefore the probability of changing
to the positive state is higher than the check action.

When the agent selects the check action, it can infer the user’s affective state
with a 90% correctness (Table 2.5). The correctness rate here is interpreted as the
classification accuracy of the affect recognition module as described in Section 2.4.1.
When the agent selects encourage or comfort action, the observation probabilities are
equally distributed.

Reward values are specified by the designer. They represent what the designer
wants the agent to achieve, not how the designer wants it achieved [163, pg. 57].
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In this example, we want the agent to select an appropriate action given uncertainty
about the user’s affective state. When the user’s affective state is positive, the encour-
age action is appropriate and therefore receives a positive reward. When the user’s
state is negative, the comfort action is appropriate and a positive reward is assigned
for this action. When the agent selects check action, it incurs a small negative reward
and in return the agent is more certain about the user’s current affective state.

2.5.3. Computing belief states

The state of the user cannot be directly observed. Therefore, in order to select good
actions, the agent needs to maintain a complete trace of all the observations and
actions that have happened so far. This trace is known as a history4. It is formally
defined as:

Ht+1 := {A0, Z1, ..., Zt, At, Zt+1}, (2.7)

Astrom [10] showed that history Ht+1 can be summarized via a belief distribution. A
belief distribution is exactly the belief state of the agent.

Bt+1(s′) = P{St+1 = s′|B0,Ht+1}, (2.8)

Assuming the Markov property and using Bayes’ rule, Equation 2.8 is transformed
to the following equation (see the proof in Smallwood and Sondik [155], Appendix A):

Bt+1(s′) = P{St+1 = s′|Zt+1 = z′, Zt = a,Bt = b} (2.9)

Formally, let the belief space B be an infinite set of belief states. A belief state
b ∈ B is encoded as a |S|-dimensional column vector (b1, b2, ..., b|S|)T , where each
element bi = b(si) is the probability that the current state of the environment is si,
bi ≥ 0, ∀i ∈ [1, |S|], and ∑|S|

i=1 bi = 1. Geometrically, a belief state is a point in a
(|S| − 1)-dimensional belief simplex.

Concretely, the agent starts with an initial belief state B0 = b0. At time t, the
agent’s belief is Bt = b, it selects action At = a and sends this to the environment.
The state changes to St+1 = s′. State St+1 cannot be directly observed and the
agent only gets observation Zt+1 = z. The agent also receives a reward Rt = r, the
value of which depends on the actual values of state s and agent’s action a. At this
moment the agent needs to update its belief state Bt+1 = b′ given known values for
b, a, z. Starting from Equation 2.9, b′(s′) is computed using the basic laws from the
probability theory as follows:

4In a dialogue management context, this trace is the dialogue history
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b′(s′) = P (s′|z, a, b)

=
P (z|s′, a, b)P (s′|a, b)

P (z|a, b)

=
P (z|s′, a)P (s′|a, b)

P (z|a, b)
, (Zt+1 and Bt are independent)

=
Pa

s′z
∑

s∈S P (s′|a, b, s)P (s|a, b)
P (z|a, b)

=
Pa

s′z
∑

s∈S P (s′|a, s)P (s|b)
P (z|a, b)

=
Pa

s′z
∑

s∈S Pa
ss′b(s)

P (z|a, b)

=
Pa

s′zT
a
s′b

P (z|a, b)
,

= ηPa
s′zT

a
s′b,

(2.10)

where T a
s′ is a |S|-dimensional row vector:

T a
s′ =

(
Pa

s1s′ , ...,Pa
s|S|s′

)
, |S| is the number of elements of S.

η = 1/P (z|a, b) is a normalizing constant, independent of state s′.
The belief state b′ is represented as

b′ = ηW a
z b (2.11)

where W a
z is a |S| × |S| matrix,

W a
z =




Pa
s1zPa

s1s1
Pa

s1zPa
s2s1

... Pa
s1zPa

s|S|s1

Pa
s2zPa

s1s2
Pa

s2zPa
s2s2

... Pa
s2zPa

s|S|s2

... ... ... ...
Pa

s|S|zPa
s1s|S| Pa

s|S|zPa
s2s|S| ... Pa

s|S|zPa
s|S|s|S|


 (2.12)

The agent-environment interaction process for planning horizon T is shown in
Figure 2.11a. When T > 1, the interaction process can be represented as a DBN as
in Figure 2.11b.

Let us now illustrate the belief monitoring process of the empathic dialogue agent
example where the agent selects an action randomly (e.g. at the beginning of the
learning process). At the beginning, the agent starts with a uniform belief state
B0 = (0.5 0.5)T . The agent selects a random action, let say A0 = check and receives
an immediate reward R0 = −1 and an observation Z1 = ˜pos. The belief state B1 is
computed as follows:

B1 = ηWA0
Z1

B0

From Equation 2.12 and Table 2.5, we have:

WA0
Z1

=
[ PA0

s1Z1
PA0

s1s1
PA0

s1Z1
PA0

s2s1

PA0
s2Z1

PA0
s1s2

PA0
s2Z1

PA0
s2s2

]
=

[
0.9× 0.9 0.9× 0.1
0.1× 0.1 0.1× 0.9

]
=

[
0.81 0.09
0.01 0.09

]
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S0 S1 St-1 St SΤ-1

Z1 Zt-1 Zt ZΤ-1

A0 A1 At-1 At AΤ-1

R0 R1 Rt-1 Rt RΤ-1

... ...

time 0 time 1 time t-1 time t time Τ-1

(a)

St-1 St

Zt-1 Zt

At-1 At

Rt-1 Rt

time t-1 time t

(b)

B0 B1 Bt-1 Bt BΤ-1 Bt-1 Bt

Figure 2.11: (a) Bayesian network representation illustrating the agent reasoning
process in T steps, (b) Equivalent dynamic Bayesian network representation (T > 1).
The shaded nodes are hidden, the clear nodes are observable. The dashed nodes
(i.e. belief nodes) are shown to clarify how the system updates its internal beliefs
and selects actions. In the actual implementation, these nodes are derived from the
hidden nodes.
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Substitute the computed value WA0
Z1

to Equation 2.5.3 we have:

B1 = η

[
0.81 0.09
0.01 0.09

] [
0.5
0.5

]
= η

[
0.45
0.05

]

Normalize B1 so that B1(s1) + B1(s2) = 1 we have B1 = (0.9 0.1)T . Note that we do
not need to compute η.

Now starting with B1, the agent selects a random action, let say A1 = encourage.
It receives an immediate reward R1 = 5 and an observation Z2 = ˜pos. Similarly, we
can easily compute B2 from B1, A1, Z2. It will result in:

B2 =
[

0.86
0.14

]

2.5.4. Finding an optimal policy

A policy is a function:
π(b) −→ a, (2.13)

where b is a belief state and a is the action chosen by the policy π.
An optimal policy π∗ is a policy that maximizes the expected cumulative reward:

π∗ = argmaxπE

[ ∞∑
t=0

γtRt

]
, (2.14)

where Rt is the reward when the agent follows policy π.
We define value functions Vi : B → R. Vn(b) is the maximum expected cumulative

reward when the agent has n remaining steps to go. Its associated policy is denoted
by πn. When the agent has only one remaining step to go (i.e. n = 1), all it can do
is to select an action and send it to the environment, we have:

V1(b) = max
a∈A

∑

s∈S

R(s, a)b(s)

= max
a∈A

rab,
(2.15)

where ra is a row vector, ra =
(
Ra

s1
, ..., Ra

s|S|

)
.

When the agent has n remaining steps to go (n > 1), the value function Vn is
defined inductively as [155]:

Vn(b) = max
a∈A

[
rab + γ

∑

z∈Z

P (z|a, b)Vn−1(bz
a)

]
(2.16)

where bz
a is the belief state of the agent after selecting action a, and the observation

of the environment change to z.
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When n →∞, the optimal value function for the infinite-horizon case is denoted
by V ∗. Puterman[131, Theorem 6.9] proved that Vn converges to V ∗ when n goes to
infinity. Therefore, from Equation 2.16 we have:

V ∗(b) = max
a∈A

[
rab + γ

∑

z∈Z

P (z|a, b)V ∗(bz
a)

]
(2.17)

For any positive number ε, the policy πn is ε-optimal if

V ∗(b)− Vn(b) ≤ ε for all b ∈ B. (2.18)

Equation 2.16 is used to develop an important type of algorithms called Value
Iteration (VI) (Section 2.6). Value iteration is an algorithm for finding ε-optimal
policies. It is terminated when [131]:

sup
b
|Vn(b)− Vn−1(b)| ≤ ε(1− γ)

2γ
, (2.19)

where sup |X| stands for supremum norm of set X. The left part of Equation 2.19 is
called the Bellman residual.

Because there are an infinite number of belief states, we cannot compute Vn−1

directly for each belief state b. Sondik [158] proved that Vn−1 can be represented
through a finite set of α-vectors Γn−1 = {α1, ..., α|Γn−1|}, where each vector α ∈ Γn−1

is a |S|-dimensional row vector (also called a hyperplane, hereafter it is called an
α-vector), and

Vn−1(b) = max
α∈Γn−1

αb (2.20)

Therefore, from Equations 2.11 and 2.20 we can rewrite Equation 2.16 as

Vn(b) = max
a∈A

[
rab + γ

∑

z∈Z

P (z|a, b) max
α∈Γn−1

αbz
a

]

= max
a∈A

[
rab + γ

∑

z∈Z

P (z|a, b) max
α∈Γn−1

α
W a

z b

P (z|a, b)

]

= max
a∈A

[
rab + γ

∑

z∈Z

max
α∈Γn−1

αW a
z b

]

= max
a∈A

[
rab + γ(max

l1
αl1 .W

a
z1

b + ... + max
l|Z|

αl|Z|W
a
z|Z|b)

]

= max
a∈A

[
rab + γ max

l1
... max

l|Z|
(αl1W

a
z1

b + ... + αl|Z|W
a
z|Z|b)

]

= max
a∈A


rab + γ max

l1
... max

l|Z|

|Z|∑

k=1

αlkW a
zk

b




= max
a∈A

max
l1

... max
l|Z|


ra + γ

|Z|∑

k=1

αlkW a
zk


 b,

(2.21)
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where l1, l2, ..., l|Z| ∈ [1, |Γn−1|].
The set Γn can now be generated from set Γn−1 by the following update:

Γn ← α′ = ra + γ

|Z|∑

k=1

αlk .W a
k ,∀a ∈ A,αlk ∈ Γn−1, (2.22)

where n ≥ 1 and Γ1 = {ra1 , ra2 , ..., ra|A|}.
Finding the optimal policy (for planning horizon T = n) is now considered as

solving a set of |A||Γn−1||Z| linear constraints derived from Equation 2.21. To gain
the computational tractability, it is necessary to keep only the vectors that contribute
to the optimal value function because the number of α-vectors generated from Equa-
tion 2.22 is very large. We distinguish two types of α-vectors: useful vectors and
extraneous vectors [190]. A vector α ∈ Γn is useful5 if:

∃b ∈ B : αb > α′b, for all α′ ∈ Γn − α (2.23)

A vector α′ ∈ Γn that does not satisfy Equation 2.23 is an extraneous vector. A
set Γn that is composed of useful vectors is called a parsimonious set [188]. From
Equation 2.20 it is obvious that we can safely remove all the extraneous vectors from
the set Γn. Monahan [112] proposed a procedure to remove extraneous vectors by
solving the following linear program for each α ∈ Γn:

variables: x, bi, ∀i ∈ [1, |S|]
maximize x

subject to constraints: b(α− α′) ≥ x; ∀α′ ∈ Γn &
|S|∑

i=1

bi = 1

(2.24)

If x < 0, remove α from Γn.
When the set of useful α-vectors Γn is found. The agent’s action â is determined

as â ← α̂6, where
α̂ = argmax

α∈Γn

αb (2.25)

Let us again illustrate the process of finding the optimal policy for the empathic
dialogue agent example with the discount factor γ = 0.95. For n = 1, we have

Γ1 =





α1,

α2,

α3





=





ra1 ,

ra2 ,

ra3





=





(-10 10),
(-1 -1),
(5 -10)





(2.26)

All vectors of the set Γ1 are useful vectors (see Fig. 2.12a). Apply Equation 2.20, we

5Assume that the identical vectors in Γn are merged.
6Because each α-vector is associated with only one action, see Equation 2.22
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have
V1(b) = max

α∈Γ0
αb

=





−10b1 + 10b2 if 0.00 ≤ b1 ≤ 0.55,

−1 if 0.55 < b1 ≤ 0.60
5b1 − 10b2 if 0.60 < b1 ≤ 1.00,

(2.27)

where b2 = 1− b1.
For n = 2, Γ2 is composed of |A||Γ1||Z| = 27 vectors generated from Γ1 as follows:

Γ2 =





α′1,

α′2,

α′3,

α′4,

α′5,

α′6,

α′7,

α′8,

α′9,

α′10,

α′11,

α′12,

α′13,

α′14,

α′15,

α′16,

α′17,

α′18,

α′19,

α′20,

α′21,

α′22,

α′23,

α′24,

α′25,

α′26,

α′27





=





ra1 + γα1W
a1
z1

+ γα1W
a1
z2

,

ra1 + γα1W
a1
z1

+ γα2W
a1
z2

,

ra1 + γα1W
a1
z1

+ γα3W
a1
z2

,

ra1 + γα2W
a1
z1

+ γα1W
a1
z2

,

ra1 + γα2W
a1
z1

+ γα2W
a1
z2

,

ra1 + γα2W
a1
z1

+ γα3W
a1
z2

,

ra1 + γα3W
a1
z1

+ γα1W
a1
z2

,

ra1 + γα3W
a1
z1

+ γα2W
a1
z2

,

ra1 + γα3W
a1
z1

+ γα3W
a1
z2

,

ra2 + γα1W
a2
z1

+ γα1W
a2
z2

,

ra2 + γα1W
a2
z1

+ γα2W
a2
z2

,

ra2 + γα1W
a2
z1

+ γα3W
a2
z2

,

ra2 + γα2W
a2
z1

+ γα1W
a2
z2

,

ra2 + γα2W
a2
z1

+ γα2W
a2
z2

,

ra2 + γα2W
a2
z1

+ γα3W
a2
z2

,

ra2 + γα3W
a2
z1

+ γα1W
a2
z2

,

ra2 + γα3W
a2
z1

+ γα2W
a2
z2

,

ra2 + γα3W
a2
z1

+ γα3W
a2
z2

,

ra3 + γα1W
a3
z1

+ γα1W
a3
z2

,

ra3 + γα1W
a3
z1

+ γα2W
a3
z2

,

ra3 + γα1W
a3
z1

+ γα3W
a3
z2

,

ra3 + γα2W
a3
z1

+ γα1W
a3
z2

,

ra3 + γα2W
a3
z1

+ γα2W
a3
z2

,

ra3 + γα2W
a3
z1

+ γα3W
a3
z2

,

ra3 + γα3W
a3
z1

+ γα1W
a3
z2

,

ra3 + γα3W
a3
z1

+ γα2W
a3
z2

,

ra3 + γα3W
a3
z1

+ γα3W
a3
z2





=





(-15.7 13.8),
(-13.325 11.425),
(-13.325 11.425),

(-11.9 9.2875),
(-11.9 9.2875),
(-10.95 9.05),

(-9.525 6.9125),
(-9.525 6.9125),

(-9.0275 -8.6475),
(-8.771 -1.779),

(-8.6 6.6),
(-8.1 4.775),
(-3.55 -1.45),

(-2.2065 -8.8185),
(-1.95 -1.95),

(-1.779 6.429),
(0.25 -6.2),
(0.25 -6.2),

(2.325 -9.075),
(2.5815 -2.2065),

(2.74375 -10.11875),
(2.74375 -10.11875),

(2.7525 6.1725),
(4.05 -10.95),

(6.54375 -14.86875),
(6.54375 -14.86875),

(9.0375 -18.7875)





(2.28)

Six pairs of α-vectors of Γ2 are identical: {α′2, α′3}, {α′4, α′5}, {α′7, α′8}, {α′17, α′18},
{α′21, α′22}, and {α′25, α′26}. After merging these pairs, we have the set of 21 non-
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identical vectors Γ′2. These vectors are represented in Figure 2.12b. Among these 21
vectors, there are only three useful vectors: α′1, α′23, and α′27. Pruning the extraneous
vectors from the set Γ′2 we have a new set of useful vectors Γ′′2 = {α′1, α′23, α′27}.
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Figure 2.12: Representation of α-vectors of (a) Γ1 and (b) Γ′2. Solid lines are useful
vectors. Dashed lines are extraneous vectors. Upper bounds of the solid lines (i.e.
bold lines) are optimal value functions.

We now compute the optimal value function V2(b) as the following.

V2(b) = max
α∈Γ′′2

αb

=





−15.7b1 + 13.8b2 if 0.0000 ≤ b1 ≤ 0.2925
2.7525b1 + 6.1725b2 if 0.2925 < b1 ≤ 0.7989
9.0375b1 − 18.7875b2 if 0.7989 < b1 ≤ 1.0000,

(2.29)

where b2 = 1− b1.
Note that each α-vector is associated with an action (as we can see from Equa-

tions 2.26 and 2.28). Therefore, the action selection problem is equivalent to selecting
an α-vector from a set of useful vectors given the agent’s belief state. For example,
given the initial belief state B0 = {0.5 0.5}, the best action the agent can choose at
the beginning based on V1 is a1 = comfort (correspond to α1) and based on V2(b) is
a3 = encourage (correspond to α′23).

Continuing this process, we obtained two distinctive properties of this problem.
First, Figure 2.13 shows that the number of useful α-vectors does not increase ex-
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ponentially with the number of planning horizons. Indeed, the number of useful
α-vectors is a constant (equal to 13) when T ≥ 26.
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Figure 2.13: Number of useful vectors vs. planning horizon

Second, the optimal value function converges at T = 494 (ε = 10−9). This means
we also obtain the optimal policy for the infinite-horizon case as well when T =
494. The optimal value functions for T = 10, T = 20, and T = 494 are shown in
Figure 2.14.

As mentioned, the optimal value function for the infinite-horizon case V ∗(b) is
equal to V494(b) and is computed as follows:

V ∗(b) ≈ V494(b) =





28.4278b1 + 58.6604b2 if 0.0000 ≤ b1 ≤ 0.1004
35.3949b1 + 57.8826b2 if 0.1004 < b1 ≤ 0.2098
36.1418b1 + 57.6843b2 if 0.2098 < b1 ≤ 0.3502
46.7367b1 + 51.9739b2 if 0.3502 < b1 ≤ 0.4049
47.9208b1 + 51.1681b2 if 0.4049 < b1 ≤ 0.5015
48.4500b1 + 50.6358b2 if 0.5015 < b1 ≤ 0.5355
49.1138b1 + 49.8703b2 if 0.5355 < b1 ≤ 0.7548
49.3500b1 + 49.1432b2 if 0.7548 < b1 ≤ 0.7563
49.3969b1 + 48.9976b2 if 0.7563 < b1 ≤ 0.8319
51.9081b1 + 36.5667b2 if 0.8319 < b1 ≤ 0.8688
53.5840b1 + 25.4671b2 if 0.8688 < b1 ≤ 0.9098
54.5692b1 + 15.5293b2 if 0.9098 < b1 ≤ 0.9553
54.9864b1 + 6.60722b2 if 0.9553 < b1 ≤ 1.0000,

(2.30)
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Figure 2.14: Representation of the optimal value functions for different planning
horizons (a) T = 10, (b) T = 20, and (c) T = 494. Lines are useful vectors. Upper
bounds of these lines (i.e. bold lines) are optimal value functions.

where b = (b1, b2)T and b2 = 1− b1.

The optimal policy can also be represented by a policy graph (Fig. 2.15). A policy
graph is a directed graph where each of the nodes are the agent’s actions and the arcs
are the observations. Each node in the policy graph is associated with an α-vector in
the set Γ. The index i below the action label of each node corresponds to the α-vector
ith in Γ. For example, each index of the policy graph in Figure 2.15 corresponds to
one vector in Equation 2.30. An advantage of using the policy graph as an action
selection function is that the agent does not need to compute its belief state during
the system-user interaction process as described at the beginning of this section.

2.6. Review of POMDP solution techniques

In this section, we present a popular class of POMDP algorithms, called Value Itera-
tion (VI), that are usually used to compute an optimal or near-optimal policy (based
on the literature). Other POMDP algorithms are reviewed in Aberdeen [1], Murphy
[113], Thrun et al. [164]. Section 2.6.1 is about the exact VI algorithms. Section 2.6.2
describes approximate Point-Based Value Iteration (PBVI) algorithms which are used
to compute near-optimal policies for dialogue problems presented in Chapters 5 and 6.
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Figure 2.15: Optimal policy for the empathic dialogue agent represented as a policy
graph. Given the initial belief B0 = (0.5, 0.5)T the start node is check5. Shaded nodes
are unreachable from check5, therefore we can remove them from the policy graph.

2.6.1. Exact value iteration algorithms

In this section, we present three representative algorithms that aim to illustrate core
ideas of the exact VI solution. Algorithm 1 (derived from Eq. 2.16 and 2.19) is a gen-
eral form (i.e., global level) of all exact VI algorithms. Figure 2.16 shows a conceptual
idea of how to compute the Bellman residual r (Alg. 1) for two sets of alpha-vectors
Γ = {α1, α2, α3} and Γ′ = {α′1, α′2}. Further technical details about computing the
Bellman residual is presented in Zhang and Zhang [190]. Algorithm 2, the simplest
algorithm, is used to show the computational complexity issue. Algorithm 3, pruning
extraneous vectors, is an important routine used in many recent algorithms (including
Alg. 2).

Almost all exact value iteration algorithms differ only in the way they compute
the set of useful vectors Γn given the set of useful vectors Γn−1, which is represented
as the update(Γ) function in Algorithm 1. In the following, we discuss them in detail.

Algorithm 2, called Enumeration, is derived from Equations 2.22 and 2.24 in Sec-
tion 2.5.4. It was proposed by Sondik [158] and Monahan [112]. The main idea of the
enumeration algorithm is to use the dynamic programming technique to generate the
set of all α-vectors Γn from Γn−1 and to prune them to get the set of useful α-vectors
using linear programming. This algorithm is inefficient because the step to gener-
ate the set Γn from Γn−1 might be computationally expensive (|Γn| = |A||Γn−1||Z|).



2.6. Review of POMDP solution techniques 39

Algorithm 1: exactVI(Γ0, γ, ε) (Value iteration for POMDPs)
Input: Initial set of vectors Γ0, discount factor γ, and positive number ε
Output: Set of useful vectors Γ
begin

Γ ← Γ0; δ ← ε(1−γ)
2γ ; r ←∞;

while r > δ do
Γ′ ← update(Γ);
r ← maxb∈B,α∈Γ,α′∈Γ′ |α′b− αb|; // See [190] for a proposal to
compute the Bellman residual.
Γ ← Γ′;

return Γ;
end

Figure 2.16: Conceptual idea of how to compute the Bellman residual r in Algorithm 1:
r = max{l1, l2, l3, l4}, where Γ = {α1, α2, α3} and Γ′ = {α′1, α′2}.
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For example, the run-time to solve the 4 × 3 maze problem [120] is more than eight
hours([41], see Table 2.6). This is because, unlike the emphatic dialogue agent prob-
lem, the number of useful α-vectors of the 4×3 maze problem increases quickly in the
planning horizon. The numbers of useful vectors when the planning horizon increases
from 1 to 10 are: 1, 3, 4, 4, 15, 41, 133, 430, 1289, 3593. In consequence, at T = 11,
there is already a very large number of α-vectors (4 × 35936) being generated from
the set of useful vectors Γ10.

Algorithm 2: update(Γn−1) (Enumeration [112, 158])
Input: Set of useful vectors Γn−1

Output: Set of useful vectors Γn

begin
Γn ← ∅;
forall actions a ∈ A do

forall (l1, l2, ..., l|Z|) = (1, 1, ..., 1) to (|Γn−1|, |Γn−1|, ..., |Γn−1|) do
α′ ←

[
ra + γ

∑|Z|
k=1 αlkW a

zk

]
;

Γn ← Γn

⋃
(a; α′);

return Γn ← prune(Γn); // See Alg. 3

end

To alleviate this computational difficulty, Sondik [158] proposed another algo-
rithm, called one-pass, that can generate the set of useful α-vectors Γn directly. In-
stead of generating all α-vectors, the one-pass algorithm only produces a set of useful
vectors. The main idea of the algorithm is explained as follows. It starts with an
initial belief state b. It then finds the useful α-vector for b and the region in which
this vector is dominant. After that, it continues with the start and end points of this
region to find other useful α-vectors. The process is then repeated until no new useful
α-vector is found.

Cheng [44] starts with Sondik’s one-pass idea but opts for less strict constraints.
The linear support algorithm starts with extreme points of the belief space. It then
picks a point, generates the vector for that point, and checks the region of this vector
to see if it is the correct one at all corners (vertices) of the region.

Instead of computing the set of useful vectors Γn directly, Cassandra et al. [40]
first convert the value function Vn to the state-action value function Qa

n for each
action a:

Qa
n(b) = rab + γ

∑

z∈Z

P (z|a, b)Vn−1(bz
a). (2.31)

Then they compute a set of useful vectors Γa
n for Qa

n(b) and prune the extraneous
vectors. See Kaelbling et al. [89] for further details of the algorithm. They also show
that Witness performs better than the previous algorithms for a class of problems
which have a small number of useful α-vectors Γa

n.
Zhang and Liu [189] use a clever pruning technique to further reduce the computa-

tional intractability. Their algorithm, Incremental Pruning(IP), is the most efficient
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Algorithm 3: prune(Γ) (Adapted from [62])
Input: Set of vectors Γ
Output: Set of useful vectors Γ′

begin
Γ′ ← ∅;
while Γ 6= ∅ do

α ← any element in Γ;
if pointwise-dominate(α, Γ) then Γ = Γ− {α};
else

b ← lp-dominate(α, Γ);
if b = nil then Γ = Γ− α else

α ← best(b,Γ);
Γ′ ← Γ′

⋃{α};
Γ ← Γ− α;

end
pointwise-dominate(α, Γ):
begin

forall α′ ∈ Γ do
if αi ≤ α′i, ∀i ∈ [1, |S|] then return true;

return false;
end
lp-dominate(α, Γ):
begin

solve the following linear programs:
variables : x, bi, ∀i ∈ [1, |S|]
maximize: x
subject to the constraints: b(α− α′) ≥ x, ∀α′ ∈ Γ &

∑|S|
i=1 bi = 1

if x ≥ 0 then return b else return nil;
end
best(b,Γ):
begin

max ← −∞
forall α ∈ Γ do

if (αb > max) or ((αb = max) and (α <lex α′)) then
α′ ← α; // <lex denotes lexicographic ordering (see [39,
pg. 67])
max ← αb;

return α′
end
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exact algorithm when compared with previous algorithms. Recent work reported
a number of extensions from the IP algorithm: GIP [41], RR [41], IBIP [62], and
RBIP [63].

Table 2.6 [41] shows the benchmark of some of these exact POMDP algorithms7.
We can see that all these algorithms can only handle problems with a few dozen
states, actions, and observations. As illustrated in Section 2.5.4, the optimal policy is
computed for all belief points in the belief simplex B, many of them are unreachable
from the initial belief state B0. In consequence, the complexity of the exact algorithms
grows exponentially with the planning horizon T (curse of history problem). They,
therefore, are not appropriate for solving realistic dialogue management problems
except toy problems such as the empathic agent example presented in Section 2.5.2.
Fortunately, recent progress in finding approximate algorithms provides some hope
for designing more realistic POMDP-based dialogue management models. We will
discuss these algorithms in the next section.

Specification Time (s)
Problem |S| |A| |Z| Enumeration Witness Incremental Pruning
1D maze 4 2 2 2.2 9.3 2.3

Part painting 4 4 2 1116.9 5608.4 4249.2
Network 7 4 2 >8h 6422.9 1066.6
Shuttle 8 3 5 >8h 1676.7 200.8
4x3 maze 11 4 6 >8h 727.1 346.0
Cheese 11 4 7 >8h 351.8 215.7
4x3 CO 11 4 11 >8h 24.6 22.8

Aircraft ID 12 6 5 >8h 417.0 234.1
4x4 maze 16 4 2 216.7 3226.0 1557.0

Table 2.6: Benchmark of exact POMDP algorithms for small problems (computed on
a Sun SPARC-10 computer) [41]

2.6.2. Approximate value iteration algorithms

The main idea of an approximate point-based VI algorithm is to approximate the
entire belief space by a set of reachable belief points Br starting from the initial belief
point b0 (Alg. 4).

One of the first approximate point-based algorithms, called PBVI, was proposed
by Pineau et al. [128]. PBVI has features distinctive from its previous approximated
algorithms. First, the set of reachable belief states Br is increased gradually during
the run-time. Second, the algorithm is implemented as anytime style. That is to say
the quality of its solution is improved over time. PBVI can find a good solution for the
Tag problem (|S| = 870, |A| = 5, |Z| = 30) [128] in 50 hours. One year later, Spaan
and Vlassis [160, 161] proposed another algorithm called Perseus. Perseus uses a
fixed set of belief points Br. These points are sampled by taking a random-walk into

7The experiments were conducted on a Sun SPARC-10 computer as mentioned in [41].
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Algorithm 4: approximateVI(Γ0, Br, γ, ε) (Approximate VI for POMDPs)
Input: Initial set of vectors Γ0, set of reachable belief states Br, discount

factor γ, and positive number ε
Output: Set of useful vectors Γ′

begin
Γ ← Γ0; δ ← ε(1−γ)

2γ ; r ←∞;
while r > δ do

Γ′ ← update(Γ, Br);
r ← maxb∈B,α∈Γ,α′∈Γ′ |α′b− αb|;
Γ′ ← Γ;

return Γ′;
end
update(Γ, Br)
begin

Γ′ ← ∅;
foreach b ∈ Br do

(a∗, α∗) ← backup(Γ, b);
if (a∗, α∗) /∈ Γ′ then Γ′ ← Γ′

⋃
(a∗; α∗);

return Γ′;
end
backup(Γ, b)
begin

α′a,z ← argmaxα∈Γ αba
z ;

α′a ← ra + γ
∑

z∈Z α′a,zW
a
z ;

return (a∗;α∗) ← argmaxα′a
α′ab;

end
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the reachable belief space, starting from the initial belief state. Perseus was reported
to solve the Tag problem in less than 30 minutes. In (the year) 2005, Smith and
Simmons [157] proposed a new algorithm called HSVI2 which was based on their
HSVI1 algorithm [156]. HSVI2 computes both lower bound and upper bound of the
optimal value function using heuristic search techniques [157]. HSVI2 solved the Tag
problem in only 24 seconds. They also proposed a more complex benchmark problem
called RockSample [157]. HSVI2 can scale to solve a POMDP problem greater than
105 states (RockSample(10,10) with |S| = 102401, |A| = 19, |Z| = 2). The benchmark
of the Tag problem is shown in Table 2.7. In Chapter 5 and Appendix A, we will report
our practical tests for different dialogue management problems using Perseus and
HSVI2. Recent PBVI algorithms that refine the scaling up issue and the performance
are reported in Shani et al. [153], Virin et al. [170].

Method Goal% Reward Time(s) Number of α-vectors
PBVI 59 -9.18 180880 1334
HSVI1 n.a. -6.37 10113 1657
Perseus n.a. -6.17 1670 280
HSVI2 n.a. -6.36 24 415

Table 2.7: Performance comparison of the Tag problem (|S| = 870, |A| = 5, |Z| = 30)

To tackle larger POMDP problems, Poupart has recently implemented an algo-
rithm called Symbolic Perseus. This algorithm, based on Perseus, reduces the dimen-
sionality of α-vectors by using Algebraic Decision Diagrams [12]. Symbolic Perseus
has been used to solve a real-word application where the state space is composed of 50
million states [78]. In Chapter 5 we will discuss in detail how to find a near-optimal
policy for a number of dialogue problems [31, 71, 79].



Chapter 3

Dialogue management for
single-application systems

This chapter is written based on Bui et al. [28]. The work was conducted (at the
Artificial Intelligence Laboratory, Swiss Federal Institute of Technology in Lausanne)
in collaboration with Martin Rajman. The content focuses on the work related to my
own contributions that are stated in Chapter 1.

3.1. Introduction

Building a usable dialogue system is a challenging task. Many approaches to modeling
dialogue have been proposed as described in Chapter 2. However, due to the com-
plexity of the management of spoken language interfaces and their strong dependence
on the interaction context, there is not yet a really generic approach for dialogue
design; each application requires the development of a specific dialogue model. Dia-
logue prototyping, therefore, represents a significant part in the development process
of interactive systems, especially for the ones with a vocal interface. In other words,
there is a strong demand for an efficient rapid prototyping methodology.

This chapter presents a Rapid Dialogue Prototyping Methodology (RDPM) for the
development of dialogue models for single-application systems. A single-application
system is a dialogue system designed to fulfil a particular task from a predefined set
of tasks that are bound to the application1. The general idea underlying the pro-
posed RDPM is that the dialogue model is a frame-based model that can be quite
easily and systematically derived from a relational representation of the application
itself, hereafter called the task model. More precisely, the RDPM consists of five

1A precise definition of the terms application and task is presented in Section 3.2. Two tasks are
belonged to the same application if they are closely related. However, this depends on the designer’s
opinion and requirements about the system underdevelopment. For example, “booking a flight” and
“booking a hotel” might be connected to the same application (e.g., travel booking) or to two different
applications (e.g., flight booking application and hotel booking application).

45
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main consecutive steps: (1) producing a task model for the targeted application; (2)
automatically deriving an initial dialogue model (and the associated dialogue-driven
interface) from the produced task model; (3) using the generated interface to carry
out Wizard-of-Oz experiments (i.e. dialogue simulations) to improve the initial di-
alogue model; (4) carrying out an internal field test to further refine the dialogue
model (reformulation of system messages, improved feedback, etc.), and validate the
evaluation procedure (coherence, understandability); and (5) carrying out an external
field test to evaluate the final dialogue model.

Steps 1, 2, and 3 are the core components of the methodology. They are presented
in detail in Sections 3.2, 3.3, and 3.4, respectively. Steps 4 and 5 are reported else-
where [28, 136]. For the purpose of clarity, we again use the Restinfo system presented
in Chapter 2. A case study of a more complex spoken dialogue system is presented
in Section 3.5.

3.2. Producing the task model

In the RDPM framework, a task is modeled as a frame the slots of which represent the
various attributes that need to be informed for the task to be performed (e.g., [107]).
More precisely, a task is defined as a function the arguments of which correspond
to the above-mentioned attributes and the call to which results in the fulfillment of
the task. An application is seen as a set of functions the user can invoke through
the dialogue-driven interface to perform various functionalities that are provided by
the application. In this perspective, an application is modeled as a set of relational
tables, where the rows correspond to the possible functions (also called “solutions" or
the “targets") and the columns are the attributes needed to uniquely identify each of
the functions, and to invoke them.

In other words, the values of the attributes in a row of the solution table (also
referred to as canonical values or concepts) correspond to the values of the arguments
of the function, the call of which results in the fulfillment of the corresponding ap-
plication functionality. For example, the task model of the RestInfo system can be
represented as a single generic function selectRestaurant(typeOfFood, location,
openingTime, openingDay, priceRange), the attributes of which identify the five
selection features available for the restaurant search. Therefore, the task model of
the RestInfo system is simply a table with five attributes: Type of food, Location,
Opening time, Opening day, and Price range. The rows of these attributes are the
various value combinations of the attributes corresponding to existing restaurants.
At the computational level, the calls to the selectRestaurant() function are imple-
mented in the form of SQL queries to the project database containing the required
information.

Notice that the current version of the RDPM presupposes that the task model
consists of a single relational table, also called the solution table (e.g., Table 3.1).

However, in the case of complex models consisting of several interconnected tables
(for example a main table containing the acceptable value combinations of the main
attributes and several additional tables relating the values present in the main table
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Type of food Location Opening time Opening day Price range
Chinese Museum 11h-22h Mon-Sat Cheap
Italian Center 11h-23h Tue-Sun Average
French Bourg 18h-23h Mon-Fri Cheap

... ... ... ... ...

Table 3.1: Excerpt of the RestInfo solution table

to additional attributes), standard database normalization procedures such as joint
operations can be first applied to transform the original tables into a single large one.

3.3. Deriving the initial dialogue model

A dialogue model is defined as a set of interconnected Generic Dialogue Nodes (GDNs)
(e.g., [18]), where each of the dialogue nodes is associated with one of the attributes
(also called “slots" or “fields”) in the solution table. For any given slot, the role of
the associated GDN is to perform a simple interaction with the user to obtain a valid
value for the associated attribute.

In the architecture that we have selected for implementing our dialogue-driven
interfaces, the processing of the GDNs (i.e. the actual interaction with the user ac-
cording to the specification of the GDNs) is performed by a specific module called the
local dialogue manager. However, this is not sufficient to carry out any real dialogue:
some form of global dialogue management also has to be integrated. For example,
in addition to the definition of the GDNs and the specification of the local dialogue
manager, a branching logic responsible for the management of the global dialogue flow
needs to be specified. In the current implementation, this branching logic is hard-
coded in a specific dialogue management module, called the global dialogue manager.
We assume that the encoded local and global dialogue flow management strategies
are application-independent. In most situations, they lead to an acceptable, though
not always optimal behavior for the system. Consequently, in our approach, dialogue
model design essentially reduces to the application-dependent, declarative specifica-
tion of the GDNs where the encoded dialogue management strategies are being used
without modification for all applications.

In short, a dialogue model consists of two main parts: (1) the application-dependent,
declarative specification of the GDNs; and (2) the application-independent (local and
global) dialogue flow management strategies encoded in the corresponding (local and
global) dialogue manager. Both of these components are described in more detail in
the next sections.

3.3.1. Generic Dialogue Nodes

To deal with the various attributes appearing in the solution table defining the task
model, we consider three main types of GDNs:
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1. Simple GDNs (also called static GDNs) associated with static fields, that is to
say the fields of which the values do not change over time, or only change very
slowly; for example the price range for a given restaurant2;

2. List processing GDNs (also called dynamic GDNs) associated with dynamic
fields, that is to say fields the values of which quickly change in time; for example
the types of food in a selected restaurant;

3. Internal GDNs used to perform the interactions that are required by various
special functions implemented in the dialogue manager (e.g. confirm a selected
solution, start/reset the dialogue, etc.).

As already mentioned, the role of each GDN is to perform a simple interaction
with the user to obtain a valid value for the associated attribute. In this perspective,
the difference between static and dynamic GDNs is that the former expect the user
to provide a value for the associated attribute directly. For example, a static GDN
associated with the “Price Range" attribute might ask a question such as “What price
level are you ready to accept for a meal at the restaurant to be selected?" and will be
expecting an answer containing a value taken from a predefined list of values such as
“Cheap", “Average" or “Expensive". On the other hand, a dynamic GDN will ask the
user to choose from a dynamically computed list of values. For example, a dynamic
GDN associated with the “Type" attribute will generate a list of meal types and ask
the user to indicate the position of their selection in the list. The list processing
GDNs are an important component of the targeted dialogue model as they allow us
to take into account dynamic vocabularies that could not be reliably processed by
simple GDNs because of the limited performance of the speech recognition module in
such conditions.

To realize the interaction for which it is responsible, each GDN contains two main
types of components: prompts and grammars (Figure 3.1).

Prompts

The prompts are the messages uttered by the GDN during the interaction. Several
types of prompts are defined, among which are the main prompt, corresponding to the
initial question asked by the GDN, and the help prompt that is uttered or visualized
if a request for help is expressed by the user. The formulation of the prompts plays
an important role during the dialogue. In particular, it influences the level of mixed
initiative (i.e. the degree of flexibility that the system allows in the interaction). For
instance, a main prompt such as “What can I do for you?" expresses the fact that the
system is ready to accept a quite broad range of user requests, while a more precise
prompt such as “Do you agree to select the Chinese restaurant near the center, yes
or no?" implies a low level of mixed initiative as the user is only expected to answer
with either yes or no.

2Note that prices might be changed quite often, but the values of the price range are usually fixed.
For example, in the Restinfo system, the price range is composed of three values: cheap, average,
and expensive.
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Figure 3.1: Example of a generic dialogue node “Price Range"

Grammars

The role of the grammars is to make a connection between the surface forms appearing
in the natural language utterances made by the user and the canonical values used in
the task model (i.e. the set of values defined for the attributes associated with the
GDNs in the solution table for the application). As such, the grammars represent the
main Natural Language Processing (NLP) elements in the system, and they might
also be used in the speech recognition engine to improve the quality of the recognition.

In addition, the control of the level of mixed initiative is implemented through
the notion of active grammars. that is to say each GDN is associated with a set
of grammars that define the types of answers that are considered acceptable for the
interaction that the GDN is responsible for. For example, the GDN associated with
the “Time" field will be associated with the “Time" grammar (recognizing utterances
such as “at 8 o’clock", “in the afternoon"), but might also be associated with other
grammars such as the “Day" grammar in order to be able to extract, in the case of an
utterance such as “tomorrow evening" not only the time (“evening") but also the date
(“tomorrow"). Eventually, the first of the active grammars is considered as the active
grammar in focus (i.e. the one that will be given precedence in case of ambiguity).

Finally, each GDN is always associated with some specific global grammars such
as the help and repetition grammars. These grammars correspond to Request for Help
and Request for Repetition situations which are mentioned in the next section.

3.3.2. Local dialogue flow management strategy

Each GDN is able to locally process five types of generic situations: (1) OK : the
user answers the question in an acceptable way; (2) Request for Repetition: the user
asks for repetition of the last system prompt; (3) Request for Help: the user does
not know how to answer the question and asks for more explanation; (4) NoInput :
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the user produces no utterance; and (5) NoMatch: the user answers but nothing
useful can be extracted from the produced utterances. Notice that, for the cases
where the user’s answer is ambiguous or uncertain, the ambiguity is handled by the
grammars associated with the GDNs as presented in Section 3.3.1. For example, in
a travel booking application, if the user provides a value (e.g., city name) that might
be belonged to either the Departure GDN or the Destination GDN. A solution for
this case is as follows:

• If one of these two GDNs is in focus, then the value is only assigned to this
GDN3;

• If the two GDNs are active (but not in focus), then the value is assigned to the
GDN coming first in the order defined in the solution table;

• If none of these two GDNs are active, then the value is discarded.

The presented solution to handle the ambiguous and uncertain answer is of course
not optimal. Other recent approaches from the literature are given in [175, chap 4].
A promising solution is to model dialogue as a Partially Observable Markov Decision
Process (POMDP). This will be presented in Chapter 5 and 6.

In the case of the OK situation, control is simply handed back to the global
dialogue manager which applies the global dialogue management strategy for the ac-
tivation of the next GDN. In the other four situations, there is a need to repair the
dialogue, hence, control remains at the GDN level. In these “problematic" cases, the
system operates in the following way: (a) Request for Repetition: the current GDN
is reactivated and its main prompt is played if it is the first request for repetition,
otherwise a reformulated prompt is played; (b) Request for Help: the GDN is reac-
tivated and the associated help prompt is played instead of the main prompt; and
(c) NoInput/NoMatch: the current GDN is reactivated and the NoInput/NoMatch
prompt is concatenated at the beginning of the main prompt.

Notice that, in all cases, there is an upper limit to the number of consecutive times
that a given GDN can be activated. If this limit is exceeded, control is handed back
to the global dialogue manager with an appropriate error message.

3.3.3. Global dialogue flow management strategy

The Global Dialogue Flow Management consists of five complementary strategies:

• a branching strategy (also called branching logic) defining the next GDN to be
activated;

• a dialogue dead-end management strategy to deal with dialogue situations where
no solution corresponds to the request expressed by the user;

• a confirmation strategy to provide the system with validation possibilities for
the values acquired during the interaction;

3There is only one focus GDN at a time.
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• a dialogue termination strategy to define when the interaction with the user
should be terminated (i.e. a solution proposed); and

• a strategy to deal with incoherences (i.e. situations where there are at least two
incompatible values provided by the user).

As already mentioned, all these strategies are encoded in the global dialogue man-
ager and are, therefore, application-independent. These strategies are explained in the
next sections. Additionally, our dialogue manager can work either in system driven
or in mixed initiative mode. We can therefore use the information from the passive
modality (i.e. emotion recognition) to automatically and smoothly alternate between
the two modes to enhance natural communication between the system and the user.

Branching Logic

The proposed branching logic only relies on the fact that the task model is expressed
in the form of a relational table. It consists of the following four steps:

1. Acquire: some canonical values are obtained from the user through the interac-
tion with the current GDN;

2. Filter: the obtained values are added to the set of already acquired ones and
the current solution table is filtered in order to contain only the solutions that
are compatible with the current set of values;

3. Propagate: for the attributes of which all the current solutions have the same
canonical value, the value is propagated, that is to say considered as “implicitly"
acquired for the attribute;

4. Activate: the next “open" attribute (i.e. the first attribute in the current solu-
tion table still associated with a heterogenous set of values) is identified, and
the associated GDN is activated.

For example4:

S1: What do you want to do?
U1: Find a Chinese restaurant near the center.
S2: For Chinese as type of food and center as location, which day of the week?

1. Acquire: The canonical values extracted from the U1 utterance are: Type of
food = “Chinese", Location=“Center" ;

2. Filter: If we assume that the solution table only contains three solutions com-
patible with the above acquired values, after filtering, the current solution table
will reduce to these three solutions, as illustrated in table 3.2.

4In all examples, utterances identified by Si (resp. Ui) correspond to the utterances produced by
the system (resp. the user) in the ith turn.
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Type of food Location Opening time Opening day Price range
Chinese Center Evening Sun Cheap
Chinese Center Evening Sat Cheap
Chinese Center Evening Mon Cheap

Table 3.2: An example of a filtered solution table.

3. Propagate: the value “Cheap" and “Evening" are propagated for the “Price
range" and “Opening time" attributes respectively;

4. Activate: the next “open" attribute is “Opening day" (still active with three
different values); therefore, the associated GDN becomes the new active one
and the question S2 is asked.

Dialogue dead-end management

This strategy is required to deal with cases where the current solution table is empty
(i.e. no solution corresponds to the canonical values acquired from the user). To cope
with dead-end situations, we use the following relaxation strategy:

1. Determine how many solutions are compatible with all the values that have
been explicitly acquired (i.e. not propagated) but one. If the obtained number
of solutions is smaller than or equal to a predefined threshold called the dead-end
management threshold, then provide all the relaxed solutions to the user and
ask him/her to select the desired one. Otherwise, choose one of the attributes
corresponding to a non-zero number of solutions when relaxed;

2. Remove the value associated with the selected attribute, re-propagate from the
remaining ones, and activate a yes/no GDN to get the user’s decision about the
relaxation;

3. If the user agrees with the relaxation, activate the next GDN according to the
standard activation rule, otherwise, go to step 2;

4. If the user rejects all relaxation possibilities, reset the dialogue.

For example:

S1: What do you want to do?
U1: Find a Chinese restaurant near the museum.

At this stage of the dialogue, the system has acquired the canonical values “Chi-
nese" for “Type of food" and “museum" for “Location". If we assume that there is no
Chinese restaurant near the museum, the system is in a dead-end situation. It then
first relaxes “Chinese" and computes the number of solutions (say three) compati-
ble with the unique constraint "Location=museum" and then relaxes “museum" and
computes the number of solutions (say five) compatible with “Type of food=Chinese".
The total number of relaxed solutions is, therefore, eight and:
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• if the dead-end management threshold is greater than or equal to eight, the
system will display/utter these eight solutions and ask the user to select one:

S2: Your selection does not correspond to a possible solution. Please select a
possible solution from the list!

• otherwise, the system will start the relaxation confirmation process:

S2: Your selection does not correspond to a possible solution. Do you agree to
reconsider “museum" as location?

Confirmation

The confirmation strategy is the procedure used during the dialogue to obtain con-
firmation from the user for the values that have been acquired by the system. There
are two complementary approaches:

• Explicit confirmation: the confirmation is obtained by explicitly asking the user;

For example:

S1: Now you can select your restaurant from the list.
U1: I select the first one.
S2: You have selected the first solution. Is that correct?

• Implicit confirmation: the confirmation is induced from the reaction of the user
to an automated confirmation information associated with the next question.

For example:

S1: Which day of the week do you want to go to the restaurant?
U1: Monday.
S2: For Monday as day , what type of food are you looking for?
U2: Chinese.

In this example, the fact that the user did not react negatively to the indication
“For Monday as day,..." is interpreted as an (implicit) positive confirmation.
The underlying hypothesis is that the user would have reacted in a negative way
(by saying something like: “I didn’t say Monday!...") if the proposed choice has
not been correct.

Implicit confirmation usually leads to shorter dialogues and is often considered
as more natural by the user. Explicit confirmation is useful in special cases, such
as the invocation of irreversible actions (e.g. “cancel my reservation in the selected
restaurant").



54 3. Dialogue management for single-application systems

Dialogue termination

The idea behind the dialogue termination strategy is that it might be more efficient,
once a limited set of solutions have been reached through dialogue, to simply dis-
play/utter the solution list and let the user choose the correct one, instead of trying
to continue the dialogue to refine the user request in order to reduce the solution set
to a unique solution. For example, when the user wants to find a restaurant far from
the city, and the number of available restaurants is sufficiently small, the system will
display all the possibilities and ask the user to select a restaurant, instead of asking
for additional selection criteria (e.g. the type of food). To implement such a behav-
ior, a limit on the number of current solutions, called the termination threshold is
defined. The termination strategy then simply corresponds to stopping the dialogue
and switching to explicit solution selection as soon as the current number of solutions
is smaller than or equal to the termination threshold. Once the selection is done, the
task is completed and the dialogue is reset.

Incoherences

This strategy is necessary to deal with the cases where the user provides (at least
two) incompatible values for one or several attribute(s). For example, if the user first
indicates “Monday" for the Day attribute and later on provides the value “Saturday",
an incoherence occurs for this attribute. To deal with such situations, an incoher-
ence prompt, such as, for example: “I am not sure about the day you have provided:
Monday or Saturday. Could you please repeat your choice?" is generated in order to
force the user to make an explicit choice.

The above mentioned incoherence management strategy is only used for incom-
patible values that were all explicitly provided by the user (i.e. “true" incoherences).
If only propagated values are involved, the new value is used to overwrite the old
one. In the remaining cases (propagated against the given or vice versa), a dialogue
dead-end management is triggered.

In the case of several simultaneous incoherencies, only one is processed and all
other new values that lead to incoherences are removed. The rule to choose the
incoherence pair to process is the following:

1. If the current GDN defines a context (i.e. is associated with a specific attribute
on which the current question was focused) and if there is an incoherence asso-
ciated with that attribute, then this incoherence should be processed;

2. Otherwise (e.g. in the case of GDNs corresponding to fully open questions such
as: “What do you want to do?"), the incoherence corresponding to the attribute
associated with the GDN coming first in the order defined in the solution table
should be processed.

Notice that the used incoherence prompts are in fact automatically generated from
prompt patterns (such as “I am not sure about the $attributeName you have provided:
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$attributeValue1 or ...") that contain references to the attribute name and values to
be used.

3.3.4. Generating the initial dialogue model and dialogue-driven
interface

Each attribute in the solution table is associated with a GDN in the dialogue model,
the type (static or dynamic) of which is derived from the type of the attribute. No-
tice that the dialogue model might also contain some GDNs that are not explicitly
associated with an attribute in the solution table. For example, the initial (mixed
initiative) Start GDN as mentioned in 3.3.1.

The generated GDNs are minimalist in the sense that their prompts are auto-
matically generated and that they do not contain any interpretation grammars (or,
possibly, only word spotting grammars limited to the canonical values of the associ-
ated attribute). The generated prompts are produced in a very simple way: if the
attribute to be queried about is X, then the associated question is simply: “What
X?”. Following this trivial generation procedure, we can now produce, as the final
part of our illustration, an example of what could be an interaction between a user
and the automatically generated dialogue model that is described in this section:

S1: What type of food?
U1: French.
S2: For French as type of food, what location?
U2: Center.
S3: For Center as location, what time?
U3: Evening.
S4: For Evening as time, what day?
U4: Tomorrow.
S5: Searching French restaurants near the center on Friday evening, January 31st

In reality, if the generated dialogue model does not contain any interpretation
grammars, it will, in fact, not be able to produce a dialogue, such as the one shown
above, because it will be unable to interpret any of the user’s answers. If the initial
grammars are the automatically generated word spotting grammars, the dialogue-
driven interface is operational, but, for any realistic validation, it will still require
human intervention to replace the missing (or too limited) interpretation grammars.
Validation is then done in the framework of Wizard of Oz (WoZ) experiments as
described in the next section.



56 3. Dialogue management for single-application systems

3.4. Improving the initial dialogue model usingWoZ
experiments

3.4.1. WoZ experiments

A WoZ experiment [70] is defined as a simulation of a human-machine interaction,
during which a user is exposed to a system they believe to be fully automatic, while
a hidden human operator (the wizard) is manually operating (at least) some of the
system functionalities that have not yet been fully implemented (sometimes, no imple-
mentation at all has been done at the WoZ stage and the experiment then corresponds
to a complete simulation) [54, 72].

Within such a setup, the main goal of a WoZ experiment is to provide “realistic"
experimental data about the “true" behavior of the members of some targeted user
group when faced with an automated system for a given application. To this end,
the experimental data are gathered (the experiments are often recorded or filmed)
and analyzed by the system designers, in order to obtain valuable insights to guide
subsequent modeling and implementation decisions [55].

The underlying hypothesis is that it is easier (quicker, cheaper, etc.) to set up
and modify a manually operated simulation than to specify, develop, and modify a
real implementation of a system. While this hypothesis is undoubtedly very often
true, it is, however, important to notice that a WoZ experiment is by no means a
cheap operation. It is not an easy task to convince the user that they are really faced
with a machine when the simulation is in fact operated by a human. All clues that
could reveal the presence or intervention of the wizard must be thoroughly removed.
Thus, actions need to be taken to physically hide the wizard during the interaction
and an interaction interface, even simplified, usually needs to be developed to this
end. Furthermore, the wizard has to undergo a specific training so that they can
consistently behave in a manner that is as convincing as the one the user is expecting
from a machine (no sophisticated inferences, no emotional reactions, no apparent
tiredness, etc.). In addition, it can be quite difficult to guarantee that the behavior
of the simulated system will remain uniform over time (the wizard can be in better
shape one day than the other, they might not consistently remember the provided
instructions to operate the simulation over a longer period of time, etc.) [107].

A WoZ experiment can significantly improve the design of an interactive system
(e.g. the design of the user interface [23]). Indeed, the results of the experiments are
not only used for a first evaluation of the adequacy of the initial decisions (architec-
ture, functions, interface, etc.) of the designers for the targeted system; in addition,
the experimental data gathered during the experiment can also serve, if thoroughly
recorded, as initial and strongly relevant training data for the system.

The general experimental setup of WoZ experiments consisted of a wizard interact-
ing with the user via prerecorded messages. The messages were selected by the wizard
on the basis of dialogue management rules operating on the keywords extracted from
the utterances of the user. The extraction of keywords was performed by the wizard
through a specific interface, the WoZ interface (see section 3.4.2). All user utterances
were recorded.
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3.4.2. The WoZ interface

An interesting and practical solution to increase the ergonomics of the WoZ exper-
iments is to integrate the WoZ capabilities directly into the dialogue development
environment, that is to say in the dialogue manager automatically generated from
the task model.

However, in order to do so, it is necessary to identify precisely the different entry
points into the system that should be effectively provided to the wizard for potential
intervention in system behavior. In the most general case, this might be an extremely
difficult issue, as, in theory, the different dialogue models that can be considered
might be of arbitrarily deep complexity.

In the case of the RestInfo system, however, the dialogue model was sufficiently
simple to allow an alternative approach that did not require modification of the dia-
logue manager.

The dialogue model was completely re-implemented as a set of interconnected
HTML forms, each representing one of the GDNs in the model and the branching
logic was directly implemented in the form of hyperlinks between the HTML forms.

Each of the forms provided the wizard with necessary functionalities to operate the
simulation (the option to play pre-recorded messages containing the various prompts,
the option to store and visualize the various attribute values progressively acquired
from the user during their interaction, the option to decide on what the wizard thinks
the interpretation produced by the GDN grammar should have been, etc.).

As far as the dialogue management was concerned, it fully relied on the wizard
who had to manually select the next active GDN or local processing (help, repetition,
etc.) by clicking on the corresponding hyperlink.

One of the main advantages of this approach was that it made it possible to set
up the WoZ experiment rapidly and at a low cost. However, the fact that the WoZ
experiment was carried out in the form of a pure simulation (i.e. the WoZ environ-
ment was never connected with any of the running versions of the dialogue manager
prototype) made the task of the wizard quite difficult (operating the simulation in
real time appeared to be a task with quite a high cognitive load).

For this reason, we have implemented an extended WoZ interface that relies on
a tighter integration of the WoZ functionalities in the dialogue management environ-
ment. In particular, the WoZ interface now integrates the same dialogue management
strategy as the one implemented in the dialogue manager itself. This allows the wiz-
ard to rely on the system for the dialogue flow management and to fully concentrate
on processing the user utterances (i.e. the transcription and/or the extraction of the
adequate canonical values).

To guarantee an easy production of the extended WoZ interface, we have devel-
oped a WoZ Interface Generator which allows us to automatically create the WoZ
Interface required for a given WoZ experiment (Fig. 3.4). The WoZ Interface Gener-
ator needs two types of input: the solution table and the configuration file containing
the description of the GDNs (i.e. the dialogue model).

The result (i.e. the produced WoZ interface) consists of two main components: an
application-independent library of HTML templates and Java Scripts common for all
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generated WoZ Interfaces, and an application-dependent component corresponding
to a HTML interface, which allows the wizard to simulate the system in the WoZ
experiments.

The main advantage of the WoZ Interface Generator is that it allows a very quick
production of WoZ Interfaces that are simple to use and easy to modify, making it a
very valuable tool for iterative dialogue model improvement.

3.5. Case study 1: the INSPIRE system

The INSPIRE Smart Home system was developed in an EU funded project5. The
final version provides English and German language speech controls over a number
of home devices (lights, TV, video recorder, electronic program guide, blinds, fan,
answering machine) installed in a living room. The system is mixed-initiative. Three
settings have been implemented for the output module: multiple intelligent devices,
a single visible assistant, and an invisible assistant. In the first setting, the speech
output is located near the location of the device, which gives a sense that the user is
communicating directly with the device under control. In the second, a talking head
is shown on the TV screen. It is responsible for operating the devices on behalf of
the user. In the third, the speech output is similar to the second setting except the
assistant is invisible like a “ghost" in the room. The prototype system has been used
by several partners in the project to explore user behavior. In these experiments, the
speech recognition module is usually replaced by a human wizard. A typical dialogue
with the INSPIRE system is shown in Table 3.3.

In the following we discuss the production of the task model, dialogue model, and
the WoZ interface.

Task model The task model is shown in the upper part of Figure 3.2. From
the task model we derive the solution table which is composed of 13 fields: Device
name, Device location, Action name, Type, Day, Time, Main actors, Title, Show ID,
Channel name, User name, Message, and Confirm action. Each row of the solution
table corresponds to an instance of the user’s command. For example, the first row
corresponds to the command “switch on the fan". We use a special character “-" to
denote the value of attributes that are not available for the corresponding command.

Dialogue model The dialogue model is shown in Figure 3.3. The linkage between
nodes is application-dependent and can easily be specified in the XML configuration
file. The bi-directional branches6 indicate what are the other active nodes if a node is
set in focus. For example, if the focus node is “User Name”, the other active nodes are

5IST-2001-32746
6Note that these branches are not the flow of the dialogue as in a finite-state dialogue model

because in a frame-based dialogue model we do not need to represent the dialogue flow explicitly. In
the XML configuration file of our current prototype, it is also possible to specify the branching logic
branches asymmetrically.
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S1 : Welcome to the INSPIRE smart home. What can I do for you?
U1 : What is on TV tonight?
S2 : I understood TV as device, today as day, and evening as time.

What type of show are you looking for?
U2 : Film.
S3 : I understood films as type of show.

Your query has returned several matches.
Please refine your query by selecting people from the list
[A numbered list of people involved in films schedule tonight are shown
on the TV screen]

U3 : Three [corresponding to Tom Cruise who plays in 2 scheduled films]
S4 : [A numbered list of films where Tom Cruise plays is displayed ]

Now you can select your show from the list.
U4 : One.
S5 : What do you want me to do with this?
U5 : Help.
S6 : You can record it or set an alarm before the program starts.
U6 : Record it.
S7 : You can see a summary of your selection on the screen. Is it OK?

[Information about the selected show to be recorded is displayed ]
U7 : That’s right. Thank you.
S8 : May I still help you?
U8 : Dim the light.
S9 : Select a location please?
U9 : Left.
S10 : [the light on the left is dimmed ] May I still help you?
U10 : No, Thank you.
S11 : I will go now. Whenever you need, I will be at your disposal.

Table 3.3: Dialogue excerpt of the interaction between the INSPIRE system and the
user
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Device ID Action ID
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Solution table

Interconnected tables

Figure 3.2: Excerpt of the INSPIRE solution table which is transformed from a set
of interconnected tables. For the purpose of clarity, only eight fields of the solution
table are shown.
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“Device Name” and “Action Name”. Some nodes have fewer branches than the other
because when we merge all relational tables into one big table (i.e. solution table) we
do not need to make connections between nodes, the values of which are irrelevant in
the context of the application. For example, the values of the field “Location” are only
used for lamps, not for the TV. Therefore, there are no connection from “Location”
node to the “Main Actor” node. At the beginning, the system activates the Start
GDN. It then processes the user’s input based on the local and global dialogue flow
management strategies presented in Section 3.3. During the interaction process, the
user can end the dialogue at any time by saying “quit” command. All the current
collected information will be reset. Otherwise, the system will move to the Restart
GDN7 after the task has been completed.

Start

Device 

name
Type

Title

User 

name

Confirm 

action

Stop

Action 

name

Time

ShowID

Channel 

name

Device 

location

Main 

actor

Day
Message

Figure 3.3: Block diagram of the dialogue model for the INSPIRE system

WoZ interface Figure 3.4 shows the first HMTL page of the WoZ interface for
the INSPIRE system. These HMTL pages are automatically generated from the

7This functionality of this node is similar to the Start node.
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solution table and the dialogue model. All the dialogue management functions are
integrated. The wizard can determine either to activate the functions of the dialogue
manager fully or partially depending on the experiment setup. A first WoZ experiment
was conducted using this interface where the Automatic Speech Recognition (ASR)
and Natural Language Understanding (NLU) modules are processed by the wizard.
To enhance the development of a fully automated dialogue system, we have also
implemented a second WoZ interface generator version using Java (Fig. 3.5). The
application-dependent part of the WoZ interface is loaded automatically at the run-
time of the WoZ interface. The Java version also allowed us to integrate different
ASR and Text To Speech (TTS) modules into the WoZ interface in a flexible way.
For example, it took only one working day (i.e. 8 hours) for two persons to build a
Dutch language speech control of the RestInfo system by integrating the SpeechPearl
speech recognition and synthesis modules for Dutch language to our RDPM software.

Figure 3.4: WoZ interface for the INSPIRE system generated automatically by the
WoZ interface generator

3.6. Extending the RDPM for multimodal applica-
tions

The RDPM presented in the previous sections has been developed for spoken dia-
logue systems. In this section, we present the extension of the methodology to build
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Figure 3.5: WoZ interface for the INSPIRE system (Java version)

multimodal dialogue systems.

3.6.1. Multimodal generic dialogue nodes

The generic dialogue nodes presented in Section 3.3.1 are now extended to support
three active modes - text, voice, and gesture - which are used either simultaneously
or independently depending on the configuration of each node. The extended generic
dialogue node is called multimodal GDN or mGDN. The output of an mGDN consists
of semantic pairs of the form (name, value). A local fusion mechanism therefore needs
to be used inside each mGDN to combine the specific output produced by each of
the input modalities and to produce the validated output semantic pairs. We also
further divide the set of mGDNs into groups, where each group is considered as an
object and the mGDNs in the group are attributes of the object. For example, the
First name, Last name, and Function mGDNs belong to the Person group.

The prompts now contain messages and a pointing zone. The messages are either
visualized in the user interface or uttered by the mGDN during the interaction or
both. These messages are combined with the pointing zone (the content of which is
a map, calendar or table depending on the nature of the mGDN) to allow the user to
provide the desired value using keyboard, microphone, mouse click or touch screen.
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3.6.2. Case study 2: The ARCHIVUS system

The extended version of the RDPM has been used to design the ARCHIVUS sys-
tem [102]. It is a multimodal dialogue system that allows the user to access and
retrieve the content of stored multimodal meetings, either through directed search
or browsing. The user can use three input modes - voice, pointing gesture, and text
- to interact with the system. The system uses three output modalities (graphics,
sound, and text) to show the meeting related result to the user as well as multimedia
prompts during the interaction.

The user interface itself can be divided into seven general areas, shown graphically
in Figure 3.6 and explained in detail in Lisowska et al. [102]. In the following, we give
a brief overview of these areas.

Figure 3.6: First design of the ARCHIVUS system [102]

1. Bookcase
The bookcase area serves two primary purposes. The first is to provide an
overview of the entire database to the user. All of the meetings in the database
will be represented as books in the bookcase. The second purpose of the book-
case is to allow the user to browse the database without having to interact with
the search/dialogue engine. It should be kept in mind that browsing can be
done using any of the available modalities, including voice.
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2. Prompt Bar
The prompt bar is used to visually display all prompts from the system. A
“speaker" icon on the right-hand side indicates the availability of speech output.
The user can click on this icon to deactivate and activate the speech output
modality.

3. Function buttons
In the upper right-hand corner of the interface there are four function buttons -
three directly related to the dialogue mode (Reset, Help, and Repeat), and one
system button (Exit). When the Reset button is selected, all of the constraints
that have been accumulated during a dialogue are erased and the system is
reset to accept a new query. The Repeat button enables the user to hear the
last prompt again, in cases where they misheard or misunderstood it. The Help
button provides access to online help which explains the functionalities available
in the interface, while the Exit button quits the ARCHIVUS system altogether.

4. Interactive display area
This area serves three purposes depending on the point of the interaction at
which the user finds themselves; a visual display of the interactive dialogue
mode, a space in which to view a meeting book, and a space in which to view
multimedia elements of the database such as video and accompanying docu-
ments.

5. User input box
The user input box is where the user can either type an information request,
or, in the case of speech input, the results of the speech recognition software
appear. This area effectively allows the user to initiate a natural language driven
directed search, where the user already has some idea of the information that
they are seeking and poses a specific request for information to the system.
Additionally, the microphone icon on the right side of the box indicates the
availability of voice as an input modality.

6. Criteria refinement buttons
In order to help refine a request during the dialogue mode the interface is
equipped with criteria refinement buttons. These buttons, selectable using any
of the three input modalities, help the user refine a particular request.

7. History area
A well-known HCI design principle is that the user should always be able to
follow and backtrack along the path which they used to reach a particular point
in their interaction. To this end we provide the history area, which shows the
user, in iconified and textual form, the constraints that they have imposed in
order to reach their goal. The content of the history will be represented in a
scrollable pane in reverse chronological order.
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3.7. Conclusions

This chapter describes the RDPM for a quick production of frame-based dialogue
models for single-application systems. The practical result shows that an initial di-
alogue model can be developed in several hours for simple applications such as the
RestInfo system. Our dialogue manager is able to handle a wide range of frame-based
dialogue management functions such as branching logic, dialogue dead-end manage-
ment strategy, confirmation strategy, dialogue termination strategy, incoherencies,
strategy defining level of initiative.

We also implemented a WoZ interface generator that allows an automatic creation
of WoZ interfaces. These interfaces are integrated with the dialogue management
library, which facilitate the tasks of the wizard and the operator in a WoZ experiment.

The methodology has been used in several projects. In the Inspire project, the
methodology was used to implement a more complex (than the RestInfo system)
spoken dialogue system that allows the user to operate various devices in the living
room. The strategies for dialogue management have been extended and validated.
Several modifications were made in the core of the dialogue management (e.g. a
cleaner dialogue dead-end management, a more sophisticated processing of the word
spotting grammars, etc.). In addition, functions related with user modeling and
system customization have been integrated. In particular: (1) Reset Patterns that
allow the system to adapt to the behavior of a specific user or population of users by
anticipating their next decisions [132], and (2) Custom Actions that allow the user to
dynamically associate sequences of solutions with a single new solution [29]. The main
goal of these extensions is to reduce the time to perform a task with the interface. The
hypothesis is that these functions will indeed increase the quality of the interaction as
perceived by the user. In the IM2 project, we extended the methodology for the design
of the first version of the ARCHIVUS multimodal dialogue system [102]. This work
provided an important background for a further implementation of the ARCHIVUS
system [4, 43, 110].

3.8. Historical remarks

The RDPM was first proposed by Rajman et al. [134, 135] for implementing finite-
state spoken dialogue models for simple applications such as the RestInfo system.
Based on this framework, we have extended the methodology which allows us to
build frame-based dialogue models for more complex dialogue applications [27, 28] in
a short time. We also proposed and extended the RDPM for the design of multimodal
dialogue management models. A first design of the ARCHIVUS system is described
in [102]. The framework provided an essential infrastrutre for implementing and test-
ing the dialogue management module of the ICIS-CHIM demonstrator (see Chap. 6).
A similar work that focuses on extending the RDPM for multimodal WoZ experiments
is reported in Melichar [109]. The further development of the ARCHIVUS system is
reported in [4, 43, 109, 110].



Chapter 4

Dialogue management for
multi-application systems

This chapter is written based on Bui et al. [30]. We propose a novel approach to
developing multimodal interfaces for multi-application dialogue systems. The targeted
interfaces allow transparent switching between a large number of applications within
one system.

4.1. Introduction

The RDPM presented in Chapter 3 allows us to develop single-application dialogue
systems in a short time. Each system is tailored to a specific application domain such
as flight booking, train time table information, and hotel reservation. Consider the
following example in the crisis management domain:

S1 Welcome to the crisis management support center. What can I do for you?
U1 I want a route description to the Benelux tunnel.
S2 I understood Benelux tunnel as destination. Where are you now?
U2 I am in the police station 1.
S3 The route description from the police station 1 to the Benelux tunnel is

shown on the map. Is it OK?
U3 Yes. Thank you.
S4 What else can I do for you?
U4 Umm, I want to have some information about a patient.

[single-application dialogue system]
S5a Sorry, the system only supports the route navigation tasks.

[multi-application dialogue system]
S5b Seeking for the patient information. What is the patient’s name?

This example shows a clear advantage of the multi-application dialogue system
over the single-application counterpart. Formally, a multi-application dialogue sys-
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tem1 is defined as a dialogue system allowing the user to navigate between a set of
applications where each application is associated with a set of related tasks. Tasks in
each application considered range from simple tasks such as operating a home device
or booking a flight to more complex tasks such as controlling a smart-room or manag-
ing (road) traffic. Notice that the boundary between single-application systems and
multi-application systems is not necessary disjoint. If we consider each application is
composed of only one task and all tasks are related, a single application with multiple
related tasks is then considered as a multi-application. In any case, the methodology
that is going to be presented provides a potential solution for a transparent switching
between these applications (tasks).

In this chapter, we present a generic dialogue modeling methodology for the ef-
ficient production of interfaces for multi-application dialogue systems. The targeted
interface allows transparent switching between a large number of applications within
one system. The approach, based on the RDPM and the Vector Space Model (VSM)
techniques, is composed of three main steps: (1) producing finalized dialogue models
for applications using the RDPM, (2) designing an application interaction hierarchy
based on VSM techniques, and (3) navigating between the applications based on the
user’s application of interest.

These steps are described in Sections 4.2, 4.3, and 4.4 respectively. A scenario
example for producing a dialogue system accessing ten applications in the ICIS domain
is presented in Section 4.5. Possible extensions of the methodology and a recently
related work are discussed in Section 4.6. Section 4.7 summarizes the main points of
the chapter and possible further extensions of the methodology respectively.

4.2. Producing finalized dialogue models for appli-
cations using the RDPM

The finalized dialogue model for each application can be quickly produced using the
RDPM presented in Chapter 3. In the following we discuss in detail the general ar-
chitecture of the multimodal dialogue system corresponding to each single application
produced by the RDPM (Fig. 4.1).

Three input modalities: voice, text and pointing can be used independently or
simultaneously depending on the configuration of the current active mGDN [102].
These inputs are pre-processed by the Natural Language Understanding (NLU) mod-
ules and the Pointer Understanding (PU) module. The outputs from NLU and PU
modules are semantic triples (attribute, value, time-stamp). The fusion manager in-
tegrates the semantic triples received from the NLU and PU modules and sends a set
of integrated semantic triples to the dialogue manager. In the current implemented
version, the fusion manager simply collects the semantic triples based on their time-
stamp relation and forwards them to the dialogue manager.

The dialogue manager encodes the local dialogue flow management strategy and
global dialogue management strategy. Therefore, the input to the dialogue man-

1A similar name that is usually used by the dialogue research community is multi-domain dialogue
system.
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Figure 4.1: Architecture of dialogue systems produced by RDPM

ager is first processed by the local dialogue management strategy as described in
Section 3.3.2.

In the case of the OK situation, control is handed back to the global dialogue
manager which applies the global dialogue management strategy for the activation of
the next mGDN. The dialogue state information (e.g. the current dialogue state, the
active mGDN, etc.) and the recognized semantic triples are updated to the dialogue
state info module and the dialogue history module respectively. When the dialogue
manager gathers enough constraints 2, it sends the request to the action manager, the
application connected with this module performs the task and sends the feedback to
the action manager, the action manager then forwards this feedback to the dialogue
manager. In addition, functions related with user modeling and system customization
have been integrated such as Reset Patterns and Custom Actions. Reset Patterns
allow the system to adapt to the behavior of a specific user or population of users by
anticipating their next decisions. The idea is to develop an intelligent reset algorithm
that estimates the most probable values for some mGDN slots in a new dialogue
session according to the previous interactions with the user. Custom Actions allows
the user to dynamically associate sequences of solutions with a single new solution.
The main goal of these two functions is to reduce the time to perform a task with the
interface. The hypothesis is that these functions will indeed increase the quality of
the interaction as perceived by the user. These two functions are described in detail
in Bui et al. [29].

The outputs from the dialogue manager to the visualizer are multimedia prompts
containing messages and a pointing zone update content. The messages are visualized
in the user interface (Prompt Visualizer) and/or uttered by the mGDN during the
interaction (Prompt Synthesizer). The messages are combined with the pointing

2this happens when the number of solutions (extracted from the solution manger) satisfying the
current constraints is smaller than or equal to a pre-defined solution threshold.
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zone update content (the content is a map, a calendar or a table depending on the
nature of the mGDN) to allow the user to provide the desired values using keyboard,
microphone or mouse click/touchscreen.

4.3. Designing an application interaction hierarchy

Applying the RDPM, it is possible to produce n finalized dialogue models M1, M2,
..., Mn from n applications A1, A2, ..., An

3. The question is how to integrate these
applications in one unique system (i.e. multi-application dialogue system).

Vrugt and Portele [172] introduced a dialogue system accessing multiple applica-
tions with a dynamic setup that can be changed at run-time. Their goal is achieved
by implementing an application-independent knowledge processing module inside the
dialogue system based on modular ontological descriptions. They also define a clear
interface between a dialogue system and applications by realizing a generic dialogue
functionality on top of the application independent knowledge processing. This ap-
proach assumes that the user knows exactly which application he is going to interact
with (similar work that uses this assumption is reported in Seneff et al. [152]) and
therefore it is not scalable to the development of dialogue systems with a large number
of applications.

Chu-Carroll and Carpenter [46] developed a call-routing dialogue system using
the VSM techniques. The system allows routing the user’s telephone call to the
right department. Two main modules in the system are the routing module and the
disambiguation module. When the routing module returns more than one candi-
date application, the disambiguation module is invoked. The disambiguation module
determines the number of terms relevant to the user’s request (say n) and uses a YN-
question (n = 1)4 or a WH-question (n > 1) to identify the desired application (i.e.
the department) or transfers the call to the operator (n = 0). The authors do not
view each application as a finalized dialogue model, therefore no further interaction
happens when an application is identified.

We organize applications in an hierarchy since it allows flexible dealing with a large
number of applications [52]. The hierarchy can be created manually or automatically.
When the number of applications is large (hundreds, thousands, or more5), it is
difficult to create the hierarchy manually, therefore an automatic process is suitable
for this case. In our approach, the hierarchy is produced automatically using VSM
techniques and an hierarchical clustering algorithm.

4.3.1. Application interaction hierarchy

An application interaction hierarchy is an m levels hierarchy of n finalized dialogue
models consisting of three types of nodes:

3Each application can have its own set of input modalities as described in Section 3.6
4This case corresponds to two candidate applications. Only one term with disambiguating power

is sufficient to distinguish the right application (see [46, pg. 377] for a further detail).
5We assume that each application is described by an associated textual document and the main

goal is to find out the user’s application of interest
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1. Root (level m): unique node on the top of the hierarchy.

2. Internal nodes (levels from m − 1 to 2): each internal node consists of at least
two child nodes, a child node can be an internal node or a leaf. The hierarchy
accepts lattice nodes (i.e. internal nodes, each of them has more than one father
node).

3. Leaves(level 1): correspond to n applications.

An application interaction hierarchy (n = 10) is represented in Fig. 4.4. Notice that
the application interaction hierarchy is not always fully balanced such that all leaves
are the same distance from the root. The level of an internal node is determined
based on distance from the longest leaf that is originated from this node.

4.3.2. Vector space model for the finalized dialogue models

We assume that each finalized dialogue model of which the production is described
in Chapter 3 is characterized by a textual description of the associated application.
The textual description can be extracted from the mapping tables (cf. Fig. 4.1).
We represent these descriptions by k-dimension vectors d1, d2, ..., dn using the VSM
techniques.

The following paragraph presents the process of producing vectors and computing
the similarity between the textual descriptions of the applications using the standard
VSM technique (in the implementation phase, a suitable VSM and the number of
index terms are selected based on the content of textual descriptions. For example,
in the case where the textual description is a set of sentences, a semantic VSM taking
into account the dependence between terms such as [133] is appropriate):

1. Produce index terms from the textual descriptions
We analyze the textual descriptions using Natural Language Processing (NLP)
techniques (syntactic analysis, morphological & stop words filtering, term ex-
traction) to produce k index terms: t1, t2, ..., tk.

2. Construct occurrence matrix F
A description is represented by a lexical profile:

di = (wi1, wi2, ..., wik), (4.1)

where wij is the weight (or importance) of the jth indexing term tj in the textual
description di. The weight wij is often simply the number of occurrences of tj
in di or the inverted occurrence frequency.

The n× k occurrence matrix F is constructed as follows:

F =




d1

d2

...
dn


 =




w11 w12 ... w1k

w21 w22 ... w2k

... ... ... ...
wn1 wn2 ... wnk
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3. Compute the score (or measure the similarity)
The most common similarity measure for the standard VSM is the cosine of the
angle between the two vectors:

sim(di, dj) = cos(
−→
di ,
−→
dj )

=

∑k
p=1(wip × wjp)√∑k

p=1 w2
ip
×∑k

p=1 w2
jp

.
(4.2)

We use this measure to determine the similarity between two applications, i.e.
the score between Ai and Aj : s(Ai, Aj) = sim(di, dj).

4.3.3. Hierarchical clustering algorithm

From the vectors d1, d2, ..., dn and their similarity computed by Equation 4.2, we
use the hierarchical clustering algorithm [85] to produce the application interaction
hierarchy:

1. Consider each di is a single cluster, we have n clusters. The distance between a
pair of clusters i and j (in this step) is:

D(i, j) = 1− sim(di, dj). (4.3)

2. Find the most similar pair of clusters (i.e. min(D(i, j)) and merge them into a
single cluster, so that we have one cluster less.

3. Compute distances between the new cluster and each of the old clusters.

4. Repeat steps 2 and 3 until all items are clustered into a single cluster of size n.

Step 3 can be done in several ways such as single-linkage, complete-linkage, or
average-linkage clustering [84]. Applying the single-linkage, the formula to calculate
the distance between two clusters C1, C2:

D(C1, C2) = min
i∈C1,j∈C2

[D(i, j)] (4.4)

The output of the presented clustering algorithm is a binary tree (Fig. 4.3), this
tree is transformed to an application interaction hierarchy based on the degree of
similarity between the applications (Fig. 4.4). For example, if a node N1 has two child
nodes (N2, N3) and N2 has two child nodes N4, N5 and [D(N2, N3)−D(N4, N5)] ≤ α,
α is a predefined threshold, then N2 is removed; N4 and N5 become child nodes of
N1.
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4.4. Navigating between applications based on the
user’s application of interest

The system aims to find out the target application with a minimal number of dia-
logue turns. Based on the application interaction hierarchy produced in Section 4.3,
the preliminary experimented work presented in Forler [68], and the textual content
provided by the user, the user-system interaction process is described in detail in the
following algorithm:

1. Start
The system starts with a generic prompt: “What can I do for you?” (similar to
the internal GDN “Start” described in Chapter 3).

2. Active node determination
When receiving a user’s request, the system first represents the request in the
form of a vector q = (q1, q2, ..., qk) using the set of k index terms described
in Section 4.3.2, and then determines the active node on the hierarchy by the
following steps:

(a) Score computation
Compute the similarity between q and d1, d2, ..., dn, we obtain a set of
scores {s1, s2, ..., sn}, where si = sim(di, q).
For example, in Fig. 4.2 we have s1 = 0.85, s2 = 0.9, ..., s10 = 0.15.

(b) Upward propagation
Select the best scores at each level and propagate them upward until the
root is reached.
For example, in Fig. 4.2 we have s1−3 = max(s1, s2, s3) = 0.9.

(c) Downward traversal to determine the active node
Start from the root, compute the difference between two highest score child
nodes, if this difference is below a certain threshold (we call this threshold
the internal node stop threshold ts : (0 < ts ≤ 1)), then stop. If not, go
down to the highest score child node and continue to determine the active
node.
For example, in Fig. 4.2, starting from M1−10, we calculate the difference
between M1−5 and M6−10: dif (M1−5,M6−10) = 0.5, it is greater than
ts = 0.15, then we go down to M1−5, we still have dif (M1−3,M4−5) = 0.2 is
greater than ts then we go down to M1−3, we have dif (M1,M2) = 0.05 < ts
then M1−3 is the active node.

3. Response generation
The active node identified in the previous steps can be a root, an internal node
or a leaf. Two types of response depending on the position of the active node
are:
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Figure 4.2: Determining the active node based on the user’s query

(a) The active node is the root or an internal node
In this case, the functionality of the active node is similar to the list process-
ing GDN described in Section 3.3.1. The system shows a list of application
candidates belonging to the active node and their score is not below the
highest score leaf outside the active node (e.g. in fig. 4.2, M5 is the highest
score leaf outside the active node M1−3). To avoid showing a bulky list to
the user (particularly in case of vocal dialogue), the maximum number of
application candidates is limited by a threshold called the list processing
threshold tl, with tl is a positive integer. The user can determine to go
next (i.e. show the tl following application candidates), previous (i.e.
show the tl previous application candidates), stop (i.e. restart the dia-
logue), up (i.e. move to the upper level on the hierarchy), down (i.e. move
to the highest score child node), or select the desired application.
If the user does not change the active node (i.e he does not use the com-
mand up or down) and after browsing all the applications (belonging to
the active node) he could not find his desired applications, the system tem-
porarily assigns the scores of the browsed leaves to zero and goes back to
step 2b.

(b) The active node is a leaf
The application takes control and interacts with the user as an application-
specific dialogue system. If the user’s request is out of the application
domain, go back to step 2.

An example of the algorithm with n = 10 and tl = 3 is presented in Fig. 4.5 and
explained in detail in section 4.5.
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4.5. Scenario example

This section illustrates, on the global level, the process of developing a dialogue system
accessing 10 applications in the ICIS domain using three steps presented in the pre-
vious sections. The applications are: car route navigation (A1), air route navigation
(A2), traffic lanes (A3), map and fire management (A4), tunnel sensors management
(A5), weather forecast (A6), virtual control room (A7), road surface temperature
monitoring (A8), patient information search (A9), and medical worker verification
(A10).

Step 1 Applying the RDPM, we produce the finalized dialogue models: M1,M2, ..., M10.

Step 2 From the finalized dialogue models, we create the application interaction
hierarchy (cf. Fig. 4.4). Finalized dialogue models for the root and internal nodes
are the list processing mGDNs produced by the RDPM. The role of each node is to
select a subset of the applications belonging to it, for example the role of M1−3 is to
select a subset of {A1, A2, A3}.

M1 M9M8M7M6M5M4M3

M1-3

M4-5

M6-8

M9-10

M1-5 M6-10

M1-10

M2 M10

M1-2 M6-7

Figure 4.3: Binary tree
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M1-3 M4-5 M6-8 M9-10

M1-5 M6-10

M1-10

M2 M10

A1 A10A9A8A7A6A5A4A3A2

Figure 4.4: Application interaction hierar-
chy

Step 3 An example of the system-user interaction is presented in Fig. 4.5. The
“Start” mGDN sends the system’s prompt S1 to the user. According to the content
of the user’s prompt U2, the active node M1−3 is determined. M1−3 asks the user
to select an application from the list {A1, A2, A3} (all three applications are shown
because tl = 3). Based on the user’s answer in U4, M1 is activated. In steps from 5 to
k−1, M1 interacts with the user as an application-specific dialogue system. In step k,
the user’s request Uk is out of M1’s application domain, M1 then forwards Uk to the
system. The system analyzes Uk and activates M9. M9 continues the interaction with
the user and processes the “out of the application domain” case in a similar manner
M1 has done.
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Figure 4.5: Navigating between the applications

4.6. Possible extensions

This section discusses two main possible extensions of the generic dialogue modeling
methodology: crossing-application and task selection.

4.6.1. Crossing-application

The application interaction hierarchy created in section 4.3 can be used to manage
several concurrent applications (i.e. crossing-application). This extension is signifi-
cant when the user wants to simultaneously execute several applications in order to
achieve his goal in an optimal way. For example, in the scenario presented in sec-
tion 4.5, the user’s goal is to find out an optimal route for sending a rescue team
to the disaster site. Suppose that the system contains two applications, the car root
navigation application and the traffic lanes application. Obviously, if the user can
interact with both these applications simultaneously, his goal can be more quickly
satisfied than if he interacts with each application sequentially.

4.6.2. Task selection

In the definition of the application interaction hierarchy in the section 4.3.1, we men-
tioned that each leaf corresponds to an application. In task-oriented dialogues, each
application usually consists of several tasks. We can extend the hierarchy for identi-
fying a task or a set of tasks in an application. To achieve this goal, the hierarchy
will be constructed from the set of tasks in the same way we have done for the set of
applications.
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Recently, Song [159] has proposed a solution for solving the task sharing issue.
First, the application descriptions are merged into a unified application description.
The dialogue model is then constructed based on this unified application descrip-
tion. She also developed software to allow the developers to combine the different
application descriptions semi-automatically.

4.7. Conclusions

We have presented a framework for the development of interfaces for multi-application
dialogue systems. Three important steps in the framework are described and illus-
trated by a scenario example.

Currently, the RDPM software toolkit is available for the development of finalized
dialogue models for single applications. It has been used in two research projects: IN-
SPIRE and IM2.MDM to validate the principle idea of the methodology, and is being
extended for the development of a large number of applications in the ICIS domain.
The practical result shows that from a simple application, we can develop an initial
dialogue model in several hours. The dialogue manager, the most important part of
dialogue prototyping, covers most of the application independent dialogue function-
alities (i.e. branching logic, dialogue dead-end management strategy, confirmation
strategy, dialogue termination strategy, incoherencies, strategy defining level of ini-
tiative, etc.) Therefore, we can re-use the dialogue manager and the other modules
described in section 4.2 for the development of multi-application dialogue systems.

Some initial work toward developing the application interaction hierarchy and
navigating between the applications (sections 4.3 and 4.4) has been analyzed and
implemented (e.g. NLP Pre-Processing Tool, VSM). The multi-application dialogue
system for ICIS domain presented in section 4.5 is currently under development.



78 4. Dialogue management for multi-application systems



Chapter 5

Affective dialogue
management using factored
POMDPs

Part of this chapter is presented Bui et al. [31, 33]. The chapter provides both theoret-
ical and practical insights into applying the POMDP technique for modeling affective
dialogue.

5.1. Introduction

As mentioned in Chapter 1, a challenging issue in the design of an Affective Dialogue
System (ADS) is to infer the user ’s affective state and adapt the system’s behavior
accordingly. This chapter addresses this issue by introducing a dialogue management
system which is able to act appropriately by taking into account some aspects of
the user’s affective state. The computational model used to implement this system is
called the affective dialogue model . Concretely, our system processes two main inputs,
namely the observation of the user’s action (e.g., dialogue act) and the observation
of the user’s affective state. It then selects the most appropriate action based on
these inputs and the context. In human-computer dialogue, building this sort of
system is difficult because the recognition results of the user’s action and affective
state are ambiguous and uncertain. Furthermore, the user’s affective state cannot
be directly observed, and usually changes over time. Therefore, an affective dialogue
model should take into account basic dialogue principles, such as turn-taking and
grounding, as well as dynamic aspects of the user’s affect.

An intuitive solution is to extend the Rapid Dialogue Prototyping Methodology
(RDPM) presented in Chapter 3 by integrating an Affect Recognition (AR) module
and define a set of rules for the system to act given the observation of the user’s
affective state (e.g., using the OCC rules). However, it is not trivial to handle uncer-
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tainty using a pure rule-based approach such as the RDPM. A promising approach
to handle uncertainty is to model the dialogue as a Partially Observable Markov De-
cision Process (POMDP) [142, 177]. We follow this approach to design our affective
dialogue model.

In this chapter, we first introduce basic components of an ADS. Second, we give an
overview of POMDP techniques and their applications to the dialogue management
problem. Third, we describe our factored POMDP approach to affective dialogue
modeling. Finally, we address various technical issues when using state-of-the-art
approximate POMDP solvers to compute a near-optimal policy for a single slot route
navigation application.

5.2. Components of an affective dialogue system

An ADS is a Multimodal Dialogue System (MDS) where the user’s affective state
might be recognized from speech, facial expression, physiological sensors, or combined
multimodal input channels. The system expresses emotions through multimodal out-
put channels such as a talking head or a virtual human. Figure 5.1 shows an archi-
tecture of a speech-based ADS. The speech input is first processed by the Automatic
Speech Recognition (ASR) module and the semantic meaning is then derived by the
Natural Language Understanding (NLU) module. Similarly, the user’s affect is inter-
preted by the AR module and the result is sent to the Dialogue Manager (DM). The
DM processes both inputs from the NLU module and the AR module and produces
the system action and the system’s affective state which are processed by the Natural
Language Generation (NLG) module and the Text To Speech (TTS) module before
sending to the user.

The detailed interaction between the system and the user is described by the
following cycle1. The user has a goal gu in mind before starting a dialogue session
with the system. The user’s goal gu might change during the system-user interaction
process. At the beginning, the DM sends an action as (e.g., informing that the
system is ready or greeting the user) and optionally an affective state es (whether
it is appropriate to show the system’s affective state depends on each particular
application). Action as usually represents the system’s intent and is formulated as a
sequence of dialogue acts and their associated semantic content. The NLG module
processes the tuple < as, es > and realizes a sequence of utterances ws. The tuple
< ws, es > is then processed by the TTS module and the outcome is an audio signal
xs. The signal xs might be corrupted by the environment noise ns and the user
perceives an audio signal x̃s. Based on the perceived signal x̃s, the user infers the
system’s intent ãs and the affective state ẽs. Subsequently, the user maintains a belief
bu about the current system action and affective state. The tuple < ãs, ẽs > might
be different from its counterpart < as, es > due to a misunderstanding by the user
or the corrupted noise ns from the environment or both. Based on the user’s goal
gu and the user’s belief bu, the user forms a communicative action (i.e., intent) au.

1This description is based on a general statistical Dialogue System (DS) framework presented
in Young [182] and our prototype DSs presented in Chapters 3 and 4.
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Figure 5.1: Components of an affective speech-based dialogue system. Bold arrows
show the main flow of the interaction process. Dashed arrows show the links from the
system’s belief state to its individual modules.

Action au might also be influenced by the user’s affective state eu. The user then
formulates a sequence of words wu and articulates a speech signal xu. See Levelt
[97] for further details of the transition from intention to articulation performed by
the user. The acoustic signal xu is processed by both the ASR module and the AR
module (the actual input of these modules is, x̃u, a corrupted signal of xu caused by
the environment noise nu). The output of the ASR module is a string of words w̃s.
This is then processed by the NLU module and the result is the observation of the
user’s action ãu. The output from the AR module (ẽu) and from the NLU module
(ãu) are sent to the DM. The DM selects a next system’s action based on these inputs
and the current system’s belief bs. The process is then repeated.

5.3. Review of the POMDP-based dialogue man-
agement

Section 2.5 explained the basic activity of a POMDP-based dialogue management
system. Young et al. [183] have argued that nearly all existing dialogue manage-
ment systems, especially those based upon the information state approach [165], can
be considered as direct implementations of the POMDP-based model with a deter-
ministic (i.e., handcrafted) dialogue policy. These systems have a number of “severe
weaknesses" such as using unreliable confidence measures, having difficulty coping
with the dynamic changing of the user’s goal and intention. Moreover, tuning the
dialogue policy is labor extensive, based on off-line analysis of the system logs [183].

The first work that applies the POMDP for the dialogue management problem
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was proposed by Roy et al. [142] for building a nursing home robot application. In
this application, a flat POMDP model is used where the states represent the user’s
intentions; the observations are the user’s speech utterances; and the actions are the
system responses. They showed that the POMDP-based DM copes well with noisy
speech utterances, for example their POMDP-based DMmakes fewer mistakes than an
MDP-based DM, and it automatically adjusts the dialogue policy when the quality of
the speech recognition degrades. Zhang et al. [187] extended the Roy model in several
dimensions: (1) a factored POMDP [22] is deployed for the state and observation sets,
(2) the states are composed of the user’s intentions and “hidden system states", (3)
the observations are the user’s utterances and other observations being inferred from
lower-level information of the speech recognizer, robust parser, and from other input
modalities. Williams et al. [178, 179] further extended the Zhang model by adding the
state of the dialogue from the perspective of the user which is hidden from the system’s
view (called user’s dialogue state) to the state set and adding the confidence score into
the observation set. All these approaches have shown that POMDP-based dialogue
strategies outperform Markov Decision Process (MDP) counterparts (e.g., Pietquin
[126]). Furthermore, these strategies cope well with different types of errors in a
Spoken Dialogue System (SDS), especially with ASR errors. Table 5.3 describes
characteristics of these POMDP-based DMs.

Application n, |S|, |A|, |Z| Algorithm Reward function
Nursing home
robot [142]

4, 13, 20, 16 AMDP [141] If the system action is la-
beled as correct : 100, ok : -1,
wrong : -100.

Tour guide [187] 3, 40, 18, 25 QMDP [103],
FIB [76]

If the answer matches user’s
request, the reward is posi-
tive. Otherwise, the reward
is negative.

Travel book-
ing [174]

2, 36, 5, 5 Perseus [161] If the system action & di-
alogue state is ask & not
stated : -1, ask & stated : -
2, ask & confirmed : -3, con-
firmed & not stated : -3, con-
firmed & stated : -1, confirm
& confirmed : -2. If the user’s
goal is determined correctly:
50, incorrectly: -50.

Table 5.1: Characteristics of some POMDP-based dialogue managers (n is the number
of slots)
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5.4. The factored POMDP approach

We represent our affective dialogue model as a factored POMDP [22]. The state set
is composed of the user’s goal (Gu), the user’s affective state (Eu), the user’s action
(Au), and the user’s grounding state (Du) (similar to the user’s dialogue state de-
scribed in Williams et al. [179]). The observation set is composed of the observations
of the user’s action (OAu) and the observations of the user’s affective state (OEu).
Depending on the complexity of the application’s domain, these features can be rep-
resented by more specific features. For example, the user’s affective state can be
encoded by continuous variables such as valence and arousal, and can be represented
using a continuous-state POMDP [24]. The observation of the user’s affective state
might be represented by a set of observable effects such as response speech, speech
pitch, speech volume, posture, and gesture [13].
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Figure 5.2: (a) Standard POMDP, (b) Two time-slice of factored POMDP for the
dialogue manager

Figure 5.2b shows the structure of our affective dialogue model. The features of
the state set, action set, observation set, and their dependencies form a two time-slice
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Dynamic Bayesian Network (2TBN). Implicitly, some assumptions are made in this
model: the user’s goal only depends on the user’s goal in the previous slice and the
system action from the previous slice only influences the user’s emotion, the user’s
action, and the grounding state. We can easily modify this model for representing
other dependencies, for example the dependency between the user’s emotion and the
observation of the user’s action. Parameters pgc, pae, pec, pe, poa, and poe are used to
produce handcrafted transition and observation models in case no real data is available
(e.g., at the initial phase of the system development), where pgc is the probability of
the user goal change; pae is the probability of the user’s emotional change because of
the influence of the system action such as when the system confirms an incorrect user’s
goal (represented by two causal links from the system action and user’s goal to the
user’s affective state); pec is the probability that the user emotion change is due to the
emotion decay and other causes; pe is the probability of an error in the user’s action
being induced by emotion; poa and poe are the probabilities of the observation error
of the user’s action and the observation error of the user’s affective state, respectively.
The reward function is in principle different for each particular application. Therefore
it is not specified in our general affective dialogue model.

Suppose the set of user’s goals has m values which are represented by Gu =
{v1, v2, ..., vm}. The features of S and Z and the action set A are formulated as
follows:

• Eu = {neutral , stress, frustration, anger , happiness, ...}.
Note that we can extend the representation of the user’s emotion by adding
more relevant features into the state space. For example, if the user’s emotion
is described by two dimensions valence and arousal. Eu then becomes a sub-
network with two continuous variables.

• Au = {answer(x), yes,no, ...}, where x ∈ Gu.
The abstract format of Au is userSpeechAct(x), where userSpeechAct is an ele-
ment of the set of the user’s speech acts.

• Du = {notstated , stated , confirmed , ...}.
• OAu = {answer(x), yes,no, ...}, where x ∈ Gu.

The value y ∈ OAu depends on the level of abstraction of the observation of the
user’s action. For example if the observation of the user’s action is sent by the
ASR module, y is the word-graph or N-best hypotheses of the user’s utterance.
In our model, we assume a high level of abstraction for the observation of the
user’s action such as the output from a dialogue act recognition module or the
intention level in the simulated user model [58]. In the latter case OAu has the
same set of values as Au.

• OEu = {neutral , stress, frustration, anger , happiness, ...}.
Similar to the observation of the user’s action, the observation of the user’s
affective state can be represented by a set of observable effects such as response
speech, speech pitch, speech volume, posture, and gesture features [13]. In our
current model, we assume that the observations of the user’s affective states are
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the output of an AR module, and therefore OEu has the same set of values as
Eu.

• A = {ask , confirm(x ), ...}, where x ∈ Gu.
The abstract format of A is systemSpeechAct(x), where systemSpeechAct is an
element of the set of the system speech acts.

For a random variable X, we denote x and x′ as the values of X at time t− 1 and
t, respectively. Based on the network structure shown in Figure 5.2b, the transition
function is represented compactly as follows:

Pa
ss′ = P (g′u|gu)P (e′u|a, eu, g′u)P (a′u|a, g′u, e′u)P (d′u|a, du, a′u). (5.1)

P (g′u|gu) is called the the user’s goal model, P (e′u|a, eu, g′u) is called the user’s emotion
model, P (a′u|a, g′u, e′u) is called the user’s action model, and P (d′u|a, du, a′u) is called
the user’s grounding state model. The observation function is as follows:

Pa
s′z′ = P (ã′u|a′u)P (ẽ′u|e′u), (5.2)

where ã′u ∈ OAu and ẽ′u ∈ OEu. P (ã′u|a′u) is called the observation model of the
user’s actions and P (ẽ′u|e′u) is called the observation model of the user’s emotions.

5.5. User simulation

The DM that we have described is a statistical DM. Dialogue corpora are usually used
to train this type of DMs. However, the (PO)MDP-based DM has a huge number
of states, therefore it is almost impossible to learn an optimal policy directly from
a fixed corpus, regardless of its size [147]. To solve this problem, user simulation
techniques have been used [58, 98, 126, 148, 149]. The main idea is a two-phase
approach. A simulated user is first trained on a small human-computer dialogue
corpus to learn responses of a real user given the dialogue context. The learning DM
then interacts with this simulated user in a trial and error manner to learn an optimal
dialogue strategy. Experimental results show that a competitive dialogue strategy can
be learnt even with handcrafted user model parameters [184, 185]. Recent work also
demonstrated that user simulation can be used for testing dialogue systems in early
phases of the iterative development cycle [3].

Our simulated user model, constructed based on the POMDP environment, is
shown in Figure 5.3. The structure of this model is similar to the structure of the
POMDP model (Fig. 5.2b), except that the state feature nodes (i.e., Gu,Eu, Au, and
Du) in the simulated user model are observable from the user’s perspective.

The process to generate observations of the user’s actions and of the user’s affective
states is as follows: First, the value at−1 from the DM is updated on node A of the
time-slice t− 1, the reward rt−1 is identified from node A of time-slice t− 1. Second,
the user’s goal, affective state, action, and dialogue state are randomly generated
based on the probability distributions of the nodes Gu,Eu, Au, and Du (of time-slice
t), respectively. Third, the network is updated, and the observation of the user’s
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action oaut and affective state oeut are randomly selected based on the probability
distribution of nodes OAu and OEu. The tuple < rt−1, oaut, oeut > is sent back to
the DM.

5.6. Single-slot route navigation example

We illustrate our affective dialogue model described in Section 5.4 by a simulated toy
route navigation example: “A rescue worker (denoted by “the user”) needs to get a
route description to evacuate victims from an unsafe tunnel. To achieve this goal, he
communicates his current location (one of m locations) to the system. The system can
infer the user’s stressed state and uses this information to adapt its dialogue policy.”

In this simple example, the system can ask the user about their current location,
confirm a location provided by the user, show the route description (ok) of a given
location, and stop the dialogue (i.e., execute the fail action) by connecting the user
to a human operator. The factored POMDP model for this example is represented
by:

• S = 〈Gu×Au× Eu×Du〉 ∪ end, where end is an absorbing state.

1. Gu = {v1, v2, ..., vm}
2. Au = {answer(v1), answer(v2), ..., answer(vm), yes,no}
3. Eu = {e1, e2} = {nostress,stress}
4. Du = {d1, d2} = {notstated,stated}

• A = {ask , confirm(v1), ..., confirm(vm), ok(v1), ok(v2), ..., ok(vm), fail},
• Z = 〈OAu ×OEu〉.

1. OAu = {answer(v1), answer(v2), ..., answer(vm), yes,no}
2. OEu = {nostress,stress}

The full flat-POMDP model is composed of 4m2 +8m+1 states, 2m+2 actions, and
2m + 4 observations, where m is the number of locations in the tunnel.

We use two criteria to specify the reward model, helping the user to obtain the
correct route description as soon as possible and maintaining the dialogue appropri-
ateness [179]. Concretely, if the system confirms when the user’s grounding state is
notstated, the reward is −2, the reward is −3 for action fail, the reward is 10 when the
system gives a correct solution (i.e., the system action is ok(x) where x is the user’s
goal), otherwise the reward is −10. The reward for any action taken in the absorbing
end state is 0. The reward for any other actions is −1. Designing a reward model
that leads to a good dialogue policy is a challenging task. It requires both expert
knowledge and practical debugging (see Appendix A).

The probability distributions of the transition function and observation function
are generated using the parameters pgc, pac, pec, pe, poa, poe defined in Section 5.4 and
two other parameters Kask and Kconfirm , where Kask and Kconfirm are the coeffi-
cients associated with the ask and confirm actions. We assume that when the user
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user’s state, action at each time-step are generated from the DBN. Only the obser-
vation of the user’s action, affective state, and the reward are sent to the dialogue
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is stressful, he will make more errors in response to the system ask action than the
system confirm action because in our current model, the number of possible user ac-
tions in response to ask (m possible actions: answer(v1), answer(v2), ..., answer(vm))
is greater than to confirm (2 actions: yes,no).

Concretely, the handcrafted models of the transition, observation and reward func-
tion are described as follows. The user’s goal model is represented by:

P (g′u|gu) =

{
1− pgc if g′u = gu,

pgc

|Gu|−1 otherwise,
(5.3)

where gu is the user’s goal at time t − 1, g′u is the user’s goal at time t, |Gu| is the
number of the user’s goals. This model assumes that the user does not change their
goal at the next time step with the probability 1− pgc.

The user’s stress model:

P (e′u|a, eu, g′u) =





1− pec if e′u = eu and a ∈ X,

pec if e′u 6= eu and a ∈ X,

1− pec − pae if eu = e′u = e1 and a /∈ X,

pec + pae if eu = e1 and e′u = e2 and a /∈ X,

pec − pae if eu = e2 and e′u = e1 and a /∈ X,

1− pec + pae if eu = e′u = e2 and a /∈ X,

(5.4)

where pec ≥ pae ≥ 0, (pec +pae) ≤ 1 and X = {ask , confirm(g′u), ok(g′u)}. This model
assumes that system mistakes (such as confirming the wrong item) would elevate the
user’s stress level.

The user’s action model:

P (a′u|a, g′u, e′u) =





1 if a = a1, e′u = e1, and a′u = a2,

1− p1 if a = a1, e′u = e2, and a′u = a2,
p1

|Au|−1 if a = a1, e′u = e2, and a′u 6= a2,

1 if a = a3, e′u = e1, and a′u = a4,

1− p2 if a = a3, e′u = e2, and a′u = a4,
p2

|Au|−1 if a = a3, e′u = e2, and a′u 6= a4,

1 if a = a5, e′u = e1, and a′u = a6,

1− p2 if a = a5, e′u = e2, and a′u = a6,
p2

|Au|−1 if a = a5, e′u = e2, and a′u 6= a6,
1

|Au| if a = ok(y) or a = fail ,

0 otherwise,

(5.5)

where a1 = ask, a2 = answer(g′u), a3 = confirm(g′u), a4 = yes, a5 = confirm(x),
a6 = no, p1 = pe/Kask, p2 = pe/Kconfirm , x & y ∈ Gu, and x 6= g′u.

The main idea behind this handcrafted user’s action model is explained as follows.
When the user is not stressed, no communicative errors are made. When the user
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is under stress, they might make errors. The probability that the user makes no
communicative errors when the system asks is 1− p1 and when the system confirms
is 1− p2.

The user’s grounding state model handcrafted. It is represented by:

P (d′u|a, du, a′u) =





1 if a = ask, du = d1, a′u = answer(x), and d′u = d2,

1 if a = ask, du = d1, a′u ∈ {yes, no}, and d′u = d1,

1 if a = confirm(x), du = d1, a′u = no, and d′u = d1,

1 if a = confirm(x), du = d1, a′u 6= no, and d′u = d2,

1 if a ∈ {ask , confirm(x)}, du = d2 and d′u = d2,

1 if a ∈ {ok(x), fail} and d′u = d1,

0 otherwise.

(5.6)

The observation model of the user’s actions:

P (ãu|au) =

{
1− poa if ã′u = au,

poa

|Au|−1 otherwise,
(5.7)

where au and ã′u are the user’s action and the observation of the user’s action, respec-
tively. |Au| is the number of the user’s actions. Parameter poa will be the concept
error rate if we consider each user’s action is a distinctive concept.

The observation model of the user’s stress:

P (ẽu|eu) =

{
1− poe if ẽu = eu,

poe

|Eu|−1 otherwise,
(5.8)

where eu and ẽu are the user’s stress state and the observation of the user’s stress
state, respectively. |Eu| is the number of the user’s stress states. Parameter poe can
be considered as the recognition error rate of an affect recognition module used for
the user’s stress detection.

The reward function:

R(s, a) =





0 if s = end,

−2 if a = ask and gu = stated ,

−2 if a = confirm(x) and gu = notstated ,

10 if a = ok(x) and gu = x,

−10 if a = ok(x) and gu 6= x,

−3 if a = fail ,
−1 otherwise.

(5.9)

5.7. Evaluation

To compute a near-optimal policy for the route navigation example presented in
Section 5.6 we use two state-of-the-art approximate POMDP solvers: Perseus2 and

2http://staff.science.uva.nl/ mtjspaan/software/approx/[accessed 2008-05-14]
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ZMDP3. These solvers are implemented based on the Perseus and HSVI2 algorithms
presented in Chapter 2. All experiments were conducted on a Linux server using a 3
GHz Intel Xeon CPU and a 24 GB RAM.

The performance of the computed policy is then evaluated using the simulated
user presented in Section 5.5. The discount factor is only used for the planning phase.
In the evaluation phase the total reward for each dialogue session is the sum of all the
rewards the system receives at each turn during the system-user interaction process
(i.e., γ = 1). There are two reasons for this decision. First, in the dialogue domain,
the number of turns in a dialogue session between the system and the user is finite.
Second, the intuitive meaning of the discount factor (γ < 1) is reasonable for positive
reward values but is not appropriate for negative reward values. For example, it is
less likely that the second confirm action bears a smaller cost than the first one on a
given piece of information provided by the user.

A dialogue session between the system and the user is defined as an episode. Each
episode in the route navigation application starts with the system’s action. Following
the turn-taking mechanism, the system and the user exchange turns4 until the system
selects an ok or fail action (Table 5.2). The episode is then terminated5. Formally,
the reward of each episode is calculated from the user side as follows

Re =
n∑

t=0

Rt(St, At), (5.10)

where n is the number of turns of the episode, the reward at turn t Rt(St, At) is equal
to Ra

s (see Section 2.5) if the user’s state and action at turn t is St = s and the system
action at turn t is a. Note that each turn is composed of a pair of system and user’s
actions except the last turn. Table 5.2 shows an example of a 3-turns episode of the
single-slot route navigation application.

Turn Utterance Reward
1 S1 : Please provide the location of the victims? [ask ] -1

U1 : Building 1. [answer(v1)]
2 S2 : The victims are in the Building 1. Is that correct?

[confirm(v1)] -1
U2 : Yes. [yes ]

3 S3 : Ok, the route description is shown on your PDA.
[ok(v1)] 10

Reward of the episode: 8

Table 5.2: An episode of the interaction between the system and the user

3http://www.cs.cmu.edu/ trey/zmdp/[accessed 2008-05-14]
4Each time step in a formal POMDP definition in Chapter 2 is now considered as a turn.
5Appendix A shows a telephone-based dialogue example where the episode is ended when the

user hangs up.
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The average return of N episodes is defined as follows:

RN =
1
N

N∑
e=1

Re (5.11)

In the following sections, we first present the experiments for tuning three impor-
tant parameters: the discount factor, the number of belief points and the planning
time. Second, we show the influence of the stress to the performance of computed
policies. Third, we compare the performance of the approximate POMDP policies
versus three handcrafted policies and the greedy action selection policy. We then
conduct experiments to address tractable issues.

5.7.1. Parameter tuning

Figures 5.4, 5.5, and 5.6 show the average returns of the simplest instance of the route
navigation problem (3 locations) where the near-optimal policy is computed based on
different values of the discount factor, the number of belief points (only for Perseus),
and the run-time for the planning phase.

Based on the result shown in Figure 5.4, the discount factor value γ = 0.99 is se-
lected for subsequent experiments that will be presented in this chapter. Interestingly,
it turns out that the de facto discount factor value (γ = 0.95) that is usually used
for POMDP-based dialogue problems from the literature (e.g., Williams and Young
[177]) is not a good solution, at least for this example. It is worth noting that the off-
line planning time to get an ε-optimal policy increases monotonically with the value
of the discount factor especially when the convergence threshold ε is small. Perseus
converges to a stable solution quicker than ZMDP6. For example, the time to get an
ε-optimal policy (ε = 0.001) computed using the Perseus solver for γ is equal to 0.9,
0.95, and 0.99 is 7, 17, and 98 seconds, respectively. Meanwhile, the time to get a
similar policy computed using the ZMDP solver for γ is equal to 0.9, 0.95, and 0.99
is 3, 53, and > 106 seconds. However, the time-bounded solution (Fig. 5.4) computed
by both solvers performs well when we conduct the test with our simulated user.

Figure 5.5 shows that a reasonable solution is achieved with the number of belief
points starting from 200. Given a fixed threshold of the planning time, the number
of iterations decreases when the number of belief points increases. That is why the
average return of the case of 10000 belief points is low when the planning time is
limited to 60 seconds. A default number of belief points for all subsequent experiments
is set to 1000.

Figure 5.6 shows that a stable solution is achieved for both Perseus and ZMDP
solvers when the planning time threshold is 60 seconds. ZMDP converges to a good
solution quicker than Perseus (0.5 seconds vs. 60 seconds). For all the subsequent
experiments for the 3-locations case the default threshold for the planning time is

6This comparison is only relative based on our empirical test. The convergence threshold of
ZMDP is the difference between the upper bound and lower bound value functions. On the other
hand, the convergence threshold of Perseus is the difference between the current value function and
the previous one. It is obvious that the convergence threshold of ZMDP is closer than that of Perseus.
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set to 60 seconds. When the number of locations increases both Perseus and ZMDP
need a longer time to get a good solution. For example, for a 10 locations case, the
minimum time for Perseus is 30 minutes and for ZMDP is 10 minutes.
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Figure 5.6: Average return vs. planning time in seconds. Error bars show the 95%
confidence level.

5.7.2. Influence of stress to the performance

Figure 5.7 shows the influence of stress to the performance of two distinctive policies
computed using Perseus: the non-affective policy (SDS-POMDP) and the affective
policy (ADS-POMDP). The SDS-POMDP does not incorporate the stress variable
in the state and the observations set (similar to the SDS-POMDP policy described
by Williams and Young [177]). The ADS-POMDP is our affective dialogue model
described in Section 5.4. The probability of the user’s action error being induced by
stress pe changes from 0 (stress has no influence to the user’s action selection) to
0.8 (the user is highly stressed and acts almost randomly). The average returns of
both policies decreases when pe increases. When stress has no influence on the user’s
action error, the average returns of the two policies are equal. When pe ≥ 0.1, the
ADS-POMDP policy outperforms the SDS-POMDP counterpart7.

7We then assume that the ADS-POMDP policy is better than the MDP policy since Williams
[175] demonstrated that the SDS-POMDP policy outperforms its MDP counterpart.
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probability of the user’s action error induced by stress pe

5.7.3. Comparison with other techniques

In this section, we evaluate the performance of the POMDP DM by comparing the per-
formance of the approximate POMDP policy computed using Perseus (ADS-POMDP)
and four other dialogue strategies: HC1, HC2, HC3 (Fig. 5.8), and the greedy action
selection strategy. HC1 is the optimal dialogue policy when pgc = pe = poa = 0
(the user’s goal does not change; stress has no influence on the user’s action and
there is no error in observing the user’s action i.e., the speech recognition and spoken
language understanding errors are equal to 0). HC1 and HC2 are considered as the
non-affective dialogue strategies since they ignore the user’s stress state. HC3 uses
commonsense rules to generate the system behavior. The greedy policy is a special
case of the POMDP-based dialogue with the discount factor γ = 0 (this strategy is
similar to the one used in two real-world dialogue systems [118, 185]).

As expected, the ADS-POMDP policy outperforms all other strategies (Fig. 5.9).
HC3 outperforms its handcrafted counterparts

5.7.4. Tractability

The ε-optimal policy presented in Sections 5.7.1, 5.7.2, and 5.7.3 is computed for the
simplest instance of the single-slot route navigation example which is composed of
only three locations (m = 3). In reality, even with a single-slot dialogue problem, the
number of slot values m is usually large. Section 5.6 presents a connection between
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Figure 5.8: Three handcrafted dialogue strategies for the single-slot route navigation
problem (x is the observed location): (a) first ask and then select ok action if the
observation of the user’s action ãu is answer (otherwise ask), (b) first ask, then con-
firm if ãu = answer (otherwise ask) and then select ok action if ãu = yes (otherwise
ask), (c) first ask, then confirm if ãu = answer & ẽu = stress and select ok action if
ãu = yes.
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Figure 5.9: Average return of the POMDP policy vs. other policies
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m and the size of the POMDP problem (state, action, and observation sets). For
the single-slot route navigation example, the number of states is a quadric function
of m. The numbers of actions and observations are also a linear function of m. In
this section, we address the POMDP tractable issues by increasing the number of slot
values gradually and trying to compute the ε-optimal policy for each case.

Figure 5.10 shows that a portion of the planning time of the ZMDP solver (time
after first call to the solver) increases exponentially in the dimension of m. A reason-
able policy can only be obtained with m ≤ 45. Perseus scales worse than ZMDP. It
can only handle the problem with m ≤ 15.
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Figure 5.10: Planning time vs. number of slot values

This is because although the approximate PBVI algorithms such as Perseus or
HSVI2 are able to handle the curse of history problem, the curse of dimensionality
(i.e., the dimensionality of α-vectors grows exponentially with the number of states)
remains. Another practical issue is that the size of the optimized POMDP parame-
ter file also increases exponentially in the dimension of m. A recently implemented
POMDP solver, Symbolic Perseus, allows for a compact representation of the POMDP
parameter files. Symbolic Perseus can help to scale the range of solvable problems to
two orders of magnitude compared with the ZMDP solver. As described in Chapter 2,
it was demonstrated to solve a hand-washing problem with the size of 50 million states,
20 actions, and 12 observations. Although this is one of the most complex problems
in the POMDP research community, it is only a toy problem compared with real-
world dialogue problems. For example, the affective dialogue model for the RestInfo
problem presented in Chapter 2 is composed of more than 600 million states and its
spoken counterpart is composed of more than 300 million states.
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5.8. Conclusions

We have presented a factored POMDP approach to affective dialogue modeling and
illustrated our affective dialogue model through a single-slot route navigation exam-
ple. The 2TBN representation allows integration of the features of states, actions,
and observations in a flexible way. We have also shown that even if the observation
is perfect, the expected return of the optimal dialogue strategy depends on the corre-
lation between the user’s affective state and the user’s action. The POMDP dialogue
strategy outperforms four other strategies (three handcrafted and greedy action selec-
tion strategies). Furthermore, the POMDP dialogue strategy copes well with different
types of errors such as the speech recognition error8 and the user’s action error being
induced by stress as shown in Section 5.7.2. However, solving the POMDP problem
(i.e., finding a near-optimal policy) is computationally expensive. Therefore, all cur-
rently developed POMDP dialogue management work is limited to toy frame-based
dialogue problems with the size of several slots (e.g., two slots in Williams and Young
[174], three slots in Zhang et al. [187], and four slots in Roy et al. [142]) (Table 5.3).
Chapter 6 proposes a method to overcome this limitation.

8See the evaluation of two other dialogue problems reported in Appendix A
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Chapter 6

Scaling up: The
DDN-POMDP approach

Part of this chapter is presented in Bui et al. [32, 34]. The DDN-POMDP approach
described in this chapter is an important contribution of the thesis.

6.1. Introduction

In Chapter 5 we showed that Partially Observable Markov Decision Processs (POMDPs)
are an elegant model for designing Affective Dialogue Systems (ADSs). We also ana-
lyzed the limitation of the current state-of-the-art approximate POMDP algorithms.
This approach, therefore, is only applicable for small-scale dialogue problems with
the size of only a few slots and slot values (see Table 5.3). Recently, Williams and
Young [176] proposed a scaled-up POMDP method, called CSPBVI, to deal with the
multi-slot problem. The Dialogue Manager (DM) is decomposed into two POMDP
levels, a master POMDP and a set of summary POMDPs. Each summary POMDP
corresponds to a slot. The optimization or planning step of this method is conducted
off-line by simplifying the user behavior (assuming that when the users are asked
about a certain slot, they only provide a value for that slot) and reducing the size
of the POMDP structure (e.g., approximating the number of values of each slot by
only two values best and rest). However, the affective dialogue model requires a more
complex POMDP structure than that of the spoken counterpart. Compressing the
POMDP structure prevents us to incorporate a rich model of the user’s affect into
the state space and might loose dependencies between the user’s emotion, goal, and
other hidden state variables.

Looking beyond the POMDP framework, another technique to deal with par-
tially observable situations is Dynamic Decision Networks (DDNs). A DDN is an
extension of the Dynamic Bayesian Network (DBN) with decision and utility nodes.
DDNs provide a concise representation for large POMDPs and can be used as in-
puts for any POMDP algorithm such as Value Iteration (VI) and policy-iteration

99
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based algorithms [145, chap. 17]. A special case of the DDNs (selecting actions
based on immediate reward) was used to model real-world dialogue management sys-
tems [118, 185]. DBNs and DDNs are also suitable for use in developing the affective
user model [56, 100, 191].

In this chapter, we propose a novel method to handle multi-slot dialogue problems
without compressing the POMDP structure. Our approach focuses on a real-time
belief update and an on-line action selection for a general probabilistic frame-based
(or slot-filling) Dialogue System (DS)1. The term “probabilistic frame-based" is used
because, instead of keeping track of the slot values provided by the user, the DM
maintains their probability distributions. Each slot is first formulated as a POMDP
and then approximated by a set of DDNs [90]. The approach is, therefore, called the
DDN-POMDP approach. It has two new features: (1) being able to deal with a large
number of slots (with a large number of slot values) and (2) being able to take into
account some aspects of the user’s affective state in deriving the adaptive dialogue
strategies.

In the following, we first describe a general affective dialogue model using the
DDN-POMDP approach. We then present a simulated multi-slot route navigation
example and an evaluation of our method. Finally, we summarize the proposed ap-
proach.

6.2. The DDN-POMDP approach

The main idea of the DDN-POMDP approach is to split the DM into two levels: (1)
the slot level DM and (2) the global DM. The first part is composed of a set of n slots
f1, f2, ..., fn where each slot fi is formulated as a POMDP (called the slot-POMDP
and denoted by SPi). The second part, the global DM, is handcrafted. The global
DM aims to keep track of the current dialogue information state and to aggregate the
system slot actions nominated by the slot-POMDPs. These two parts and the DM
activity process are explained in detail in the next sections.

6.2.1. Slot level dialogue manager

We represent each slot as a factored POMDP [22] where the state set and observation
set are composed of six features similar to the one presented in Section 5.4. The state
set is composed of the user’s goals for the slot i (Gui), the user’s affective states (Eu),
the user’s actions for the slot i (Aui), and the user’s grounding states for the slot i
(Dui). The observation set is composed of the observations of the user’s actions for
the slot i (OAui) and the observations of the user’s affective states (OEu). Two of
these six features (Eu and OEu) are identical for all slots. The action set defines the
system actions for slot i (Ai).

1When designing a frame-based DS, the application is usually formulated by a set of frames, each
frame is composed of a set of relevant slots. The set of frames can easily convert to a set of slots by
using standard database normalization procedures (see Chapter 3).
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Figure 6.1: (a) Standard POMDP, (b) Two time-slice of the factored POMDP for slot
i, where state set S is factored into four features Gui, Eu, Aui, and Dui, observation
set Z is factored into two features OAui and OEu. This figure is similar to Fig. 5.2.
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Let us consider a simple example: “A rescue worker needs to get a route description
to evacuate victims from an unsafe tunnel. To achieve this goal, he communicates the
location of the victims (one of three locations) to the system. The system can infer
the user’s stress state and uses this information to adapt its dialogue policy2”.

The factored POMDP model SPi for this example is represented by:

• S = 〈Gui ×Aui × Eu×Dui〉 ∪ end, where end is an absorbing state.

1. Gui = {v1, v2, v3}
2. Aui = {answer(v1), answer(v2), answer(v3), yes,no}
3. Eu = {nostress,stress}
4. Dui = {notstated,stated}

• A = {ask , confirm(v1), confirm(v2), confirm(v3), ok(v1), ok(v2), ok(v3), fail},
• Z = 〈OAui ×OEu〉.

1. OAui = {answer(v1), answer(v2), answer(v3), yes,no}
2. OEu = {nostress,stress}

We are interested in finding an optimal dialogue policy for our POMDP-based DSs.
One intuitive approach (as presented in Chapter 5) is to compute a near-optimal di-
alogue policy using a good approximate POMDP algorithm and to use the result,
usually in the form of a policy graph or value function (see Section 2.5), for selecting
the appropriate system action. Exact POMDP algorithms such as the Witness [40]
cannot be applied even for the above slot-POMDP because of the computational in-
tractability. However, a good approximate algorithm such as Perseus is only tractable
for a small number of slot values (≤ 15).

Therefore, to maintain the tractability and allow the real-time belief update for
applications having a large number of slot values, we approximate each slot-POMDP
by a k-step look-ahead DDN (denoted by kDDN, k ≥ 0). Conceptually, this ap-
proximation gains the tractability by limiting the number of look-ahead steps (an
infinite-horizon POMDP is equivalent to a kDDN with k = ∞). The kDDN has
(k + 2) slices. The first two slices are similar to the 2TBN shown in Figure 6.1b, the
next k slices are used to predict the user behavior in order to allow the DM to select
the appropriate system action. Because the DM only needs to update its current be-
lief state relevant to the system’s last action, each kDDN (of slot i) can be converted
to a set of DDNs (called action DDNs and denoted by kDDNAs), one for each action
for slot i to simplify the computability in implementing the system. Figure 6.2 shows
a structure of the kDDN and kDDNA (k = 1) used for SPi of our route navigation
example (Section 6.3). The connections from the action nodes to immediate reward
nodes in the next slices are used to model that when a system slot action is selected
that leads to the absorbing end state (such as ok or fail), the reward in all next slices
are equal to zero3.

2This example is an instance of the single-slot route navigation example described in Section 5.6.
3An alternative solution is to add end nodes into the kDDNA (one for each slice) and redirect

the connections from the action nodes to the immediate reward nodes to these end nodes.
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DM can keep track of the last system action, therefore it can update directly on the
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6.2.2. Global dialogue manager

The global DM is composed of two components: the Dialogue Information State
(DIS) and the Action Selector (AS). The DIS component is considered as the ac-
tive memory of the DM. It updates and memorizes the current probability distri-
butions of the user’s goal, the user’s affective state, the user’s action, the user’s
grounding state of all slots, the previous system action, and the recent observa-
tion of the user’s action and affective state. The DIS is formally defined by a tuple
〈P(Gu), P (Eu),P(Au),P(Du), hlsa, a, oau, oeu〉, where:

• P(Gu) is an n-tuple, of which each element i represents the current probability
distribution of the user’s goal for the slot i. Similarly, P(Au) and P(Du) are
n-tuples, of which each element i represents the current probability distribution
of the user’s action and the user’s grounding state for the slot i, respectively;

• P (Eu) is the probability distribution of the user’s affective state;

• hlsa is an n-tuple, of which each element i is the most recent local action nomi-
nated by slot i. The tuple hlsa is used by the AS to determine the global system
action;

• a ∈ A is the previous system action, where A is described in Equation 6.2;

• oau ∈ OAu and oeu ∈ OEu are the recent observations of the user’s action and
affective state. Let F = {f1, f2, ..., fn} be the set of slots, the observation set of
the user’s action is represented by:

OAu = {userSpeechAct(I)}, (6.1)

where I ⊂ F ∪ {(f = x)|f ∈ F, x ∈ Gui}, Eu and OEu are defined in the
previous chapter (Section 5.4).

Table 6.1 shows a snapshot of the DIS component of a 2-slot DS taken from
our current prototype DM. The first slot has two values, the second slot has three
values. The previous system action is askopen. The current observation is oau =
answer(f1 = v1) and oeu = no. Only the probability distributions of the first slot
are updated based on the observation of the user action.

The DM selects relevant kDDNAs based on the last system action a and the recent
observation of the user’s action oau. When a kDDNA for the slot i is selected, the
element i of tuples P(Gu), P(Au), and P(Du) are used to initialize the kDDNAs.

The AS component is responsible for aggregating the system’s slot actions nom-
inated by slot-POMDPs. The system action set generated by the AS component is
represented by:

A = {systemSpeechAct(I), giveSolution(J), stop}, (6.2)

where I ⊂ F ∪ J and J = {(f = x)|f ∈ F, x ∈ Gui}. giveSolution and stop are
two special system actions that lead to the absorbing end state. The giveSolution
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Current user’s goal P (Gu1) = (0.921 0.079)
P(Gu) = 〈P (Gu1), P (Gu2)〉 P (Gu2) = (0.333 0.333 0.333)
Current user’s emotion P (Eu) = (0.917 0.025 0.023 0.022 0.013)
Current user’s action P (Au1) = (0.958 0.035 0.003 0.003)
P(Au) = 〈P (Au1), P (Au2)〉 P (Au2) = (0.2 0.2 0.2 0.2 0.2)
Current user’s dialogue state P (Du1) = (0.006 0.994)
P(Du) = 〈P (Du1), P (Du2)〉 P (Du2) = (1.000 0.000)
Current observation of the user action oau = answer(f1 = v1)
Current observation of the user emotion oeu = no
History of previous system slot actions hlsa = 〈ask ask〉
Previous system action a = askopen

Table 6.1: An example of the DIS for a 2-slot case, slot f1 has 2 values, slot f2 has 3
values.

action aims to provide a solution to the user’s request. The stop action terminates
the current dialogue session.

The AS is heuristic and application-dependent. An example of a set of rules to
select a global system action is described in Section 6.3.2.

The idea of splitting the DM into two levels was inspired by the Rapid Dialogue
Prototyping Methodology (RDPM) (see Chapter 3). The factored POMDP model for
each slot is extended from Williams’s model [179]. Two recent dialogue management
frameworks using DDNs [118, 185] are comparable to the special case of our method
with zero-step look-ahead DDN (k = 0). The DDN-POMDP dialogue manager cur-
rently does not use a confidence score. However, it is straightforward to incorporate
this feature by adding a confidence score variable into the observation set similar to
the one used in Williams’s model.

6.2.3. Dialogue manager activity process

When the DM is initialized, it loads n slot-POMDP parameter files and creates a set
of kDDNAs (|Ai| kDDNAs are created from the slot-POMDP parameter file i). The
entire process of the DM is explained in this section by a cycle of four steps (Fig. 6.3).

• Step 1
When the DM starts, the kDDNAs nominate greedy actions (i.e., actions as-
sociated with highest immediate utilities) to the global DM based on the set
of prior probability distributions specified in the slot-POMDP parameter files.
These actions are combined by the AS. The output is sent to the user (through
the output generation module).

• Step 2
The global DM then receives the observation of the user’s action and user’s
affective state (oau ∈ OAu and oeu ∈ OEu) (sub-step 2.1). The kDDNAs
relevant to oau are activated to compute the next slot action (sub-step 2.2).



106 6. Scaling up: The DDN-POMDP approach

The relevant previous belief and current observation (taken from Z and S) are
then updated to these kDDNAs (sub-step 2.3). The result computed from the
kDDNAs (i.e., the updated probability distributions of the state set, see Fig. 6.3)
is propagated back to the DIS component (sub-step 2.4).

• Step 3
All new actions computed from the selected kDDNAs are updated to variable
hsla. The AS then produces a new system action.

• Step 4
The process repeats from step 2 until the global DM selects either giveSolution
or stop action.
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Figure 6.3: Activity process of the DM. The DIS component is represented by three
nodes Z, S, and A. Node Z is composed of oau and oeu. Node S is composed of
P(Gu), P (Eu),P(Au),P(Du). Node A is composed of hlsa and a.

6.2.4. User simulation

The user simulation model presented in Section 5.5 only works for a single-slot dia-
logue problem. For a multi-slot dialogue problem, the simulated user needs to decide
(probabilistically) which slots are going to be selected given the system action. This
section presents an extension of the single-slot user simulation model (Sec. 5.5) for the
multi-slot dialogue problems. The multi-slot user simulation (Fig. 6.4) is composed
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of a slot selection module, an observation generation module, a global reward func-
tion module, and an n-tuple of DBNs (one for each slot). The slot selection module
determines which slots will be included into the user’s response based on the system
action and a slot probability distribution Psd. Psd can be estimated from a dialogue
corpus as illustrated in Section 6.4.3. The observation generation and global reward
function modules simply combine observations and rewards from the selected slots,
respectively. Note that it is sufficient to generate the observation of the user’s affec-
tive state from the first selected slot. The structure of each DBN (Fig. 6.4) is similar
to the structure of the POMDP model for each slot (Fig. 6.1b), except that the state
feature nodes (i.e. Gui, Eu,Aui, and Dui) in the simulated user model are observable
from the user’s perspective.

The process to generate observation of the user’s actions and affective states is as
follows. First, the value a from the DM is sent to the slot selection module. This
module randomly selects a subset of slots being included in the (user’s) response based
on the probability distribution Psd. If no slot is selected, then the user’s action is
null. Second, the slot action extracted from the DM action a is then updated on
node Ai of the time-slice t− 1, the reward r1 is identified from node Ai of time-slice
t− 1. Third, the user’s goal, affective state, action, and dialogue state are randomly
generated based on the probability distribution of the nodes Gui, Eu, Aui, Dui (of
time-slice t), respectively. Fourth, the network is updated, and the observation of
the user’s action oau′1 and affective state oeu′ are randomly selected based on the
probability distribution of nodes OAui and OEu. The observations and the rewards
are then sent to the observation generation and the global reward function modules.
Other selected slots are processed in the same manner as the first one. Finally, the
tuple < r, oau′, oeu′ > from the observation generation and the global reward function
modules is sent back to the DM.

Our simulated user model is goal-oriented. The user’s action is consistent with the
user’s goal except when the user is stressed, then they might make a communicative
error. The technique used is similar to the Pietquin model which is one of the best
simulated user models [92, 147]. Schatzmann et al. [147] showed that a strategy learnt
with a good user model still performs well when tested on a different user model.
Therefore, we expect that our dialogue policy will still be robust when tested with
different user simulators.

6.3. Multi-slot route navigation example

The hypothetical scenario example to illustrate our proposed DDN-POMDP approach
is as follows: “A serious accident has happened in the Benelux tunnel, Rotterdam,
The Netherlands. A rescue team is sent to the tunnel to evacuate a large number of
victims. The rescue members are currently at n different locations in and around the
tunnel. Each location might have one or more rescuers. The team leader (denoted by
“the user") needs a route description to coordinate with all other team members. He
communicates with the DS to get this information. The system is able to produce the
route description when it knows the n locations of the rescue members. The current



108 6. Scaling up: The DDN-POMDP approach

Simulated user

Gui

Eu

Aui

Dui

Gui

Eu

Aui

Dui

Ai

OAui OEu OAui OEu

time t-1 time t

Ri

Dialogue 

manager

Slot selection

Global 

reward 

function

Observation

generation

...

Selected slot

r1

r2

rm

oau1'

oeu’

oau2'

oaum’

m1 2

Figure 6.4: Simulated user model using DBNs. The user’s state and action at each
time-step are generated from the DBNs. Only the observation of the user’s action
and the user’s affective state, and the reward are sent to the DM. The structures of
slot DBNs are identical, therefore only one DBN is shown.
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situation in the tunnel is very noisy". In this scenario, the user might be in a highly
stressed situation, and can make errors in communicating with the system about the
locations. Therefore, the DM needs to be robust to cope with errors from the user’s
mistakes and the system’s input recognition and fusion modules [26, 66].

The route navigation example in Section 6.3 can be formulated as n slots (f1, ..., fn)
where Gu1 = Gu2 = ... = Gun = V = {v1, v2, ..., vm} (the set of all locations in and
around the tunnel)4. The user’s goal is represented as a function findRoute(g1, ..., gn),
with gi = x, i ∈ [1, n], x ∈ V and gi 6= gj if i 6= j. In a frame-based DS, the user’s
goal states can be simplified as a set of n-tuples 〈g1, g2, ..., gn〉. The user’s affective
states are five levels of the user’s stressed situation: no stress (no), low stress (low),
moderate stress (moderate), high stress (high), and extreme stress (extreme). We
assume that the user only uses a limited set of main actions, that is to say that the
set of user’s speech acts is answer, yes, and no. Note that various combinations of
the user’s speech acts are allowed such as the user can respond no for some slots
and respond answer for other some other slots in one turn. The user’s grounding
state is composed of two values notstated and stated. The set of system’s speech
acts is ask, confirm, ok, fail, giveSolution, and stop. The combination of these speech
acts and the slots and slot values forms a complete system action such as ask(f1) or
confirm(f2 = v3). The two last special system acts (giveSolution and stop) are only
used at the global DM level as being defined in Section 6.2.2. The user’s objective
is to find out the route description for n locations (the locations are known by the
user). The system aims at showing the user the correct route as soon as possible.

6.3.1. Slot level dialogue manager representation

Using the formal formulation described in Section 5.4, the remaining features of slot
fi is represented by Eu = {e1, e2, ..., e5} = {no,low, moderate, high, extreme}, Aui =
{answer(x), yes,no|x ∈ V }, Dui = {notstated,stated},OAui = Aui,OEu = Eu, Ai =
{ask , confirm(x), ok(x), fail |x ∈ V }. The flat POMDP model for this slot (including
a special end state) is composed of 10m2+20m+1 states, 2m+2 actions, and 5m+10
observations, where m is the number of locations in the tunnel.

The reward model for each slot is similar to the reward model of the single-slot
route navigation example presented in Section 5.6 except that when slot i nominates
an incorrect slot value the reward is -50. The high negative reward for selecting the
incorrect slot value (-50) is used to motivate the dialogue manager agent to verify
the information provided by the user when the user’s stress level is high.

The probability distributions for each kDDNA are similar to that of the single-
slot route navigation POMDP model described in Section 5.6 except that the user’s
stress model and user’s action model are a bit different (because the stress variable
Eu is now composed of five values). We also assume that the system action does
not influence the user’s stress. It means that the structure of kDDNAs is simpler.
There are no links from the system action and the user’s goal nodes to the user’s
stress node. This assumption does not circumvent the tractability of the kDDNA

4Our approach is generic and allows slots to have a different set of values
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belief updating process as we will show in Section 6.4.1. Furthermore, we simplify
the kDDNA network structure by pruning the observation nodes in the look-ahead
slices5.

Let c(x) be the cardinal number of the element x in the list X (e.g., c(x) = 1 if
x is the first element of list X), the simplified user’s stress model (assuming that the
system action does not influence the user’s stress) is represented by (we consider set
Eu is a list):

P (e′u|eu) =





1− pec if e′u = eu,

pec if |c(e′u)− c(eu)| = 1 & eu ∈ {no, extreme},
pec

2 if |c(e′u)− c(eu)| = 1 & eu ∈ {low,moderate, high},
0 otherwise.

(6.3)

An example of the user’s stress model with pec = 0.1 is shown in Table 6.2. This model
is consistent with the empirical work of stress recognition and modeling reported
in Liao et al. [101]. The user’s stress level changes gradually during the system-user
interaction process. We simplified the influence of factors such as workload, trait, and
context [101] to stress by parameter pec.

eu

e′u no low moderate high extreme
no 0.9 0.05 0 0 0
low 0.1 0.90 0.05 0 0
moderate 0 0.05 0.90 0.05 0
high 0 0 0.05 0.90 0.1
extreme 0 0 0 0.05 0.9

Table 6.2: Handcrafted user’s stress model with pec = 0.1, eu is the user’s stress at
time t− 1 and eu′ is the user’s stress state at time t

5We thought that it was sufficient to maintain only the state variables for the look-ahead slices.
However, this simplification does not improve the performance of the DDN-POMDP policy when
we increase the number of look-ahead steps k. A further discussion about this issue is described in
Section 6.4.4.



6.3. Multi-slot route navigation example 111

The user’s action model is represented by:

P (a′u|a, g′u, e′u) =





1 if a = ask, e′u = no, and a′u = answer(g′u),
1 if a = confirm(g′u), e′u = no, and a′u = yes,

1 if a = confirm(x), e′u = no, and a′u = no,

1− p1 if a = ask, e′u ∈ {e2, e3, e4}, and a′u = answer(g′u),
p1

|Au|−1 if a = ask, e′u ∈ {e2, e3, e4}, and a′u 6= answer(g′u),

1− p2 if a = confirm(g′u), e′u ∈ {e2, e3, e4}, and a′u = yes,

1− p2 if a = confirm(x), e′u ∈ {e2, e3, e4}, and a′u = no,
p2

|Au|−1 if a = confirm(g′u), e′u ∈ {e2, e3, e4}, and a′u 6= yes,
p2

|Au|−1 if a = confirm(x), e′u ∈ {e2, e3, e4}, and a′u 6= no,
1

|Au| if (a = ok(y) or fail) or (e′u = e5 & pe > 0),

0 otherwise,
(6.4)

where p1 = p/Kask, p2 = p/Kconfirm , p = [c(e′u) − 2] × intensity + pe, intensity =
min{0.1, (1− 1/|Au| − pe)÷ (|Eu| − 1)}, x, y ∈ Gu and x 6= g′u.

The main idea behind this handcrafted user’s action model is as follows. When
the user’s stress level is no, no communicative errors are made. When the user’s
stress level is extreme, user’s actions are selected randomly (except when pe = 0, the
stress does not have any influence on the user’s action, i.e., the user’s stress model
for e′u 6= no is similar to that for e′u = no). In the remaining cases, the user’s action
accuracy depends on the parameter pe and the user’s stress level. An example of the
probability distributions when the system action at time t − 1 is a = ask and the
user’s goal at time t is g′u = v1 is shown in Table 6.3.

e′u
a′u no low moderate high extreme
answer(v1) 1 0.9 0.8 0.7 0.2
answer(v2) 0 0.025 0.05 0.075 0.2
answer(v3) 0 0.025 0.05 0.075 0.2
yes 0 0.025 0.05 0.075 0.2
no 0 0.025 0.05 0.075 0.2

Table 6.3: Extract of the user’s action model (a = ask and g′u = v1) with m = 3, pe =
0.1, and Kask = 1.

6.3.2. Global dialogue manager representation

Let F = {f1, f2, ..., fn} be the set of slots, the system action set and the observation
set of the user actions are now represented by:

• A = {ask(I), confirm(J), giveSolution(L), stop}
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• OAu = {answer(J), yes,no}

where I ⊆ F , J ⊆ L, and L = {(f = x)|f ∈ F, x ∈ V }. The AS generates the global
system action based on the following rules (applying the first rule that satisfies the
set of nominated actions):

1. If all slots nominate ask action then the global action is askopen;

2. If all slots nominate confirm action then the global action is confirmall(f1 =
x, f2 = y, ..., fn = z), where x, y, z ∈ V ;

3. If all slots nominate ok action then the global action is giveSolution(f1 = x, f2 =
y, ..., fn = z), where x, y, z ∈ V ;

4. If some slots (fi, fj , ..., fk) nominate confirm action with the values (x, y, ..., z)
then the global action is confirm(fi = x, fj = y, ..., fk = z), where x, y, z ∈ V ;

5. If some slots (fi, fj , ..., fk) nominate ask action then the global action is ask(fi);

6. Otherwise, the global action is stop.

We can also divide the confirm action into explicit confirm (denoted by econfirm)
and implicit confirm and ask (denoted by iconfirm_ask). When some slots nominate
confirm action and some other slots nominate ask action, the action selector can
either select econfirm or iconfirm_ask action. Further discussion about this issue is
beyond the scope of this chapter.

Our prototype DM is a distributed multi-agent system developed using the Java
programming language and the middleware iROS platform6. The DM agent ex-
changes messages with other input and output agents using the iROS Event Heap, a
blackboard-like communication mechanism. The kDDNAs are created and integrated
with the DM using the SMILE library7. A dialogue example of the 10-slot case
(n = 10,m = 10, pgc = 0, pec = pe = poa = poe = 0.1, Kask = 1,Kconfirm = 10, k = 1)
is described in Appendix B.2.

6.4. Evaluation

In this section we evaluate our DDN-POMDP approach on several important issues for
building a realistic DS. Section 6.4.1 is about the tractability of the belief monitoring
and action selection processes when we scale up number of slots and slot values. The
benchmark of the DDN-POMDP, approximate POMDP, and handcrafted policies
for a 1-slot case is described in Section 6.4.2. The evaluation of the DDN-POMDP
approach for a multi-slot case is presented in Section 6.4.3. Section 6.4.4 examines
the performance of the DDN-POMDP policy with different look-ahead steps.

6http://sourceforge.net/projects/iros[accessed 2008-03-28]
7http://genie.sis.pitt.edu[accessed 2008-03-28]
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6.4.1. Tractability

Three computational tractability issues are tackled in this section: (i) scaling up the
number of slots; (ii) scaling up the number of slot values; and (iii) comparison of the
belief updating time with different kDDNA structures.

We conducted various experiments with different numbers of slots. In a 1,000 slots
test case, our DDN-POMDP DM is able to handle the information provided by the
user in real-time. This is because the number of slots does not influence the complexity
of the kDDNAs. To our knowledge, the ability to handle such a large number of slots
is sufficient for developing all practical frame-based dialogue problems.

A detailed description of the 1000-slot test case (each slot has 10 values) is as
follows. First, one thousand POMDP parameter files are generated. Each file contains
a compact representation of a slot POMDP problem (S, A,Z, T, O, R, γ). Although
the POMDP parameter files are identical, we treat them as if they are different to
guarantee that the test is applicable to frame-based dialogue problems of which slots’
structures might be different. Second, when the system starts, the DM reads these files
and creates kDDNAs. Each slot has 11 kDDNAs (only kDDNAs for ask and confirm
actions are sufficient because when the system selects ok or fail action, no further
belief updates are required). The total number of the created kDDNAs is 11000.
The time taken to create, initialize probability distributions, and store these 11000
kDDNAs (using the SMILE library) in the computer memory is only 14 seconds8.
Third, the initial belief states of slots are taken from the POMDP parameter files and
updated into the DIS. Fourth, all slots nominate greedy action (ask action) and the
askopen action is sent to the output module. Note that we have not yet executed any
kDDNA belief update at this moment. Finally, when the DM receives the observation
of the user’s action and emotion, only relevant kDDNAs are activated for the belief
update and on-line action selection tasks. With k = 0, the time taken to update 200
different kDDNAs simultaneously is around one second.

Scaling up the number of slot values increases the complexity of the kDDNAs.
Using the SMILE library, our DDN-POMDP dialogue manager (k = 0) can handle
problems of up to 500 slot values in real-time (belief update time for one slot is
smaller than one second, Fig. 6.5). Note that the kDDNA belief update is a combined
process: computing the belief state9 and selecting the best slot action. Figure 6.5 also
shows that the kDDNA belief update time is longer when the number of slots being
processed simultaneously increases. A solution for many slots updating simultaneous
is to deploy more computers and to divide the belief update task over these computers.
This solution is not expensive, because in reality, the information provided from the
user is usually relevant to a small number of slots. Because we make an independence
assumption between slots, when the system gains information of a slot, the probability
distributions of the values of slots relevant to it are not updated. This can lead to
the case that two slots nominate the same value and the action selector must decide
which one will be included in the global system action.

8The test was conducted on a PC with 3.2 GHz CPU and 2 GB of RAM. Hereafter, this PC
configuration is used as the default platform for our experiments. Otherwise, we will state explicitly.

9Similar to the belief monitoring in a standard POMDP model.
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Unfortunately, the kDNNA belief updating time increases exponentially with the
number of look-ahead steps (Fig. 6.6). This suggests that when k ≥ 2, it is better
to conduct the policy search off-line and integrate the result (either in the form of
a policy graph or an alpha file) into the dialogue management module for action
selection. Further details about the off-line policy search issue will be explored in the
future.
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Figure 6.5: Average kDDNA belief updating time over 10 runs in seconds with dif-
ferent numbers of slot values using the SMILE library. The best result is found using
the Pearl exact inference algorithm and the Find Best Policy update.

Table 6.4 shows the belief updating time over 10 runs on different kDDNA’s struc-
ture. The kDDNA1’s structure is the simplified structure used for our next exper-
iments (without linkage from the user’s action and user’s goal nodes to the user’s
emotion node). The kDDNA2’s structure is described in Figure 6.2b. The belief
updating time of the kDDNA2 is a bit slower when k = 1.

When a slot has thousands of values (called many-value slot), one solution is to
bundle slot values into partitions and to update the belief directly on these partitions
as proposed by Young et al. [185]. In Chapter 3, we formulated the many-value slot as
a list processing slot. This is based on our practical experience of building real-world
frame-based dialogue systems. For some slots, we cannot determine all possible values
at the design time such as the type of foods in the restaurant search application or
the title of movies to be recorded in a smart-home application. Therefore, values of
these slots are defined as ordinal numbers such as one, two, ..., ten, previous, and next.
The DM and the user then only work with these list processing values. A mapping
between these values and the real values is done automatically by the DM. However,
whether this idea is useful for statistical dialogue management models, where slot
values are represented as a probability distribution, is still an open issue. We defer
the study of this representation to the future.
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Figure 6.6: Average kDDNA belief updating time over 10 runs with different look-
ahead steps.

k=0 k=1
m kDDNA1 kDDNA2 m kDDNA1 kDDNA2
100 0.0313 0.0312 3 0.0485 0.0500
200 0.1281 0.1282 5 0.1063 0.1109
300 0.2875 0.2860 10 0.2031 0.3922
400 0.5063 0.5046 15 0.7438 0.8985
500 0.7859 0.7860 20 1.5375 1.5922
600 1.1407 1.1390 25 2.5968 2.6000
700 1.5328 1.5373 30 3.8937 3.9124
800 1.9906 1.9906 35 5.5624 5.9797
900 2.5297 2.5375 40 7.8593 8.2421

Table 6.4: Average belief updating time in seconds over 10 runs with different kDDNA
structures, with m slot values. The structure of the kDDNA1 is the simplified struc-
ture without linkage from the system action and user’s goal nodes to the user’s emo-
tion node. The structure of the kDDNA2 is the complete structure as described in
Figure 6.2.
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6.4.2. Comparison with approximate POMDP and handcrafted
policies (single slot)

The performance of the DDN-POMDP dialogue policy depends on both the global
DM and the slot level DM (Section 6.2). In this section, we evaluate the performance
of the slot level DM by comparing the DDN-POMDP dialogue policy with an ap-
proximate POMDP policy and three handcrafted dialogue strategies HC1, HC2, and
HC3 (Fig. 6.7) for the 1-slot case. HC1 is also the optimal dialogue policy when
pgc = pe = poa = 0 (the user’s goal does not change; stress has no influence on the
user’s action and no error in observing the user’s action i.e., the speech recognition
and spoken language understanding errors are equal to 0).

Figure 6.7: Three handcrafted dialogue strategies for the 1-slot case (x is the slot
value): (a) first ask and then select ok action if userSpeechAct = answer (other-
wise ask), (b) first ask, then confirm if userSpeechAct = answer (otherwise ask)
and then select ok action if userSpeechAct = yes (otherwise ask), (c) first ask, then
confirm if userSpeechAct = answer & oeu = high or extreme and select ok action if
userSpeechAct = yes.

The evaluation is conducted by letting each dialogue policy interact with the same
simulated user (the simulated user model is constructed using the DBN described in
Fig. 6.4). We conducted a large number of dialogue episodes (10,000) to guarantee
the statistical significance. Error bars in the figures (from 6.8 to 6.11) show the 95%
confidence level.

Figure 6.8 shows the average return of the DDN-POMDP policies and a best ap-
proximate POMDP policy computed using Perseus for a simple dialogue problem (one
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slot, three values). The probability distributions and the internal reward models10 of
the DDN-POMDP and DDN-POMDP* models are similar to the one used in the sim-
ulated user except that in the DDN-POMDP* model, we set a lower internal reward
when the DM gives an incorrect solution (rOkIncorrect = −200). However, Figure 6.8
also shows that the performance of the DDN-POMDP policy is significantly improved
(close to the standard POMDP policy) when we tune its internal reward model. The
idea to tune the DDN-POMDP internal reward model is based on our practical ex-
perience. The behavior of the DDN-POMDP policy is sensitive to its internal reward
model. When the rOKIncorrect value is low, the DDN-POMDP DM is more sensi-
tive in confirming the information provided by the user before giving a solution. It
is clear that, when the number of slots and slot values is small, the POMDP dia-
logue policy is the best solution, because the policy computed by the approximate
POMDP solver is similar to the DDN-POMDP policy with k = ∞. Note that when
computing the average return of all three cases, we do not change the reward model
of the simulated user which is defined in Section 6.3.1. The average return of the
DDN-POMDP is low when pe = 0.1 or 0.2. We looked at the behavior of this policy
in case pe = 0.1 and found that it uses the confirm action when the observation of the
user’s affective state is high or extreme (similar to the HC3 policy). On the other
hand, both DDN-POMDP* and POMDP policies use the confirm for all observations
of the user’s affective state (similar to the HC2 policy). It means that in this case, it
is better to confirm after the user provides a location no matter what the observation
of the (simulated) user’s affective state is.

We conducted further experiments with different internal reward values of provid-
ing an incorrect solution (rOkIncorrect ∈ [−107,−10], Fig. 6.9). At the beginning,
the average return increases monotonously with the absolute value of rOkIncorrect.
The DDN-POMDP policy performs best when rOkIncorrect ∈ [−1000,−200]. When
rOkIncorrect < −1000, the average return degrades. Interestingly, there is a corre-
lation between the high negative value of rOkIncorrect and the number of times the
system selects confirm action before giving a solution to the user.

Figure 6.10 shows the average return of five dialogue strategies when the proba-
bility of the user’s action error being induced by stress pe changes from 0 (stress has
no influence on the user action selection) to 0.8 (stress has high influence on the user
action selection). The results of the average return (Fig. 6.10) show that with a 95%
confidence level the DDN-POMDP dialogue policy outperforms all other remaining
dialogue strategies when pe ≥ 0.111. The DDN-POMDP copes well when the user’s
action error being induced by stress increases. An example of the interaction between
the DDN-POMDP DM and the simulated user (three dialogue episodes) is shown in
Appendix B.1.

Figure 6.11 shows that the DDN-POMDP dialogue policy also copes well with

10Note that we distinguish two types of reward models. The first type is the reward model from
the POMDP environment. It is called the external reward model or simply reward model. This type
of reward model is described in Section 6.3.1. The other type of reward model is placed inside the
agent or the DM. It is called internal reward model [163].

11Perseus fails to find a near-optimal policy because of the run out of memory problem (tested on
a PC with 3.2 GHz CPU and 2 GB of RAM)
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the observation error of the user’s action poa. When the observation error poa is too
high (poa ≥ 0.6), the DDN-POMDP DM always selects the fail action therefore the
average return is a constant (equal to -4). The fail action in this example means that
the system stops the dialogue and transfers the user’s request to a human operator.
Note that whether the system selects the fail action or not depends on the negative
reward associated with this action. In the above example, selecting the fail action
at the beginning is equivalent to getting the correct location after 13 turns (in both
cases, the system receives the same amount of reward). One interesting point is
that although dialogue policy HC2 copes well with the change of pe (Fig. 6.10), its
performance decreases rapidly when poa increases (Fig. 6.11).
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Figure 6.11: Average return vs. the observation error of the user’s action poa. Error
bars show the 95% confidence level.

We also evaluated the performance of the DDN-POMDP dialogue policy with a
number of different setups: (1) the transition and observation probability distributions
of the DDN-POMDP and the simulated user are the identical (source model); and (2)
the probability distributions of the DDN-POMDP are fixed with pe = 0.15, 0.45,
and 0.6 respectively. Figure 6.12 shows that the DDN-POMDP dialogue policy can
cope robustly with the variant of the user’s model (the POMDP policy is shown as an
upper-bound of the performance). Note that the performance of the DDN-POMDP
policy in this figure is different when compared with the one in Figure 6.10 because
we use a different (external) reward model12. Reward for selecting the incorrect slot

12This does not influence the robustness of the DDN-POMDP policy when tested with the reward
model presented in Section 6.2.1.
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value is -10, and -5 for action fail. The user’s affective states are classified simply as
nostress and stress. The reward function used in Figures 6.10, 6.11, and 6.12 is not
tuned except that we set the internal reward for confirm action on the user’s goal to
−0.99 (instead of−1). The modified internal reward function helps the DDN-POMDP
DM avoid a pitfall with the confirm action. We detected that when we incorporated
the external reward model into the DDN-POMDP DM, the system might repeatedly
uses the confirm(v1) action. The DDN-POMDP policy after including this modified
internal reward function acts on goals.
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Figure 6.12: The performance of the DDN-POMDP policy with fixed pe

6.4.3. Comparison with enhanced handcrafted policies (two
slots)

This section evaluates the performance of the DDN-POMDP versus enhanced hand-
crafted policies for a 2-slot case. The user’s model at the global level is adapted from
the SACTI training corpus [177]. The model is shown in Table 6.5.

Note that we extend several user’s options from the original model to illustrate the
ability of our method to cope with different variabilities of the user’s response. For
example, when the user is asked on a slot, he might answer on another slot. Similarly,
when the system confirms a slot (Do you mean the second location is A? ), the user
might respond to both slots (No, A is the first location.).
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System action User action Probability
ask open no response 0.013

respond to the first slot 0.207
respond to the second slot 0.207
respond to both slots 0.573

ask slot f no response 0.013
respond to slot f 0.843
respond to the remaining slot 0.044
respond to both slots 0.100

confirm slot f no response 0.013
respond to slot f 0.943
respond to both slots 0.044

confirm all no response 0.013
respond to both slots 0.987

Table 6.5: User’s model for slot selection adapted from the training model of the
SACTI corpus [177] with several extensions

Based on the three 1-slot handcrafted dialogue strategies presented in Figure 6.7 we
implemented three multi-slot handcrafted dialogue strategies HC1+ (Alg. 5) , HC2+
(Alg. 6), and HC3+ (Alg. 7). All three strategies start with the askopen action. Every
time the dialogue manager receives an observation it filters the incoherent responses
before the action selection process to minimize the unnecessary dialogue turns. For
example, if two slots have the same value, only the slot relevant to the last system
action is selected. Further, based on the experience with the 1-slot case, we improve
the performance of all three handcrafted strategies by selecting stop action when the
observation of the user’s emotion is extreme and pe > 0, similar to the behavior of
the DDN-POMDP policy. In addition, the inter-turn inconsistency is also handled
to prevent the system from providing incoherent solutions such as giveSolution(f1 =
x, f2 = x). Note that the updateUserState function of the HC3+ algorithm is similar
to the one of the HC2+ algorithm except the updateUserState function of the HC3+
changes the dialogue state du from −1 to 1 when the observation of the user’s action
is answer and the observation of the user’s emotion is no or low or moderate stress.

Figure 6.13 shows the average return of the DDN-POMDP* (the best internal
reward rOkIncorrect for k = 0 is −250 and for k = 1 is −500)13 and handcrafted
strategies. It is still valid that when the error rate is high, the DDN-POMDP*
strategy performs better than the enhanced version of the handcrafted counterparts.
Because the behavior of the handcrafted strategies does not depend on the numeric
value of the reward function, we further compare the average number of turns and
the percentage of correct goals. Table 6.6 shows that the percentage of achieved goals
of the policy HC2+ is high as expected. The DDN-POMDP* policy gained a higher
number of achieved goals with fewer number of turns compared to the HC2+ policy.

13We also re-tuned the internal reward model at each value pe. The re-tuned policy performs
slightly better when compared with the best policy with a fixed internal reward rOkIncorrect.
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Algorithm 5: HC1+(oau, oeu) (Enhanced handcrafted strategy 1)
Input: observation of the user slot actions oau, observation of the user’s

emotion oeu
Output: system action a
begin

initializeEpisode();
oau := filterInconsistency(oau);
updateUserState(a, oau);
if du = [0 0] then a := giveSolution(gu);
else a := ask first open slot;
return a;

end
initializeEpisode()
begin

User slot goals gu := [−1− 1];
// -1: not provided or open, otherwise: index of slot goal
Slot dialogue states du := [−1− 1];
// -1: notstated or open, 0: stated, 1: confirmed
System action a := askopen;

end

Algorithm 6: HC2+(oau, oeu) (Enhanced handcrafted strategy 2)
Input: observation of the user slot actions oau, observation of the user’s

emotion oeu
Output: system action a
begin

initializeEpisode();
oau := filterInconsistency(oau);
updateUserState(a, oau);
if du = [1 1] then a := giveSolution(gu);
else if some slots are stated then a := econfirm(statedSlots);
else a := ask first open slot;
return a;

end
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Algorithm 7: HC3+(oau, oeu) (Enhanced handcrafted strategy 3)
Input: observation of the user slot actions oau, observation of the user’s

emotion oeu
Output: system action a
begin

initializeEpisode();
oau := filterInconsistency(oau);
updateUserState(a, oau, oeu);
if du = [1 1] then a := giveSolution(gu);
else if some slots are stated then a := econfirm(statedSlots);
else a := ask first open slot;
return a;

end

DDN-POMDP vs. enhanced handcrafted policies 

(2 slots, 10 values each slot)
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Figure 6.13: Average return vs. the user’s action error being induced by stress (pe)
for a 2-slots case. Error bars show the 95% confidence level.
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% achieved goals Average number of turns per episode
pe HC1+ HC2+ HC3+ k=0* k=1* HC1+ HC2+ HC3+ k=0* k=1*
0.0 0.850 0.986 0.900 0.998 0.998 2.507 4.574 3.192 4.861 5.277
0.1 0.533 0.802 0.611 0.807 0.809 2.479 4.873 3.065 5.164 5.337
0.2 0.473 0.795 0.558 0.814 0.807 2.516 5.387 3.186 5.763 5.778
0.3 0.392 0.789 0.481 0.805 0.802 2.548 5.885 3.317 6.183 6.265
0.4 0.341 0.780 0.415 0.800 0.798 2.587 6.766 3.486 6.411 6.692
0.5 0.278 0.772 0.349 0.790 0.789 2.611 7.730 3.656 6.936 7.251
0.6 0.236 0.742 0.293 0.792 0.806 2.625 8.991 3.806 7.241 7.744
0.7 0.198 0.740 0.242 0.796 0.802 2.637 10.614 3.912 7.757 8.304
0.8 0.179 0.701 0.206 0.796 0.801 2.659 12.963 4.130 8.202 8.874

Table 6.6: Percentage of achieved goals and average number of turns per episode.
Bold numbers show the highest percentage of achieved goals for each pe

6.4.4. Look-ahead performance

Figure 6.6 shows that the belief update time increases in the dimension of the number
of look-ahead slices k. A follow-up question is how does k influence the performance
of the DDN-POMDP policy. The result conducted in Section 6.4.3 does not show a
clear advantage of the DDN-POMDP policy conducted with k = 1 compared with
the one conducted with k = 0. This is because we do not incorporate the observation
nodes into the look-ahead slices of the kDDNA network structure (as mentioned in
Section 6.3.1). This section explores the performance of DDN-POMDP policy on the
full kDDNA network structure (Fig. 6.2b).

Figure 6.14 shows that the performance of the DDN-POMDP policies increases
in the value of k as expected. The DDN-POMDP policies with k = 1 and k = 2
outperform the one with k = 0 when pe ≥ 0.1. The DDN-POMDP policy with k = 2
outperforms the one with k = 1 when 0.1 ≤ pe ≤ 0.3.

Looking at the logfile of the dialogue simulation (Fig. 6.15) we found that when
pe ≥ 0.1, the DDN-POMDP-2 policy (hereafter the DDN-POMDP with k look-ahead
step is denoted by DDN-POMDP-k) starts to confirm the location provided by the
user while the DDN-POMDP-1 and DDN-POMDP-0 policies only change to this
behavior when pe ≥ 0.4 and pe = 0.8 respectively.

We further examined the performance of the DDN-POMDP policies versus the
observation error poa(Fig. 6.16). The DDN-POMDP-2 policy outperforms the other
cases (i.e. k = 0 and k = 1) when 0.1 ≤ poa ≤ 0.4. However, this trend does not
hold when poa ≥ 0.5. It suggests that when the observation error is too high, looking
ahead two steps (i.e., k = 2) is not sufficient to derive a distinctively good system
action.



126 6. Scaling up: The DDN-POMDP approach

Look-ahead performance (1 slot, 3 values, rOkIncorrect=-10)
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Figure 6.14: Performance of the DDN-POMDP policy with different look-ahead values
k

6.5. Discussion

When the application domain has a small number of slots and slot values, a POMDP
DM is an ideal solution as described Chapter 5. In this case, the POMDP dialogue
policy outperforms the proposed DDN-POMDP dialogue policy (Fig. 6.8). However,
when the application is more complex, we cannot compute a near-optimal POMDP
dialogue policy using standard approximate POMDP algorithms such as Perseus.
Thus, our solution is a good starting point to allow for creating a workable prototype
DM. The DDN-POMDP method can also be applicable for spoken dialogue systems
(by removing the Eu and OEu nodes from the state and observation sets). Therefore,
it would be interesting to compare our method with the CSPBVI method [176].

Furthermore, the ability to handle many slot values also helps when modeling
complex affective states of the user. Suppose that the user’s emotion model is repre-
sented by a set of six basic emotions (happiness, surprise, anger, sadness, fear, and
disgust) and ten levels of intensity for each emotion (0.0, 0.1, ..., 0.9). If we integrate
this emotion model into the state space, the number of states is bigger than 106

(equivalent to a kDDNA model in Figure 6.2 with 300 slot values), which cannot be
solved by current approximate POMDP algorithms such as Perseus. This problem
can easily be solved by our DDN-POMDP approach.
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Behavior of the DDN-POMDP policy (first two turns) with different look-ahead values k
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Look-ahead performance (1 slot, 3 values, rOkIncorrect=-10)
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Figure 6.16: Performance of the DDN-POMDP policy with different look-ahead values
k

6.6. Conclusions

In this chapter, we have presented an approach to developing a tractable affective
dialogue model for probabilistic frame-based DSs. Our approach is based on the
POMDP and DDN techniques. The DM is divided into two parts: the slot level DM
and the global DM. The first part is composed of n slots where each slot is modeled
as a factored POMDP and approximated as a set of DDNs. The second part (i.e. the
global DM) is composed of two components: (1) the DIS, the active memory of the
DM, is responsible for updating and memorizing the current probability distributions
of the user’s goal, the user’s affective state, the user’s action, the user’s grounding
state of all slots, and the recent observation of the user’s action and affective state;
(2) the AS is responsible for aggregating the system’s slot actions nominated by the
slots. The DM activity process is explained by a cycle of four steps (Fig. 6.3).

Two key features of our model are realistic affective modeling and ability to handle
many slots and slot values. Our dialogue model takes into account the user’s affective
state with uncertainty and dynamic aspects (i.e., change over time). In previous work
the user’s affective state was either considered as fully observable [8, 80, 129] or static
(i.e., does not change during the system-user interaction [130]). The ability to handle
many slots and slot values helps when modeling real-world frame-based problems. Our
current implemented prototype DM can handle problems with the size of hundreds
of slots, where each slot might have hundreds of values. Possible solutions for very
large numbers of slot values were also suggested.

We conducted experiments for the slot level DM and compared the results with



6.6. Conclusions 129

a state-of-the-art approximate POMDP technique and different handcrafted policies.
When the number of slot values is very small, the policy computed by approximate
POMDP solvers such as Perseus is the best solution (Fig. 6.8). The performance of
the DDN-POMDP policy after optimizing its internal reward is close to the state-of-
the-art approximate counterpart. For problems with a larger number of slot values,
the DDN-POMDP policy works well when tested with different types of errors: the
probability of an error in the user’s action induced by stress (Fig. 6.10, 6.13), the
probabilities of the observation of the user’s action and the observation of the user’s
affective state errors (Fig. 6.11). The DDN-POMDP policy is also robust enough to
cope with variation in the user’s model (Fig. 6.12).



130 6. Scaling up: The DDN-POMDP approach



Chapter 7

Conclusions

As stated in Chapter 1, the central goal of this thesis is to develop a computational
model for implementing a robust dialogue manager that is able to adapt its strategies
accordingly given observations (with uncertainty) of the user’s action and affective
state. The thesis has fulfilled this goal by proposing a tractable hybrid DDN-POMDP
method that:

• is robust to cope with errors from observations of the user’s action and affective
state;

• is able to take into account the uncertainty (i.e., partially observable) and dy-
namic aspects (i.e., change over time) of the user’s goal, intention, and the user’s
affect;

• is tractable for real-world frame-based dialogue problems.

Section 7.1 further discusses about the method and summarizes the main points pre-
sented in this thesis. Future directions are presented in Section 7.2.

7.1. Summary of the Thesis

Despite the progress in the fields of affect recognition and dialogue system in re-
cent years, design and development of affective dialogue systems pose many research
challenges. Computers are still not very good at recognizing speech from the user.
Recognizing emotions is even harder for both humans and computers. Extending
spoken dialogue systems with multimodal input and output capacities might alleviate
the speech recognition error and improve the affect recognition accuracy, but cannot
completely solve uncertainty factors such as user’s goal, user’s intention and user’s
affective state. For example, the user might change their mind (e.g., goal) during the
system-user interaction process.

Given the attractiveness of the POMDP theory presented in Section 2.5, I first in-
vestigated a factored POMDP approach to modeling affective dialogue (Chap. 5). The
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proposed dialogue model, called ADS-POMDP, is able to handle the user’s goal, user’s
action, user’s affective state and other (user’s) hidden components in an elegant man-
ner. We evaluated the performance of the ADS-POMDP policy and compared it with
three handcrafted policies and a greedy policy. The experimental results conducted
for a single-slot route navigation example demonstrated that the ADS-POMDP policy
outperforms the greedy and handcrafted policies (Fig. 5.9). Furthermore, the ADS-
POMDP policy also outperforms its spoken counterpart (i.e. SDS-POMDP [179])
when the probability of the user’s action error induced by stress pe is greater than 0
(Fig. 5.7).

To confirm the goodness of the POMDP-based dialogue management model, we
further developed the POMDP-based dialogue managers for two real-world dialogue
systems: the Ritel system [71] and the Virtual guide system [79]. The results (see
Appendix A) showed that the POMDP policy outperforms the optimized handcrafted
policy. In addition, we could significantly improve performance of the handcrafted
policies by adapting them according to the strategies found by the POMDP policies.

However, we identified several problems with modeling dialogue as a POMDP.
First, the definition of a good reward model is a hard problem. The POMDPs proved
very sensitive to small change in the reward model, in particular the relative magni-
tude of different types of reward. Designing a good reward model, therefore, requires
both expert knowledge and practical debugging. Second and also the major problem,
is the tractability. Most of the current POMDP-based dialogue managers are only
restricted themselves to toy frame-based dialogue problems with a few slots and slot
values (see Table 5.3).

A recent scaled-up method for spoken dialogue is to compress the POMDP struc-
ture [176]. However, the affective dialogue model requires a more complex POMDP
structure than that of the spoken counterpart. Compressing the POMDP structure
prevents us to incorporate a rich model of the user’s affect into the state space and
might loose dependencies between the user’s emotion, goal, and other hidden state
variables.

We therefore proposed a hybrid DDN-POMDP method to handle multi-slot dia-
logue problems without compressing the POMDP structure (Chap. 6). The method
is inspired by the Rapid Dialogue Prototyping Methodology (RDPM) presented in
Chapter 3. That is the dialogue manager is divided into two parts: a slot level dia-
logue manager and a global dialogue manager. Each slot in the first part is modeled as
a factored POMDP and approximated as a set of DDNs. The second part is responsi-
ble for updating the dialogue information state and selecting the system action. The
dialogue manager activity process is explained by a cycle of four steps (Sec. 6.2.3).

To allow for a real-time belief update and an on-line action selection, the DDN-
POMDP method only maintains a small number of look-ahead steps (see Sec. 6.2.1).
The experimental results showed that the performance of the DDN-POMDP policy
outperforms three handcrafted policies when tested with different types of errors:
the probability of an error in the user’s action induced by stress (Fig. 6.10, 6.13),
the probabilities of observed user’s action and observed user’s affective state errors
(Fig. 6.11). The DDN-POMDP policy is also robust enough to cope with variation
in the user’s model (Fig. 6.12).



7.2. Future directions 133

However the DDN-POMDP policy is suboptimal when compared with the approx-
imate POMDP policy. This is because the approximate POMDP policy is computed
with infinite look-ahead steps. To improve the performance of the DDN-POMDP
policy, we have found an elegant way to use short-term reward function to maximize
the long-term goal. The idea is to tune the internal reward function to achieve a
better policy (Sec. 6.4.2). The performance of the DDN-POMDP policy after opti-
mizing its internal reward is close to the approximate POMDP counterpart (Fig. 6.8).
To our knowledge (at least in the dialogue research community), no other work have
mentioned this promising solution.

In short, this thesis explored possibilities of applying the POMDPs for model-
ing affective dialogue. Although a substantive research is still required to design a
POMDP-based dialogue model for real-world affective dialogue systems, we belief that
this sort of model is beneficial in solving many practical issues in the dialogue manage-
ment design. A key contribution of this thesis is the proposed DDN-POMDP method
that is able to handle frame-based problems with hundreds of slots and hundreds of
slot values.

Beside the affective dialogue issue, this thesis makes several contributions to the
design and development of traditional frame-based dialogue system. We proposed a
RDPM that allows for a quick production of frame-based dialogue models (Chap. 3).
Two distinctive features of the methodology are: supporting rapid prototype and
facilitating (spoken) WoZ experiments. The practical result showed that an initial
dialogue model for simple applications such as the RestInfo system can be developed
in several hours. WoZ interfaces are generated automatically from a WoZ interface
generator. These interfaces are integrated with the dialogue management library,
which facilitates the tasks of the wizards in a WoZ experiment. The extended version
of the methodology was used as a WoZ experiment platform for the INSPIRE project.
It is also used for developing several prototype spoken and multimodal prototype
dialogue systems (for demonstration purposes). Based on the RDPM, we proposed
a generic dialogue modeling methodology for the design of multi-application systems
(Chap. 4). This has been illustrated in a scenario example of the ICIS project.

Last but not least, in the framework of this thesis, we created several software
toolkits that are useful for building practical dialogue systems: (i) the POMDP toolkit
for the development of POMDP-based dialogue managers1; ii) a prototype DDN-
POMDP dialogue management module for the ICIS-CHIM demonstrator2; and (iii)
the RDPM toolkit (including the Wizard of Oz (WoZ) interface generator) allows for a
quick production of frame-based dialogue models and their associated dialogue-driven
interfaces.

7.2. Future directions

The DDN-POMDP approach presented in Chapter 6 is a starting point to allow for
creating a workable POMDP-based dialogue manager that is able to handle hundreds

1http://wwwhome.cs.utwente.nl/∼hofs/pomdp/
2http://hmi.ewi.utwente.nl/icis/demonstrator/
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of slots with hundreds of slot values. The current version of the global dialogue man-
ager is based on a set of rather simple rules and a small number of global system
actions. Therefore, improving this part, such as modeling the action selection com-
ponent as a POMDP, might help to enhance the performance of the DDN-POMDP
dialogue manager as well as to allow the DDN-POMDP dialogue manager to handle
other practical issues, which we addressed in Chapter 3, such as a dialogue dead-end
situation (i.e. zero solution is retrieved from the database). Our dialogue manager
provides a potential framework for investigating tractable factored POMDP algo-
rithms.

Although the current models of user behavior are handcrafted, we believe that
they are appropriate for modeling the user affect. Various DBN-based models have
been empirically used for modeling the user’s affect [56, 65, 100, 101, 191]. It will be
interesting to extend our slot POMDP structure, especially by adding more specific
features related to the user’s affect such as mood and personality, and specifying their
dependencies. This extension will help to explain more clearly not only how the user
expresses emotions in context but also why they express them.

Another important research topic that is closely related to statistical dialogue
management is user simulation. Recent work puts emphasis on building the proba-
bilistic user model for spoken dialogue systems from a small dialogue corpus [147].
Design of the affective user simulation needs to incorporate both data from corpora
and knowledge about emotions from psychology and other related disciplines. This
will be an interesting research avenue to generate artificial corpora for well-defined
task environments such as crisis management and use them for training and testing
dialogue systems.

Modeling the user’s goal for the information seeking dialogue is quite straightfor-
ward. We would like to see the extension of the POMDP-based dialogue model for
other application domains such as the tutoring domain where no clear user goal can
be defined [2]. This extension might help to (partially) answer an open research ques-
tion posed by D’Mello et al. [57]:“How can an affect-sensitive dialogue tutor respond
to the learner in a fashion that optimizes learning and engagement?”.

Finally, the POMDP-based dialogue management model clearly belongs to the
agent-based dialogue model which is the most complex dialogue models [6, 107]. This
thesis has restricted itself to applying the model to the frame-based or slot-filling ap-
plications. Generally speaking, it is possible to combine the POMDP model with the
information state model [165] similar to the hidden information state model [185]. An
immediate step is to extend the POMDP-based dialogue model for multi-application
systems presented in Chapter 4. That is to say, each node in the dialogue model
hierarchy is modeled as a POMDP. These POMDPs will nominate their local actions
when they are activated. The root POMDP will determine how to combine these
actions and to send a final action to the user. A similar idea (for MDPs) is discussed
in Bohus [20].



Appendix A

Practical dialogue manager
development using POMDPs

This appendix is written based on Bui et al. [33]. It shows several practical issues
in applying Partially Observable Markov Decision Processs (POMDPs) for other real-
world dialogue problems being developed at the Human Media Interaction Group, Uni-
versity of Twente. The work was conducted in collaboration with Boris van Schooten
and Dennis Hofs.

A.1. Introduction

Partially Observable Markov Decision Processs (POMDPs) are attractive for dialogue
management in the cases where the Dialogue Manager (DM) has to make choices
which depend on statistical information. They can determine optimal strategies in
the face of error and partial information. POMDPs can take advantage of statisti-
cal information about behavior or error to the fullest extent, and take into account
extensive hidden information.

Using POMDPs for spoken dialogue management has been examined thoroughly
in Williams and Young [177]. Current POMDP-based dialogue managers model a
complete slot-filling dialogue including all slots with all values. Large numbers of
slots and values lead to a large state space, which is not tractable for current POMDP
solvers. Usually, this restricts us to toy problems. Recent efforts to scale up POMDP-
based models are reported in Bui et al. [32], Williams and Young [177].

It is not yet clear enough how to employ POMDPs in a systematic development
cycle. A number of practical issues with POMDPs has not really been addressed
yet. How do you obtain the user model and the probability distributions? How
do you test and debug POMDPs? How do you tweak reward values? How do you
evaluate and compare performance of the POMDP policy which other approaches?
We address these questions by using the factored POMDP models [32, 177] as a basis,
and applying them to two dialogue management systems.
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A.2. Methodology

A.2.1. Design guidelines

The state space represents the user’s state and action. It is defined as a set of
features. We should keep it compact. This can be done by specifying only features
which are relevant in selecting the system action and by pruning all unreachable
states. For example, when analyzing the Williams’s 1945-state travel problem [177],
we found that we could increase tractability by pruning 1626 states1, leaving only
319 reachable states. The system actions are not only the actions toward the user
but also actions for other DM tasks such as querying the database. Similar to the
state space, the observation space is also defined as a set of observation features
such as user’s action with noise (from the Automatic Speech Recognition (ASR)) and
observed user’s emotional state.

Designing a reward model that leads to a good policy is a very challenging task.
The typical parameters used to design a reward model are task success, the number of
turns, and dialogue act appropriateness (e.g., the system should not confirm a value
if it has not yet been provided by the user). The precise numerical values used may
have significant impact on the policy and convergence behavior.

A.2.2. Evaluation setup and toolset

From the literature, the typical approach is first to test the quality of the POMDP-
based dialogue policy with a simulated user. The real-user evaluation is considered
at the final step. An advantage of modeling dialogue as a POMDP is that we can use
the POMDP environment model itself as a simulated user model. The probability
distributions of the simulated user (testing model) might be varied with the ones of the
DM (training model). The probability distributions of all the user models used in our
two applications are handcrafted. We have developed a software toolkit to conduct
our experiments, which includes a factored POMDP to flat POMDP translator, and
an interactive simulator for both the user and the system. The POMDP problem
is first solved with a POMDP solver (we used Perseus [161] and ZMDP [157]). The
generated alpha file is then used to carry out the performance test with simulated user
models. Section A.3 shows our test results on two different problems. We conducted a
large number of dialogue episodes (≥ 10, 000) to guarantee the statistical significance.

A.3. Evaluation

A.3.1. Ritel QA dialogue system.

Ritel [71] is a telephone-based question answering (QA) dialogue system. Dialogue
functionality includes confirmation of key phrases and the type of the answer sought,
and handling follow-up questions. In our model, we focus on confirmation, modeling
key phrases and answer type as slots. In the real system, there are thousands of

1For example, the states which the user’s goal feature is ab and the user’s action feature is c
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possible key phrases, but answer type only has a few possible values. To make it
tractable, we simplified the model to one slot with between 3 and 10 values, suitable
at least for modeling answer type fully.

The POMDP state space consists of the user goals and the user actions (S =
Gu × Au). The user goals are the different questions or question types that the
user may ask, Gu = q1, ..., qn. The user actions are composed of the questions,
plus positive and negative feedback, a ‘bye’ utterance, and a ‘hang-up’ signal, Au =
q1, ..., qn, pos, neg, bye, null. The observation set Z is the same as Au. The system
actions consist of confirming each question, answering it, and the ‘ask’ action, posing
an open question to the user, A = confirmqi

, answerqi
, ask. When the system an-

swers the correct question, the user poses a new question, otherwise the user either
repeats or gives negative feedback. The user may hang up in any dialogue turn, with
a fixed probability 0.1.

We made the reward model as simple as possible: give a reward of 1 for answering
the right question, −1 for answering a wrong one, zero otherwise. We found that mod-
eling the dialogue state was not necessary, and it increases state space to intractable
levels. This model yields the desired behavior, though like Williams and Young [177],
we found that the system starts confirming even when the user has not yet said any-
thing. This can be remedied by rewarding the ask action with a reward slightly more
than 0. Note that it is not necessary to give an explicit penalty for dialogue length.
The problem can be translated as: answer as many questions as possible before the
user hangs up. The results of Perseus were not useable, so the experiments were done
with ZMDP only. Convergence was good up till nine slot values. We observed that,
when the ASR error becomes high, 0.7 or above, the system actually wants to hear
a question multiple times in a row before answering it. The policy was compared to
a hand-crafted policy (Fig. A.1), similar to the actual Ritel policy, which is based
on counting the number of times a particular keyword was heard. It was optimized
to each particular problem by determining the optimal number of times a question
should be heard before confirmation is sufficient, just as the POMDP does.

Figure A.1: Performance comparison of POMDP and optimised hand-crafted models
for different problem sizes and ASR error rates. The solid line is the POMDP, the
dashed line is the hand-crafted model. For three values, an error more than 0.6 would
result in the probability of hearing the wrong question being higher than the right
one. For nine values and error=0.8, no sensible policy could be calculated.
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A.3.2. Virtual Guide application.

The Virtual Guide is a character in a Virtual Reality model of the Music Centre
in Enschede [79]. The character can help users find their way in the building. It
encompasses a multimodal dialogue system that allows users to refer to locations and
objects with spoken or written language or by pointing at a location on a map. The
system uses clarification questions and implicit confirmations. The user can continue
a dialogue with follow-up questions.

It is currently impossible to create a tractable POMDP model for the system. In
our simplified models the user can only ask for the route between two objects, and the
world is limited to three or eight objects. Moreover we made a closed model where
follow-up questions are not allowed. We fitted the problem into the SDS-POMDP
dialogue model [177]. A reward is given when the system gives the correct route and
the user provided both locations.

Evaluations were performed for four models. For each of them we compared the
solutions of Perseus and ZMDP and an adapted hand-crafted system. The solvers
were run until convergence was usually slowing down (about ten minutes), although
it had not always reached a desirable level. We then ran dialogues with an automatic
user simulation based on the user model of the POMDP.

The first model stops after giving any answer, has observation error 0.2, and three
locations. We varied the observation error of the simulator. The results in Figure A.2
show that with increasing errors the POMDP solutions produced higher returns than
the hand-crafted system.

Figure A.2: Average returns for simulation with different observation errors

For the second model, we increased the observation error to 0.6. The Perseus
solution contained a state from which the dialogue never ended. ZMDP did not
converge acceptably. Therefore its solution performed worse than the hand-crafted
system.

The third model has observation error 0.2 again, but the dialogue only stops after
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giving a correct answer. The average returns for Perseus, ZMDP and the hand-crafted
system were 8.08, 6.84 and 6.69 (higher than the first model, because of a reward for
an extra system action).

In the last model we increased the number of locations to eight, resulting in 729
POMDP states instead of about 80. Perseus was not able to load this problem. The
average returns obtained with ZMDP and the hand-crafted system were 5.08 and 4.04.

A.4. Conclusions

Although our experiments indicate that POMDP-based dialogue systems can perform
better than hand-crafted ones, we identified several problems with modeling them.
One of the major problems remains tractability. It is not possible to obtain useful
solutions for any but strongly simplified models, which may bear little relation to
the original problem. For example, when reducing the number of slot values, the
strategy of trying them one by one can be employed, something that may not have
been feasible for the original number of values. Another example was the need to
simplify an open model, where the end of a dialogue is determined by the user, to a
closed model.

The definition of a good reward model is another hard problem. While the reward
model models psychological factors such as user satisfaction, which cannot easily be
quantified precisely, the POMDPs proved very sensitive to small changes in the reward
model, in particular the relative magnitude of different types of reward. In practice
we had to experiment with different reward values.

The POMDP policies sometimes came up with surprising strategies. For example,
some policies decided to confirm multiple times in a row, something which our original
hand-crafted models did not. We could significantly improve performance of the hand-
crafted policies by adapting them according to the strategies found by the POMDP
policies. This shows how POMDPs could be used to improve hand-crafted systems.
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Appendix B

Example interaction

B.1. Single slot

Table B.1 shows three representative dialogue episodes of the interaction between
the DDN-POMDP dialogue manager and the simulated user for a 1-slot case. In
all dialogue episodes, the prior probability distributions of Gu and Eu are equally
distributed. The initial state of Du is notstated. Based on these probability distri-
butions and the initial state, the dialogue manager selects the ask action in its first
turn. The hidden part is the information generated by the simulated user and it is
unobservable to the dialogue manager. The example illustrates some adaptive behav-
ior of the DDN-POMDP dialogue manager such as it chooses the fail action when
oeu = extreme (dialogue episode 1), the ok action when oeu = no or oeu = low (di-
alogue episode 3), the confirm action when oeu = moderate or oeu = high (dialogue
episode 2). The average time for each turn is about 93 ms.

B.2. Ten slots

Table B.2 illustrates the interaction between the DDN-POMDP prototype dialogue
manager and the author of this thesis. The prior probability distributions of 10
slot-POMDP parameter files are equally distributed, therefore all slots nominate the
ask action, the AS applies the first rule specified in Section 6.3.2 (rule 1) and the
ask(open) action is selected. Rules 4, 5, 5, and 3 are used in S2, S3, S4 and S5,
respectively.
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Dialogue episode 1
S1 : Please provide the location of your team members? [ask ]
U1 : Building 6

oau=v6; oeu=extreme; r=-1.0 [gu=v6, eu=extreme, au=v6, du=stated]
S2 : Please wait a moment, I will connect you through our route planning team.

[fail ]
End of the episode: episodeReward=-4.0

Dialogue episode 2
S1 : Please provide the location of your team members? [ask ]
U1 : Building 9

oau=v9; oeu=high; r=-1.0 [gu=v9, eu=high, au=v9, du=stated]
S2 : I understood Building 9. Is that correct? [confirm(v9)]
U2 : Yes

oau=yes; oeu=high; r=-1.0 [gu=v9, eu=high, au=yes, du=stated]
S3 : Ok, the route description is shown on your PDA. [ok(v9)]

End of the episode: episodeReward=8.0
Dialogue episode 3
S1 : Please provide the location of your team members? [ask ]
U1 : Building 7

oau=v7; oeu=low; r=-1.0 [gu=v7, eu=low, au=v7, du=stated]
S2 : Ok, the route description is shown on your PDA. [ok(v7)]

End of the episode: episodeReward=9.0
{v1 = Bakkerskade, v2 = Bakkersweg, v3 = Propaanweg,
v4 = Buttaanweg, v5 = Beneluxweg, v6 = Building 6, v7 = Building 7,
v8 = Building 8, v9 = Building 9, v10 = Building 10}

Table B.1: Representative dialogue example for a 1-slot case



B.2. Ten slots 143

S0 : What can I do for you?
U0 : I need a route description to coordinate with my team members.

They are currently located at 10 different locations.
S1 : What are these locations?

[rule 1 : ask(open)]
U1 : first location is Bakkerskade, second one is Bakkersweg

[oau=answer(f1=v1, f2=v2), oeu=high]
S2 : So, the first location is Bakkerskade and the second location is

Bakkersweg. Is that correct?
[rule 4 : confirm(f1=v1, f2=v2)]

U2 : yes
[oau=yes, oeu=moderate]

S3 : What about the third location?
[rule 5 : ask(f3)]

U3 : The third, fourth, and fifth locations are: Propaanweg, Buttaanweg,
and Beneluxweg
[answer(f3=v3, f4=v4, f5=v5), oeu=low]

S4 : And what is the sixth location?
[rule 5 : ask(f6)]

U4 : The remaining locations are buildings six, seven, eight, nine, ten.
[answer(f6=v6, f7=v7, f8=v8, f9=v9, f10=v10), oeu=no]

S5 : Ok, the route description is shown on your PDA.
[rule 3 : giveSolution(f1=v1, f2=v2, f3=v3, f4=v4, f5=v5, f6=v6, f7=v7,
f8=v8, f9=v9, f10=v10)]
{v1 = Bakkerskade, v2 = Bakkersweg, v3 = Propaanweg,
v4 = Buttaanweg, v5 = Beneluxweg, v6 = Building 6, v7 = Building 7,
v8 = Building 8, v9 = Building 9, v10 = Building 10}

Table B.2: Dialogue example for a 10-slot case
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Abstract

Designing and developing affective dialogue systems have recently received much in-
terest from the dialogue research community. A distinctive feature of these systems is
affect modeling. Previous work was mainly focused on showing system’s emotions to
the user in order to achieve the designer’s goal such as helping the student to practice
nursing tasks or persuading the user to change their dietary behavior. A challeng-
ing problem is to infer the user’s affective state and to adapt the system’s behavior
accordingly. This thesis addresses this problem from an engineering perspective us-
ing Partially Observable Markov Decision Process (POMDP) techniques and a Rapid
Dialogue Prototyping Methodology (RDPM).

We argue that the POMDPs are suitable for use in designing affective dialogue
management models for three main reasons. First, the POMDP model allows for
realistic modeling of the user’s affective state, the user’s intention, and other (user’s)
hidden state components by incorporating them into the state space. Second, recent
dialogue management research has shown that the POMDP-based dialogue manager
is able to cope well with uncertainty that can occur at many levels inside a dialogue
system from speech recognition, natural language understanding to dialogue manage-
ment. Third, the POMDP environment can be used to create a simulated user which
is useful for learning and evaluation of competing dialogue strategies.

In the first part of this thesis, we first present the RDPM for a quick produc-
tion of frame-based dialogue models for traditional (i.e., non-affect sensitive) single-
application dialogue systems. The usability of the RDPM has been validated through
the implementation of several prototype dialogue systems. We then present a novel
approach to developing interfaces for multi-application systems which are dialogue
systems that allow the user to navigate between a large set of applications smoothly
and transparently. The work in this part provides an essential infrastructure for
implementing our prototype POMDP-based dialogue manager.

In the second part, we first describe a factored POMDP approach to affective
dialogue management. This approach illustrates that POMDPs are an elegant model
for building affective dialogue systems. Further, the POMDP-based dialogue strategy
outperforms all other known strategies from the literature when tested with small-
scale dialogue problems. However, a well-known drawback of POMDP-based dialogue
managers is that computing a near-optimal dialogue policy is extremely computation-
ally expensive. We then propose a tractable hybrid DDN-POMDP method to tackle
many of these scalability problems. The central contribution of our method (com-
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pared with other POMDP-based dialogue management methods from the literature)
is the ability to handle frame-based dialogue problems with hundreds of slots and
hundreds of slot values.

Keywords: dialogue modeling, dialogue management, dialogue systems, rapid proto-
typing, partially observable Markov decision processes, multimodal, multi-application,
multi-domain, affective computing.



Samenvatting

Het ontwerpen en ontwikkelen van affectieve dialoogsystemen heeft de afgelopen tijd
veel belangstelling genoten binnen het onderzoek naar dialogen. Een bijzonder ken-
merk van deze systemen is het modelleren van emoties. Het voorafgaande werk was
voornamelijk gericht op het weergeven van de emoties van het systeem naar de ge-
bruiker om het doel van de ontwerper te bereiken, zoals het helpen van een student
bij het oefenen van taken in de verpleging, of het helpen van de gebruiker zijn of
haar eetgedrag aan te passen ten behoeve van een dieet. Een uitdagend probleem is
het afleiden van de gemoedstoestand van de gebruiker en het gedrag van het systeem
daarop aan te sluiten. Dit proefschrift gaat op dit probleem in vanuit een praktisch
perspectief met behulp van de technieken Partially Observable Markov Decision Pro-
cess (POMDP) en Rapid Dialogue Prototyping Methodology (RDPM).

Wij tonen aan dat POMDP’s geschikt zijn om te gebruiken bij het ontwerpen van
affectieve modellen van dialoogmanagement en wel om drie redenen. Ten eerste maakt
het POMDP-model een realistische modellering mogelijk van de gemoedstoestand van
de gebruiker, de bedoeling van de gebruiker, en andere componenten van een verbor-
gen toestand (van de gebruiker), door ze in te bedden in de toestandsruimte. Ten
tweede heeft recent onderzoek naar dialoogmanagement aangetoond dat dialoogman-
agers gebaseerd op POMDP’s, goed kunnen omgaan met onzekerheden die kunnen
optreden op allerlei niveaus binnen een dialoogsysteem, van spraakherkenning, natu-
urlijke taalverwerking tot dialoogmanagement. Ten derde kan de POMDP-omgeving
worden gebruikt om een gesimuleerde gebruiker te maken, wat nuttig is voor het leren
en evalueren van alternatieve dialoogstrategieộn.

In het eerste deel van dit proefschrift zullen we eerst de RDPM voorstellen voor het
snel produceren van op frames gebaseerde dialoogmodellen voor traditionele (d.w.z.
niet-affectieve) dialoogsystemen voor ỗỗn toepassing. De bruikbaarheid van de RDPM
is gevalideerd door de implementatie van verschillende prototypen van dialoogsyste-
men. Daarna stellen we een nieuwe benadering voor om interfaces te ontwikkelen
voor systemen voor meerdere toepassingen. Dit zijn dialoogsystemen waarin de ge-
bruiker transparant en zonder merkbare overgangen kan navigeren binnen een grote
verzameling van toepassingen. Het werk in dit deel vormt een essentiộle infrastruc-
tuur voor het implementeren van ons prototype van een dialoogmanager gebaseerd
op POMDP’s.

In het tweede deel beschrijven we eerst een een benadering van gefactoreerde
POMDP’s voor affectief dialoogmanagement. Deze benadering illustreert dat POMDP’s
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een elegant model zijn voor het bouwen van affectieve dialoogsystemen. Bovendien
overtreft de prestatie van de POMDP-gebaseerde dialoogstrategie alle overige bekende
strategieộn uit de literatuur, zodra ze getest worden met kleinschalige dialoogproble-
men. Een bekende tekortkoming van POMDP-gebaseerde dialoogmanagers is echter
dat het berekenen van een bijna optimaal dialoogbeleid buitengewoon veel rekenkracht
vereist. We stellen dan een haalbare hybride methode van DDN-POMDP voor om
veel van deze schaalbaarheidsproblemen het hoofd te bieden. De voornaamste bij-
drage van onze methode (vergeleken met andere POMDP-gebaseerde methoden van
dialoogmanagement uit de literatuur) is de mogelijkheid op frames gebaseerde di-
aloogproblemen te verwerken met honderden slots en honderden slotwaarden.

Zoekwoorden: dialoogmodellering, dialoogmanagement, dialoogsystemen, rapid pro-
totyping, partially observable Markov decision processes, multimodaal, meerdere toepassin-
gen, meerdere domeinen, affectieve computers
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