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Introduction



1 Introduction

Abstract – In this chapter an introduction will be given to the re-

search areas of high-speed laser Doppler perfusion imaging and

laser speckle contrast techniques. Furthermore, the aim of the per-

formed research will be introduced, and finally an overview of the

topics in this thesis will be given.

1.1 General Introduction

Noninvasive imaging of blood flow in tissue is of major importance for certain
applications in dermatology [1], neurology [2], surgery [3] and wound care
[4]. Over recent decades, several techniques have been developed for imaging
tissue perfusion. Most of these techniques exploit the random interference
pattern generated from diffusely backscattered light from the skin, generally
known as speckle pattern.

The most well-known technique using this speckle pattern is laser Doppler
perfusion imaging (LDPI) [5, 6]. In LDPI the skin is illuminated with coher-
ent laser light. A fraction of the laser light interacts with moving red blood
cells and obtains a Doppler shift. A mixture of Doppler shifted and unshifted
light interferes on a detector, resulting in a speckle pattern which changes
over time. This leads to the generation of a photocurrent that fluctuates
in time. The moments of the power spectrum S(ω) of this photoelectric
current are given by :

Mi ∝
∞
∫

0

ωiS(ω)dω (1.1)

In LDPI the zeroth order moment (i = 0) is a measure for the concentration
of red blood cells whereas the first order moment (i = 1) is a measure for
the flux or perfusion [7].

Currently, laser speckle contrast analysis (LASCA) and other laser speckle
contrast techniques are gaining interest as alternative methods for perfusion
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Scope of the thesis

imaging [8, 9]. Laser speckle contrast techniques are based on the spatial
and temporal statistics of the speckle pattern. The contrast in a speckle
pattern is defined as :

C ≡ σ

〈I〉 =

√

〈I2〉 − 〈I〉2

〈I〉 (1.2)

where the brackets denote averaging. The motion of particles in the illumi-
nated medium causes fluctuations in the speckle pattern when recorded with
an imaging array, using a long integration time. These intensity fluctuations
blur the image and reduce the contrast to an extent that is related to the
speed of the particles inside the illuminated medium, such as moving red
blood cells.

1.2 Scope of the thesis

Till recently the largest advantage of LASCA was its being a full-field tech-
nique, whereas LDPI was a scanning technique. This scanning mode resulted
in long measurement times, which made LDPI less favorable for the clinical
environment. This disadvantage decreased when LDPI became a full-field
technique by the introduction of high speed CMOS cameras for the detection
of the Doppler-shifted light [10–12]. From that moment on, both techniques
had a measurement time in the millisecond range. The introduction of the
high-speed CMOS-cameras in LDPI directly reveals another advantage of
LASCA over LDPI. To perform LASCA measurements an inexpensive cam-
era which can achieve a frame-rate of 200 Hz is sufficient, whereas for LDPI,
a state-of-the-art high-speed camera which can achieve a frame-rate of about
25 kHz is needed.

In this thesis we study the implications of the implementation of a CMOS-
camera in a LDPI measurement-setup, study the application of full field
LDPI on burn diagnosis, review laser speckle contrast techniques and present
a comparison of LDPI with LASCA.
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1 Introduction

1.3 Overview of this thesis

A review of the contribution of laser speckle contrast techniques to the
field of perfusion visualization and a discussion of the development of these
techniques is given in chapter 2. In this chapter the working principle of
LASCA is discussed and the development of laser speckle contrast techniques
over the last decades is reviewed.

In commercially available LDPI devices the area under investigation is scan-
ned with a narrow laser beam and consequently, obtaining a perfusion image
of 64 × 64 pixels takes approximately 3 minutes. This long scanning time
impedes the observation of fast perfusion changes, for instance during reper-
fusion after occlusion. To obtain real time reperfusion images a refresh rate
of approximately 25 Hz is needed. Also from the perspective of the patient,
a short imaging time, e.g., for burn patients, and in general for young chil-
dren and elder patients, is beneficial. So, in chapter 3 the Twente Optical
Perfusion Camera (TOPCam), a LDPI measurement setup based on CMOS
technology, is presented and measurements are shown. Unlike previous de-
vices, the TOPCam is able to acquire a perfusion image within milliseconds,
and to perform video rate perfusion imaging. Various instrumental aspects
will be discussed and performance studies on phantoms and in-vivo mea-
surements will be presented.

Proper determination of the burn depth is crucial for the choice of the op-
timal wound treatment. In burns with an intermediate depth (also called
partial thickness burns), the early prognostication of the likely burn wound
outcome is difficult during the first days after injury. In literature, several
potential objective methods to determine burn depth in an early stage after
injury are reported, one of which is LDPI [13–15]. The superficial partial
thickness burns have a more active microcirculation compared to normal
’unaffected’ skin, while the microcirculation in deep partial thickness burn
wounds is impaired or lost. These differences are used in the burn assessment
with LDPI. In chapter 4 a study is presented to evaluate the capability and
efficacy of the TOPCam to measure perfusion differences in burn wounds.
Since blisters, curvature and crusts can influence the perfusion values in the
LDPI measurement, the effects of different wound appearances are investi-
gated.

In chapter 5, a Time Domain algorithm is presented for determining the
first order spectral moment. Nowadays the perfusion in one pixel is cal-
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culated by recording a complete time signal (e.g. 512 or 1024 points), de-
termine the power spectrum using the Fast Fourier Transform, and obtain
the first order moment of the power spectrum as a measure for the flux
or perfusion. In this way, calculating the perfusion is time consuming and
inefficient in terms of memory and data transport: because in this proce-
dure all raw speckle images are needed simultaneously, and for each pixel
the spectrum has to be taken for each pixel and the spectrum has to be
squared and integrated over all frequencies to obtain one number for the
perfusion. We evaluated another approach in which a calculation algorithm
for the first order moment working in the time domain is utilized. This Time
Domain algorithm involves less computational steps and requires less data
to be transported and stored.

The physical model behind LDPI by Bonner and Nossal [7] has shown that,
for low blood concentrations, the concentration of red blood cells and their
average velocity are both linearly represented by the zeroth and first or-
der moment. The physical model behind laser speckle contrast flowmetry
are inspired by Dynamic Light Scattering theories, implying assumptions
regarding the dynamics of the particles and the associated optical intensity
correlations. In chapter 6 we present a theory which connects the contrast
in time integrated dynamic speckle patterns (e.g. laser speckle contrast tech-
niques) and the power spectral density of temporal intensity fluctuations of
non-integrated speckle patterns (e.g. laser Doppler perfusion imaging) with-
out prior assumptions regarding the speed distribution of particles and the
extent of multiple scattering.

Finally, a summary and outlook of the research of this thesis will be given
in chapter 7 .
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2 Review of laser speckle contrast techniques for visualizing tissue perfusion

Abstract – When a diffuse object is illuminated with coherent

laser light, the backscattered light will form an interference pattern

on the detector. This pattern of bright and dark areas is termed a

speckle pattern. When there is movement in the object, the speckle

pattern will change over time. Laser speckle contrast techniques

use this change in speckle pattern to visualize the tissue perfusion.

We present and review the contribution of laser speckle con-

trast techniques to the field of perfusion visualization and discuss

the development of the techniques.

2.1 Introduction

Imaging blood flow in the tissue is of major importance in the clinical en-
vironment [1–10]. Over recent decades, several techniques have been devel-
oped for imaging tissue perfusion. Most of these techniques [10–13] exploit
the interference pattern generated from diffusely backscattered light from
the skin [14]. Currently, laser speckle contrast techniques are gaining inter-
est [15, 16]. Laser speckle contrast techniques are based on the spatial and
temporal statistics of the speckle pattern. The motion of particles in the
illuminated medium causes fluctuations in the speckle pattern on the de-
tector. These intensity fluctuations blur the image and reduce the contrast
to an extent that is related to the speed of the illuminated objects, such
as moving red blood cells. In this paper, we will present the principles and
various implementations of the speckle contrast method, review the contri-
bution of laser speckle contrast techniques to the field of perfusion imaging
and describe their technical development.

10



Speckle contrast
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Figure 2.1: (a), (b) and (c) Simulated blurred speckle patterns with an exposure time
of 1, 5 and 25 ms respectively, (d), (e) and (f) conjugated contrast images,
with contrast values calculated for 5×5 pixels. The contrast value is shown
in the colorbar.

2.2 Speckle contrast

2.2.1 What are speckles ?

When an optically rough object is illuminated with coherent laser light and
the diffusely backscattered light is collected on a screen, the backscattered
light will create an interference pattern on this screen. This interference
pattern consists of bright and dark areas; the so-called speckles. If the ob-
ject does not move and the laser is stable, the interference pattern does not
change over time, and the pattern is termed a static speckle pattern. If the
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2 Review of laser speckle contrast techniques for visualizing tissue perfusion

object moves or particles move within the medium, the interference pat-
tern will change in time and the pattern is termed dynamic. This dynamic
behavior is mainly caused by the Doppler shifts of the light that interacts
with the moving particles. Figure 2.1(a) shows a simulated speckle pattern
formed when the diffusely backscattered light is emitted from a circular area
[17].

2.2.2 What is speckle contrast ?

Speckle flow techniques are based on the changes over time of the dynamic
speckle pattern generated by motion in the sample. In these techniques,
this changing speckle pattern is recorded with a camera which has an in-
tegration time in the order of the speckle decorrelation-time (i.e. in the
millisecond range). Due to the long integration time compared to the typ-
ical decorrelation-time of the speckle pattern, the speckle pattern will be
blurred in the recorded image. The level of blurring is quantified by the
speckle contrast. The speckle contrast C is usually defined as the ratio of
the standard deviation σ of the intensity I to the mean intensity 〈I〉 of the
speckle pattern:

C ≡ σ

〈I〉 =

√

〈I2〉 − 〈I〉2

〈I〉 (2.1)

If there is no or little movement in the object, there will be no or only a little
blurring. Goodman and Parry [18] showed that for a static speckle pattern,
under ideal conditions (i.e. perfectly monochromatic and polarized waves
and absence of noise) the standard deviation σ equals the mean intensity
〈I〉 and the speckle contrast is equal to unity, which is the maximum value
for the contrast. Such a speckle pattern is termed “fully developed”. When
there is movement in the object, the speckle pattern will be blurred and
the standard deviation of the intensity will be small compared to the un-
changed mean intensity, resulting in a reduced speckle contrast. Figure 2.1
shows 3 simulated speckle images with different exposure times and their
corresponding contrast maps. The latter are obtained by calculating the
contrast over an area of 5 × 5 pixels. The speckle images are simulated by
making use of the concept of a copula [17]: a circular region in a square
matrix is filled with complex numbers of unity amplitude and uniformly dis-
tributed phases. After Fourier transforming the matrix, and multiplying it
point-by-point by its complex conjugate, an artificial speckle pattern is gen-
erated. By shifting the circular region with complex numbers one column
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each time and recalculating the speckle pattern, a dynamic speckle pattern
can be generated. The speckle pattern is decorrelated if all the complex
numbers in the circular region are changed (i.e. after the same amount of
steps as the diameter of the circular region). So the diameter of the circular
region can be related to the speckle decorrelation time, in this way different
exposure times can be simulated.

2.3 Theories relating speckle contrast to particle speed

A dynamic speckle pattern can be described in terms of a power spectrum of
the intensity fluctuations. In the time domain, an analogous description is
by the autocorrelation function of the intensity fluctuations. An important
feature of such a temporal correlation function is the decorrelation time.
Under the assumption of a random Gaussian or Lorentzian velocity distri-
bution with a mean around zero, the decorrelation time τc can be linked to
the decorrelation velocity υc [19–21] by:

υc =
λ

2πτc
(2.2)

with λ the laser wavelength. Using laser light in the visible range, this
relation reduces to υc ≈ 0.1/τc µm/s. Bonner and Nossal [22] took more
factors such as particle-size into account and reduced the relation to υc ≈
3.5/τc µm/s. So the decorrelation velocity predicted by Bonner and Nossal
differs by one and a half orders of magnitude from the values predicted by
Briers and Webster. Which of these relations best predicts the decorrelation
velocity is yet unknown.

For laser speckle contrast techniques, the particle velocity and/or the speckle
decorrelation time need to be related to the speckle contrast. Ramirez-San-
Juan et al. [23] investigated the influence of a Gaussian or Lorentzian velocity
distribution on the contrast level. Under the assumption of a Lorentzian
[23, 24] velocity distribution, the relation between the correlation time τc,
the exposure time T and the contrast is given by:

σ

〈I〉 =

√

τc

2T

(

1 − exp

(

−2T

τc

))

(2.3)
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So a small value of the contrast corresponds with a small τc (i.e. fast moving
speckles) and a contrast close to unity corresponds to a large τc (i.e. sta-
tionary speckle pattern). For a Gaussian velocity distribution [19, 23, 25],
the relation is given by:

σ

〈I〉 =

√√
π

2

τc

T
erf

(

T

τc

)

(2.4)

The integral over time of the normalized autocorrelation function of a veloc-
ity distribution should equal the correlation time τc. However, for equation
2.4 this is not the case, so Ramirez-San-Juan et al. [25] proposed to use an
alternate expression for the Gaussian velocity distribution :

σ

〈I〉 =

√

1

2

τc

T
erf

(√
πT

τc

)

(2.5)

In figure 2.2, C is plotted as a function of T/τc under the assumption of
a Lorentzian and the two Gaussian velocity distributions. There is a clear
difference visible between the contrast values based on a Lorentzian or Gaus-
sian velocity distribution for a given T/τc. For high contrast levels, corre-
lation times may vary upto one order of magnitude. However, for the al-
ternate Gaussian velocity distribution, there is a good agreement between
the Lorentzian and Gaussian velocity distribution for C-values below 0.5.
Ramirez-San-Juan et al. [23] showed furthermore that for the flow rates
used in their experiments, the Gaussian based approach is superior to the
normally used Lorentzian approach in speckle contrast techniques. The re-
lation between τc and υc (e.g. equation 2.2) is essential to link the measured
contrast values via speckle decorrelation time to the decorrelation velocity.

Recently Duncan et al. [26] stated that the Lorentzian velocity distribution
model is only applicable for Brownian motion whereas an inhomogeneous
(Gaussian) distribution is valid for ordered motion. They claimed that the
proper model for the combined effect (i.e Brownian motion and ordered
motion) is a Voigt velocity distribution, which is the result of a convolution
of a Lorentzian and Gaussian velocity distribution.
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Figure 2.2: C as a function of T/τc for a Lorentzian velocity distribution (solid), Gaus-
sian velocity distribution (dashed) and alternate Gaussian velocity distri-
bution (dotted).

2.4 Speckle contrast flow measurement techniques

Several researchers used the principle of speckle contrast to develop tech-
niques for measuring skin perfusion. In this paper several of these techniques
will be discussed. Table 2.1 summarizes the various techniques.

2.4.1 Double and single exposure speckle photography

Archbold and Ennos [38] invented double-exposure speckle photography
[29, 39], a technique which was the forerunner of LASCA (see section 2.4.2).
Strictly speaking, double speckle photography is no speckle contrast tech-
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nique since each of the two exposures is a snapshot rather than a blurred
image. Double-exposure speckle photography is based on the principle that
a photographic record of two identical and mutually displaced speckle struc-
tures gives rise to parallel straight fringes in the Fourier plane. The spacing
and orientation of these fringes is related to the displacement and direction
between both photographs. This makes the technique only applicable for
solid bodies or fluids with a stationary flow pattern [38]. Iwai and Shigeta
[30] developed a digital version of double-exposure speckle photography. To
obtain a velocity map, the whole image should be divided into small regions
for analysis over which the velocity can be assumed to be spatially constant.
The analysis of these fringe-patterns is complicated compared to analysis
performed in speckle contrast techniques, which is a disadvantage.

The first real speckle contrast technique, using a long exposure time, was
single speckle photography [40]. Single exposure speckle photography [24]
was a laborious process (i.e. making and developing a photograph and
analysis of the negative film).

2.4.2 Laser speckle contrast analysis (LASCA)

Briers and Webster [19, 41, 42] developed a digital version of single speckle
photography using a monochrome CCD and frame grabber linked to a com-
puter. The digital photograph is processed by the computer and the local
contrast is computed in a block of n×n pixels. This digital version was the
first setup which uses laser speckle contrast analysis (LASCA) as we know
it nowadays. Figure 2.3(a) shows a schematic overview of a LASCA-setup
with an expanded laser beam, an imaging system comprising focussing op-
tics, a variable diafragm and a digital camera as essential features. Figure
2.3(b) shows a schematic overview of the way the contrast is calculated in
LASCA. The contrast is calculated by :

Ci,j =

√

√

√

√ 1
(n+1)2

i+ n

2
∑

x=i−n

2

j+ n

2
∑

y=j−n

2

I2
x,y −

(

1
(n+1)2

i+ n

2
∑

x′=i−n

2

j+ n

2
∑

y′=j−n

2

Ix′,y′

)2

1
(n+1)2

i+ n

2
∑

x=i−n

2

j+ n

2
∑

y=j−n

2

Ix,y

(2.6)

with Ii,j the intensity of pixel i,j and n+1 the size of the square over which
the contrast is calculated. Experiments showed [43, 44] that in LASCA it
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Figure 2.3: (a) LASCA-setup with essential features, (b) schematic overview of the way
the contrast is calculated in LASCA. With the squares being pixels of a
recorded image, the contrast in pixel (i,j) (dark grey) is determined by
calculating the ratio of the standard deviation of the pixels in the pale grey
n × n pixel area to the mean value of the pixels in this area, (c) schematic
overview of the way the contrast is calculated in LSI. In pixel (i,j) the
contrast is calculated as the ratio of the standard deviation of the intensity
at this pixel at different times, and the mean intensity for this pixel and
(d) schematic overview of the way the contrast is calculated in LSFG. The
mean blur rate (MBR) is determined by calculating the ratio of the mean
value of the pixels in the pale gray area to mean difference of the central
point (dark gray) and the pixels in the pale gray area.
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was not possible to obtain the full contrast range from 0 to 1.0. Richards and
Briers [44, 45] suggested this was due to an offset in the pixel values termed
pedestal and introduced by the CCD camera. Manually removing this offset
resulted in an increase in contrast from 0.41 to 0.95 for a static speckle
pattern. The next major improvement to the LASCA-setup was in the image
processing. Changing from software written in C++ operating under DOS
to Windows in combination with improved code and a 166MHz Pentium
processor, reduced the processing time for a full frame from approximately
four minutes down to approximately 1 second [44, 46]. Besides improving the
computer hardware and software, the development of the LASCA technique
continued. An improved version was described by Richards and Briers who
implemented a camera with a variable exposure time and ran trials with
lasers in the green wavelength range instead of in the red [21, 44, 45]. Several
researchers used a slightly different LASCA-setup. For example, in one
setup, the backscattered light was collected on the camera without making
use of a lens but by making use of a single-mode fiber [47] or adjustable
iris and camera in the diffraction plane [48]. Furthermore a polarizer was
positioned in between sample and camera to select the linearly polarized
light [49] to increase the contrast of the grabbed speckle pattern [21, 44, 45,
47].

LASCA is fast and inexpensive, but there are technical details which should
be taken into account for proper measurements. To adjust the “sensitiv-
ity” of the LASCA-setup to a certain velocity, the integration time can
be adjusted. As the integration time changes, the noise in the measure-
ment also changes. Yuan et al. [50] identified a relation linking sensitivity,
noise and camera exposure time. They found that with an increasing expo-
sure time up to 2 ms, the sensitivity to relative speckle changes increased.
However, the noise in the speckle contrast also increases with increasing
exposure time. The optimal contrast-to-noise ratio was found to be at 5
ms, so Yuan et al. suggested that ∼5 ms is an optimal exposure time for
LASCA-measurements in the brains of rodents.

To obtain good statistics, the speckle size should be carefully controlled.
When speckle size and pixel size are of the same order, the error in calculated
contrast is minimized [44, 50]. For image speckle (i.e. image the speckle
pattern with a lens in front of for example a camera), the speckle size is
dependent on the laser wavelength (λ), the f-number of the lens system
(f#) and the magnification (M), as expressed by:

d = 2.44λf#M (2.7)
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2 Review of laser speckle contrast techniques for visualizing tissue perfusion

So by controlling the f-number of the lens system (i.e. adjusting the iris
of the lens system) the optimal speckle size can be chosen. However, this
removes the facility to control the amount of light falling on the camera
because Yuan et al. [50] showed that a fixed integration time of ∼5 ms gives
the best contrast-to-noise ratio. So neutral density filters should be used to
adjust the amount of light falling on the camera [44].

With “classical” LASCA, all depth-information about perfusion is lost, so
Zimnyakov and Misnin [48] modified the setup by making use of a localized
moving light source in combination with spatial filtering to reveal depth-
resolved information about the micro circulation. When a dynamic layer
below a static layer is imaged, the resulting speckle pattern will be com-
posed of a stationary speckle pattern in the inner zone of the CCD camera
and a dynamic speckle pattern in the outer zone. So by placing filtering
diaphragms on the sample, depth information can be obtained. As a conse-
quence of the stationary speckle pattern, the contrast will not drop to 0 for
long integration times. To quantify that Zimnyakov and Misnin introduced
the term residual contrast.

2.4.3 Laser speckle imaging (LSI)

Due to the fact that the contrast is analyzed for a group of pixels in one
image, LASCA has the disadvantage of a lack of spatial resolution. So
Cheng et al. [28] developed laser speckle imaging (LSI) to compensate for
this disadvantage. LSI is the temporal equivalent of LASCA; the contrast
is calculated based on one pixel in a time sequence, rather than based on
multiple pixels in one image, as is schematically shown in figure 2.3(c). In
LSI, the contrast is calculated by:

Ci,j =
σ

〈I〉 =

√

√

√

√ 1
n+1

t+n/2
∑

l=t−n/2

I2
i,j,l −

(

1
n+1

t+n/2
∑

l′=t−n/2

Ii,j,l′

)2

1
n+1

t+n/2
∑

l=t−n/2

Ii,j,l

(2.8)

where Ix,y,t is the intensity of pixel (i, j) at time t and n + 1 the number
of speckle images over which the contrast is calculated. Note that no flow
(i.e. no dynamic speckle pattern) and very high flow (i.e. complete blurred
dynamic speckle pattern) both give a contrast equal to 0. This makes LSI
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unsuitable for sample with regions where no flow is present. Cheng et al. [28]
showed that calculating the contrast with LSI gives as expected a five times
higher spatial resolution compared to LASCA. They only assumed a linear
relationship between the measured flow rate (i.e. 1/τc) and actual flow rate
values, whereas Choi et al. [51] showed that there is a linear relationship
between these parameters, the range over which this is valid depends on the
integration time of the camera (e.g. 0 to 20 mm/s for T = 1 ms and 0 to 5
mm/s for T = 10 ms), as already was suggested by Yuan et al. [50].

Nothdurft and Yao [52] showed that by adjusting the capture parameters
(e.g. exposure time, incident power and time interval between subsequent
capture), LSI is able to reveal structures which are hidden under the surface.
Surface and subsurface inhomogeneities depend differently on these capture
parameters, so by tuning the capture parameters, the image contrast values
of the surface and subsurface targets can be changed. When the contrast
of the surface inhomogeneity is within the noise level of the background
image, the surface effect is essentially removed from the image. They did
not test LSI on tissue perfusion; that was done by Li et al. [31] who named
the technique differently, laser speckle temporal contrast analysis (LSTCA),
but it is based on the same principle as LSI. They presented images of
the cerebral blood flow of a rat through the intact skull by making use of
temporal averaging of the speckle pattern. They used an exposure time
of 5 ms, which is of the same order as that suggested by Yuan et al. [50]
and an interval time of 25 ms, resulting in a real-time video frame-rate of
33 Hz. They furthermore showed that LSTCA significantly improves the
visualization of the blood vessels with respect to LASCA due to the fact
that the speckle pattern on the detector is built up of a stationary and a
dynamic part. They stated that the stationary part produced by the skull is
mainly dependent on local properties of the skull and is therefore temporally
homogeneous. So the contrast value in the LSTCA-process is not influenced
by the stationary part whereas in the LASCA-process the stationary part
will influence the contrast value and lower the SNR.

Völker et al. [53] modified LSI by positioning a rotating diffuser, which can
be controlled by a motor, to illuminate the sample with a random speckle
pattern. In this way, they could suppress the noise in LSI. If the diffuser ro-
tates slowly (e.g. one rotation per hour), temporal fluctuations will occur at
time scale τ0. However, if the exposure time T of the camera is chosen to be
smaller than τ0, subsequent speckle images will be statistically independent
and analyzing a large number of images results in the perfect averaging of the
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contrast without loss of spatial resolution. They showed that the noise level
scales with N−0.5, with N being the number of independent speckle-images.

Bandyopadhyay et al. [54] and Zakharov et al. [55] pointed out recently that
the commonly used LSI equation (i.e. equation 2.3) involves an approxima-
tion (i.e. τc ≪ T for Lorentzian velocity distribution) that could result in
incorrect data analysis. Cheng and Duong [56] investigated the contribution
of such approximation and its impact on LSI data analysis. They showed
that the approximation is valid for calculating blood flow changes rather
than absolute values for τc ≪ T .

Furthermore they introduced a time-efficient LSI analysis method by making
use of the asymptotic approximation of the commonly used LSI equation
(i.e. equation 2.3) instead of using the Newtonian iterative method to solve
that equation. Based on these findings, Parthasarathy et al. [37] presented
a new multi-exposure speckle imaging (MESI) instrument based on their
robust speckle model that has potential to obtain quantitative baseline flow
measures and overcomes their criticism of LASCA and LSI (e.g. lack of
quantitative accuracy and the inability to predict flows in the presence of
static scatterers such as an intact or thinned skull). To keep the noise
contribution of the camera (e.g. readout noise, thermal noise) constant
while changing the integration time, they used a fixed exposure time for the
camera and gated a laser diode during each exposure to effectively vary the
speckle exposure duration T .

2.4.4 Other techniques

LASCA has the disadvantage of a lack of spatial resolution whereas LSI
has the disadvantage of a lack of temporal resolution. Therefore, several
researchers [32–36] have developed techniques which are combinations of
LASCA and LSI. Forrester et al. [32, 33] developed laser speckle perfusion
imaging (LSPI), Tan et al. [35] developed LASCA using spatially derived
contrast with averaging (SDCav), Konishi et al. [34] developed Laser speckle
flowgraphy (LSFG) and Le et al. [36] introduced tLASCA and sLASCA as
temporal and spatial equivalents of LASCA.

In LSPI, the mean value of the speckle-intensity, which is called speckle
reduction by Forrester et al. [32, 33], can be determined by spatial averaging
(good temporal resolution), temporal averaging (good spatial resolution) or
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a combination of both (acceptable temporal and spatial resolutions). The
nonfluctuating component of the measured intensity is quantified by the
speckle reduction:

IREF (i, j) =
1

NMAX

NMAX
∑

N=1





1

2m + 1

i+m
∑

i−m





1

2n + 1

j+n
∑

j−n

ISP,N (i, j)







 (2.9)

where ISP,N is the intensity of pixel (i, j) in the N th frame in a sequence
of NMAX frames and m an n the boundaries for the chosen region around
pixel (i, j). To quantify the fluctuating component, the sum of the differ-
ence between the speckle reduction and the speckle-intensity is taken and
normalized with the speckle reduction:

ISD,norm(i, j) =

NMAX
∑

N=1

[

i+m
∑

i−m

(

j+n
∑

j−n

|ISP,N (i, j) − IREF (i, j)|
)]

IREF (i, j)
(2.10)

which is different from the formal definition of contrast as given in equa-
tion 2.1, where the numerator is based on the standard deviation of the
fluctuation instead of the mean absolute difference of the fluctuations.

To determine the perfusion, the inverse relation of the normalized sum is
taken. For obtaining high spatial resolution images, Forrester et al. [33] used
a frame rate of just over 6 Hz, while with spatial averaging they obtained
a semi-real time imaging speed with a frequency of 15 Hz. The method
of calculating the flow in LSFG, or mean blur rate (MBR) as Konishi et
al. [34] termed it, is comparable to the combination of spatial and temporal
averaging introduced by Forrester et al. [33]. In LSFG a 3×3×3 pixel matrix
is taken and the MBR is defined as the mean intensity across these 26 pixels
(the central point is not taken into account) divided by the mean difference
of the central point and the 26 pixels. This is schematically shown in figure
2.3(d). When using a CCD-camera in LSFG, the interlace scanning mode of
the camera requires compensation for the fact the odd lines are captured at
different time to the even lines, so Konishi et al. [34] adjusted the definition
of the MBR in LSFG to:

MBRn,m,t =
2 〈In,m,t〉2

〈

I2
n,m,t

〉

− 〈In,m,t〉2
(2.11)

where the factor 2 in the numerator is related to the number of uncorrelated
intensity data taken for the averaging (i.e. even and odd lines).
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Tan et al. [35] modified the “classical” LASCA to SDCav by introducing
averaging over multiple contrast maps, resulting in a decrease in Root Mean
Square (RMS) of the value of 1/τc with an increasing number of averages. A
few years later, this technique of averaging over multiple contrast maps was
presented by Le et al. [36] under the name sLASCA. They also introduced
tLASCA, a technique in which averaging in the spatial domain is performed
on contrast maps obtained using LSI. They showed that tLASCA give better
results and is faster than sLASCA and LSI.

All techniques discussed here have advantages and disadvantages. Imaging
blood flow using LASCA gives a higher temporal resolution compared to
LSI and LSFG, so for fast changing perfusion levels it is the best candidate.
LSI on the other hand provides the best spatial resolution which makes it
suitable for producing detailed perfusion images. LSFG is a combination
between these two techniques which makes it ideal for situations where a
trade-off between temporal and spatial resolution is needed.

Usually a speckle pattern is build up from a dynamic and a static part. As
is shown by Yuan et al. [50] the static part does not influence the contrast in
LSI, which results in a higher SNR for LSI compared to LASCA and LSFG.

2.5 Applications

The laser speckle contrast techniques discussed above can be used in a wide
variety of biomedical applications, and several researchers have presented
in-vivo results. DaCosta [57] used it to monitor the heartbeat of a human
volunteer in a non-invasive way. Sadhwani et al. [58] showed that the thick-
ness of a Teflon layer could be determined by using laser speckle contrast
techniques, so both, they and Zimnyakov and Misnin [48], suggested that
laser speckle contrast techniques could be used for burn depth diagnosis.

Richards and Briers [45] showed that contrast images obtained using LASCA
give a good picture of the movement of red blood cells in the hand of a
volunteer. Cheng and Duong [56] and Konishi et al. [34] even used LSI and
LSFG respectively to map the ocular blood flow in the retina.

Ramirez-San-Juan et al. [23] used chicken chorioallantoic membrane (CAM)
to prove that the use of the Gaussian-based approach reveals more details
such as small vessels than the Lorentzian based approach.
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Comparison with laser Doppler perfusion imaging

Several researchers reported contrast images of perfusion in rodents [5, 28,
31, 35, 36, 50, 59–64]. Yuan et al. [50] used changes in contrast images
of the rat brain after electrical stimulation to obtain the optimal exposure
time. Kubota [59] used LSFG to investigate the effects of Diode Laser
Therapy on blood flow in skin flaps in the Rat Model. To assess changes
in blood flow during photo dynamic therapy (PDT), Kruijt et al. [62] used
LSPI to monitor the vasculature response in arteries, veins and tumour
microvasculature in a rat skin-fold observation chamber. Smith et al. [63]
used contrast images to image the microvascular blood flow using an in vivo
rodent dorsal skinfold model during PDT, pulsed dye laser (PDL) irradiation
and a combination of both on port wine stains. Dunn et al. [5] used LASCA
to map the cerebral flow of a rat and simultaneously measure the perfusion
using a laser Doppler probe. They showed there is a good agreement between
the flow in-vivo measured with both techniques. Several researchers like
Cheng et al. [28], Tan et al. [35], Li et al. [31], Murari et al. [65] and Le
et al. [36], did similar work to image the cerebral flow but used temporal
averaging. Zhu et al. [64] monitored thermal-induced changes in tumor blood
flow and microvessels in mice by using LASCA, and showed that deformation
of vessel is a main factor for changing the blood perfusion of a microvessel.

Besides visualizing blood flow, LASCA can also be used to characterize the
composition of atherosclerotic plaques, as achieved by Nadkarni et al. [66,
67]. They measured the speckle decorrelation time τc which provides an
index of plaque viscoelasticity and helps characterize the composition of the
plaque, which can be used to identify high-risk lesions. They showed that
LASCA is highly sensitive to changes in the plaque composition so it can
be used to identify thin-cap fibroatheromas.

2.6 Comparison with laser Doppler perfusion imaging

Nowadays there are two major techniques which are used to image the tissue
perfusion. Besides laser speckle contrast techniques, laser Doppler perfusion
imaging (LDPI) is used to image the perfusion. In LDPI, optical Doppler
shifts are analysed from the temporal intensity fluctuations which are caused
by the dynamic speckle pattern. A number of locally measured power spec-
tra of these intensity fluctuations is converted into a perfusion image.

Till recently LASCA had the advantage over LDPI of being a full-field tech-
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nique, whereas LDPI was a scanning technique. This scanning mode resulted
in long measurement times, which made LDPI less favorable for the clini-
cal environment. This advantage decreased when LDPI became a full-field
technique by introducing a high-speed CMOS-camera for the detection of
the Doppler-shifted light [68–71]. From that moment on, both techniques
had a measurement time in the millisecond range.

The introduction of the high-speed CMOS-cameras in LDPI directly reveals
another advantage of LASCA over LDPI. To perform LASCA measurements
an inexpensive camera which can achieve a frame-rate of 200 Hz (i.e. an
integration time of 5 ms) is sufficient, whereas for LDPI, a state-of-the-art
high-speed camera which can achieve a frame-rate of about 25 kHz is needed.

On the other hand, the physics behind LDPI is well-known and it is shown
that, for low blood concentrations, the concentration of red blood cells and
their average velocity are both linearly represented by the perfusion esti-
mation given in LDPI. Bonner and Nossal [22] published a widely accepted
theoretical model of laser Doppler measurements to determine these param-
eters of blood flow in tissue.

For LASCA and related speckle contrast techniques, a model linking the
measurement outcome to the perfusion, is not available. The reading of
LASCA is based on blurring of the speckles on the detector. To link this
blurring with the average velocity of red blood cells, assumptions should be
made about an appropriate velocity distribution (e.g. Lorentzian, Gaussian,
Voigt) the fraction of moving red blood cells and other parameters (e.g.
particle size). With the wide variety of biological applications, this is a
major challenge. So yet there is no proper model linking the speckle contrast
to the perfusion. To our knowledge, determination of the concentration of
red blood cells with LASCA has not been shown to be possible.

Another difference between laser speckle contrast techniques and LDPI is the
opportunity to apply high-pass filtering (e.g. above 100 Hz) to the recorded
signals in LDPI to filter out movement artifacts. For laser speckle contrast
techniques filtering out those artifacts is not possible, which is a major
disadvantage. Another disadvantage of laser speckle contrast techniques is
shown in figure 2.4. The exposure time is a parameter which can be chosen
freely, however the choice of the integration time influences the calculated
contrast values drastically. Both contrast images in figure 2.4 show the same
area of growing blood vessels of a chicken embryo and its chorio-allantoic
membrane. The black arrows in the images indicate the heart and the major
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Figure 2.4: LASCA contrast maps of the heart of a chicken embryo. (a) taken with an
integration time of 15 ms and (b) taken with an integration time of 40 ms.
The black arrows indicate the heart and the major feeding vessel.

feeding vessel. With a short integration time (i.e. 15 ms, figure 2.4(a)) the
contrast image shows mainly fast moving blood cells (i.e. blood vessels
round the heart) whereas with a long integration time (i.e. 40 ms, figure
2.4(b)) the contrast image highlights slower moving blood cells (i.e. blood
vessels further away from the heart). So the choice of the integration time
determines what can be seen in the image.

To illustrate how images look like produced by several contrast techniques
discussed here, figure 2.5 shows the same sample imaged with LASCA, LSI,
LSFG and compared with LDPI. With capsicum cream (Midalgan, Remark
Groep BV, Meppel, the Netherlands), a perfusion increasing cream, a pat-
tern was written on the right hand of a volunteer (male, 28 yr). The tissue
was imaged twice, once with a frame rate of 125 Hz (an integration time of
8 ms) for LASCA, LSI and LSFG and once with a frame rate of 27 kHz (an
integration time of 37 µs) for LDPI. In each measurement the f-number was
chosen to avoid saturation. The data obtained at a low frame rate were pro-
cessed with LASCA (5× 5 pixels), LSI (25 images) and LSFG, the resulting
images are shown in figure 2.5(a)-(c) respectively. The second measurement
was processed with LDPI (i.e. first moment of the power spectrum from 0
till 13.5 kHz) and normalized with DC, the resulting image is shown in figure
2.5(d). In comparison with LDPI, LSI and LSFG give a good indication of
areas with high and low perfusion. The lack of spatial resolution of LASCA
compared to the other techniques is also clearly illustrated.

Forrester et al. [32] compared LDPI with some of the laser speckle contrast
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Figure 2.5: Comparison of 3 speckle contrast techniques discussed here with laser
Doppler perfusion imaging. On the right hand of a volunteer a pattern was
written with capsicum cream, a perfusion increasing cream, and imaged
with the different techniques. (a) The inverse of the contrast determined
with LASCA, (b) the inverse of the contrast determined with LSI, (c) MBR
determined with LSFG and (d) the perfusion determined with LDPI. The
contrast, MBR and perfusion values are shown in the colorbar.
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techniques discussed in this paper. They imaged digits of a human hand
and the joint capsule and muscle in a rabbit knee, and suggested that laser
speckle contrast techniques are a good and fast alternative for LDPI and
therefore should be further developed. Furthermore, the higher temporal
resolution of LASCA made it more sensitive to the hyperaemic response
after an occlusion. Besides Forrester et al., several other researchers have
performed a comparison between both techniques [27, 71–73]. Briers [27]
compared both technique from a more theoretical point of view and postu-
lated the essential equivalence of both techniques. He therefore encouraged
some cross fertilization of ideas between both techniques. Serov and Lasser
[71] compared LASCA and LDI in their hybrid imaging system. They not
only compared imaging quality and speed, but also sensitivity for flow pa-
rameters such as speed and concentration. In their measurements LASCA
turned out be faster (i.e 10 frames per second) but had a poorer spatial
resolution. Thompson and Andrews [73] postulated a method to gain the
quantitative advantages of LDPI while keeping the speed of LASCA. They
claim that by making use of a temporal autocorrelation function of the
LASCA measurement, a perfusion index comparable to the index of LDPI
can be obtained.

2.7 Conclusions

Speckle contrast techniques are gaining interest in the field of tissue perfu-
sion imaging. In this paper, we have presented the principles and various
implementations of the speckle contrast methods, reviewed the contribution
of these techniques to the field of perfusion imaging and described their
technical development.

Speckle contrast techniques have advantages over their main counterpart,
laser Doppler perfusion imaging (LDPI). Speckle contrast techniques need
only one or a few frames to determine the tissue perfusion, which makes
it fast. They also need a low frame rate camera only, which makes them
inexpensive techniques. But they also have one major disadvantage with
respect to LDPI; the readings in LDPI can be related to the Doppler effect
which is described by a theory which is widely accepted and understood.
For LASCA this is not the case, since, for example, it is still unknown which
velocity distribution (e.g. Voigt, Lorentzian or Gaussian) should be used.
The need to assume a specific velocity distribution to relate the speckle
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contrast to the tissue perfusion makes the technique less generally applicable.

Once there is consensus about a theoretical model for LASCA which con-
nects the contrast unambiguously to the perfusion level, it can become one
of the leading techniques for measuring tissue perfusion maps.
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3 The Twente Optical Perfusion Camera: system overview and performance

Abstract – We present the Twente Optical Perfusion Camera

(TOPCam), a novel laser Doppler perfusion imager based on CMOS

technology. The tissue under investigation is illuminated and the

resulting dynamic speckle pattern is recorded with a high speed

CMOS camera.

Based on an overall analysis of the signal-to-noise ratio of

CMOS cameras, we have selected the camera which best fits

our requirements. We applied a pixel-by-pixel noise correction to

minimize the influence of noise in the perfusion images.

We can achieve a frame rate of 0.2 fps for a perfusion image

of 128 × 128 pixels (imaged tissue area of 7 × 7 cm2) if the data is

analyzed online. If the analysis of the data is performed offline, we

can achieve a frame rate of 26 fps for a duration of 3.9 seconds. By

reducing the imaging size to 128 × 16 pixels, this frame rate can be

achieved for up to half a minute.

We show the fast imaging capabilities of the system in order

of increasing perfusion frame rate. First the increase of skin

perfusion after application of capsicum cream, and the perfusion

during an occlusion-reperfusion procedure at the fastest frame rate

allowed with online analysis is shown. With the highest frame rate

allowed with offline analysis, the skin perfusion revealing the heart

beat and the perfusion during an occlusion-reperfusion procedure is

presented.

3.1 Introduction

Laser Doppler perfusion imaging (LDPI) [1–7] and related techniques like
laser speckle contrast analysis (LASCA) [4–6, 8–10] and laser speckle imag-
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Figure 3.1: (a) Schematic overview of the measurement head (footprint 21, 5 × 28 cm)
and (b) photo of the entire TOPCam system.

ing (LSI) [11, 12] are established techniques for determining skin perfusion
maps, for instance to diagnose burns [6, 13–18], to study cerebral blood flow
in small animals [19], and for drug uptake studies (e.g., using iontophoresis)
[20].

In commercially available LDPI devices the area under investigation is scan-
ned with a narrow laser beam. Using beam scanning, obtaining a perfusion
image of 64 × 64 pixels takes approximately 3 minutes. This long scanning
time impedes the observation of fast perfusion changes, for instance during
reperfusion after occlusion. To obtain real time reperfusion images a refresh
rate of approximately 25 Hz is needed. Also from the perspective of the
patient it is sometimes strongly desirable to have a short imaging time, e.g.,
for burn patients, and in general for young children and elder patients.

Here we present the Twente Optical Perfusion Camera (TOPCam), a novel
laser Doppler perfusion imager based on CMOS technology [3, 21–23] which
allows real time acquisition of dynamic laser speckle patterns generated by
the tissue perfusion. We discuss various instrumental aspects and present
performance studies on phantoms and in-vivo measurements.
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3.2 The Twente Optical Perfusion Camera

A schematic overview and a photo of the TOPCam is shown in figure 3.1.
The TOPCam is equipped with a 671 nm DPSS laser with a power of 400
mW (ML-III-671, CNI-laser). By a mirror the laser light is guided through
two filter wheels, which contain filters for adjusting the light intensity by
use of a neutral density filter and the beam shape by an engineered diffuser
(RPC Photonics). This engineered diffuser transforms the laser beam to a
homogeneous square (5% spatial variation in homogenity) of approximately
7×7 centimeter at 40 cm distance (i.e., the normal working distance). With
another mirror the laser light is directed toward the skin. Backscattered laser
light from the skin is focused with a motorized zoom lens (lens : T6Z5710M-
CS, Computar; controler : CBZ230, Computar) on the high speed CMOS
camera (Fastcam 1024PCI, Photron) which can achieve a frame rate of 27
kHz for an area of 128×128 pixels. Using that frame rate, 1024 raw speckle
images were recorded and transfered to the computer for analysis. The time
trace for every pixel was Fourier transformed using FFT and the power
spectrum S(ω) is obtained. Perfusion maps are generated by calculating for
each pixel the first moment of the power spectrum according to :

M1 =

13.5kHz
∫

50Hz

ωS(ω)dω (3.1)

To normalize the perfusion image for the amount of light reflected from the
tissue, the perfusion image was divided by the DC image (i.e., the mean
pixel-by-pixel intensity values), as is commonly used in commercially avail-
able laser Doppler perfusion imagers.

3.2.1 Camera selection based on signal-to-noise ratio

To select the high speed camera which fits our requirements the best, we
predicted the signal-to-noise ratio (SNR) of several cameras, based on their
specifications.

In LDPI the signal is formed by the AC-component of the time fluctuating
photo current (iAC). So the SNR is defined as :

SNRCMOS =

〈

i2AC

〉

〈i2noise〉
(3.2a)
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The AC-component of the laser Doppler signal can be written as [24]:

〈

i2AC

〉

= γ(2 − γ)
〈iDC〉2

2N
(3.2b)

with γ the fraction Doppler-shifted photons, N the number of speckles per
pixel and iDC the DC-component of the photo current. Furthermore we
have assumed the backscattered light to be completely depolarised, leading
to a factor 2 in the denominator of equation 3.2b. Under the assumption of a
homogeneous laser beam, homogeneous and isotropic diffuse backscattering,
this DC-component is given by [25] :

〈iDC〉 =
kbackPlaser

#pixels

πr2

4πZ2

λ

hc
ηQqe (3.2c)

with kback the diffuse reflectivity of the tissue, Plaser the laser power, #pixels

the number of pixels over which the laser light is divided, r the radius of the
lens, Z the distance between the lens and the sample, λ the laser wavelength,
h the constant of Planck, c the speed of light, η the fill factor of the CMOS
chip, Q the quantum efficiency of the CMOS chip and qe the charge of one
electron.

The number of speckles on one pixel (N) is equal to the ratio of the area of
the pixel (Apixel) to the speckle area (Aspeckle) :

N =
Apixel

Aspeckle
(3.2d)

The speckle size is given by :

Aspeckle =
λ2

Ω
= λ2 R2

πr2
(3.2e)

with Ω the solid angle of the lens on the CMOS chip and R the distance
between the lens and the CMOS chip. The noise is composed of shot noise
(2qe 〈iDC〉), dark noise (2qeidark) and quantization noise (2qeiAD) (i.e., iAD

is the current which corresponds to the number of quantization electrons,
which equals the well capacity divided by the number of bit levels) [26] :

〈

i2noise

〉

= 2qe (〈iDC〉 + idark + iAD) BR (3.2f)

with BR the bandwidth of the high speed CMOS camera.
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Figure 3.2: (a) schematic overview of the signal part (/-hatched) and noise part (×-
hatched) for determining the SNR from the power spectrum. (b) comparison
between the measured SNR (×) and the SNR (solid line) calculated with
equation 3.2.

To test how accurately the SNR can be predicted by equation 3.2a-3.2f,
we measured and calculated the SNR for a CMOS camera available in our
lab (CCi4, C-Cam). The parameters which are used to calculate the SNR
according to equation 3.2 are shown in table 3.1. To measure the SNR we ob-
tained the perfusion map of a Delrin disk with a hole filled with IntraLipid
4% (Fresenius Kabi) for different light intensities (i.e., different Plaser in
equation 3.2c). As laser source we used a 10 mW HeNe laser with a wave-
length of 632 nm. With a lens the laser beam was enlarged to a diameter
of approximatly 2 cm. To vary the amount of light falling on the sample a
rotatable polarizer was positioned between the laser and the sample. Based
on the laser Doppler signal from the area with IntraLipid, we determined
the power spectrum. From this power spectrum we extracted the SNR : the
average amplitude of the plateau for higher frequencies was taken to be the
noise level. The noise part was determined by calculating the area under
the noise level. The signal part was taken by calculating the area under
the power spectrum after subtracting the noise part. This is schematicaly
shown in figure 3.2(a). The SNR was determined by dividing the signal part
by the noise part. Figure 3.2(b) shows a comparison between the average
measured SNR in 10× 10 pixels and the calculated SNR based on equation
3.2.

Figure 3.2(b) shows that the predictions provided by equation 3.2a-3.2f are
sufficiently accurate to be used as a tool for selection of a CMOS camera for
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Figure 3.3: The predicted SNR for possible CMOS cameras in high speed LDPI as a
function of injected laser power per perfusion image pixel.

LDPI. Figure 3.3 shows the predicted SNR for several high speed cameras
which we considered for LDPI. The parameters which are used to calculate
the SNR are shown in table 3.1. The well capacity is the number of elec-
trons a pixel can detect before getting saturated. This number is used to
determine the amount of injected laser power which saturates the camera
and results in a SNR of 0. In the simulations the image size is kept constant
at 128 × 128 pixels while the imaged tissue area is taken equal to 5 × 5
cm2, resulting in a constant laser power per pixel (i.e., constant iDC) and
a different magnification for all cameras. As expected, more laser power
will increase the SNR. The main reason for the higher SNR for the Phan-
tom compared to the Redlake and FastCam is the difference in quantum
efficiency Q in equation 3.2c. The truncation of the predicted SNR values
for a certain laser power is due to saturation of the pixels. With a certain
amount of light falling on a pixel, the well is completely filled and 〈iAC〉
drops to 0 resulting in a SNR of 0. The highest SNR for a given amount
of injected light can be obtained by the Redlake HS-4, however, in practical
use we found both cameras to be equivalent so we have selected the 1024PCI
FastCam.
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Figure 3.4: Typical examples of the perfusion values due to noise as a function of DC
on day 1 (o), day 4 (x) and the correction curves based on a 3rd order fit
(dashed lines).

3.2.2 Noise correction

Noise in the generated raw signals will lead to an offset in the measured
perfusion values. To correct for that, we measured for all pixels individually
the perfusion signal as a function of the amount of light backscattered from
a block of Delrin, illuminated by light of a light emitting diode (LED) of 630
nm. The light from a LED is incoherent and Delrin is a static medium, so
all perfusion signal can be classified as noise. A 3rd order fit through these
measurements results in a noise correction curve for each pixel. Examples
of measured noise curves (i.e., M1 as a function of the DC value) for 2
separate pixels, measured on 2 separate days, and the 3rd order fits (i.e.,
best fit through the data of both days) are shown in figure 3.4. An increase
in DC results in an increase in shot noise in equation 3.2f, which explains the
larger noise with increasing DC. The exact reason for the decrease after 650
digital levels is not known yet. In view of our experience with other cameras,
we believe that this is a feature of the specific device. The end result of noise-
estimation based on the asymptotic value of the power spectrum, or based
on the detected DC level will be the same. However, during measurements
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Figure 3.5: (a) DC-normalized raw perfusion image (128 × 128 pixels) of a piece of
Delrin of 40 mm in diameter with a hole of 4 mm in diameter, placed on
green surgery paper. The hole was filled with IntraLipid 20%. (b) the
DC-normalized noise corrected perfusion image of the same sample.

the use of the DC level for noise estimation algorithmically more simple.

Based on the DC-value of each pixel, the measured perfusion value can
be corrected by subtraction of a value given by the 3rd order correction
function. Figure 3.5 shows a DC-normalized uncorrected as well as noise-
corrected perfusion image for a circular piece of Delrin with holes of various
diameter, placed on green surgery paper. The hole of 4 mm in diameter was
filled with IntraLipid 20%.

3.2.3 Speed performance of system

Table 3.2 gives an overview of the current speed of the TOPCam in numbers
for two different image sizes (i.e., 128× 128 pixels and 128× 16 pixels). The
TOPCam can be used in two different modes of data analysis, referred to
as online and offline. In the online mode the data for a single perfusion
frame are recorded and immediately analyzed before the next measurement
is performed. In the offline mode the analysis is postponed, first the data for
all measurements are recorded and afterwards the data are analyzed. The
online mode allows for a measurement series of unlimited duration, with
the perfusion frame rate limited by the transfer speed of the camera (0.2
fps). In the offline mode, a maximum perfusion framerate of 26 fps can be
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achieved that is related to the raw image capture frame rate. The duration
of a recording in offline mode is limited by the memory of the camera, as
indicated in table 3.2. The table also indicates that the reduction in time
is not linear with the amount of data transferred or the amount of data
stored. This is probably caused by overhead in the data-transfer and storage
(e.g., handshaking in the transfer-protocol, time needed by the computer to
creating a file -regardless of the image size-).

3.3 Demonstration of real time imaging capabilities

The main advantage of the TOPCam over commercially available LDPI
devices is the imaging speed. In this section examples of the faster imaging
opportunities of the TOPCam will be shown.

Table 3.2: Overview of the system speed averaged over 5 measurements for an 10-bits
recording of a sequence of 1024 raw images at a frame rate of 27 kHz.

128 × 128 px 128 × 16 px

data acquisition (msec) 38 38
data transfer (msec) 3096 2705
storage (msec) 1366 1150
signal processing (msec) 998 159
length of offline perfusion recording with
current memorya(sec)

3.87 30.95

length of offline perfusion recording with
with maximal memoryb (sec)

46.44 c 371.40 c

a current memory is 2 Gb
b maximal memory is 24 Gb
c based on extrapolation of current amount of memory
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Figure 3.6: The letters UT (’University of Twente’) written with capsicum cream on the
back of the hand of a volunteer. DC-normalized perfusion image (128× 128
pixels) after (a) 3:41 min, (b) 4:32 min, (c) 5:13 min, (d) 7:14 min, (e) 11:36
min, (f) 12:08 min, (g) 13:48 min and (h) 15:13 min. (i) Photo of the hand
taken with the CMOS camera, the black square indicates the area in which
the perfusion is measured.
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Figure 3.7: Comparison of the readings of the TopCAM (x) and the Periflux5000 (Per-
imed, Sweden) during an occlusion-reperfusion procedure on the wrist of a
volunteer.

3.3.1 Methods and results

Online recording

For the first example the online mode was chosen to follow an increase
in perfusion over a longer period of time (e.g 15 minutes). With capsicum
cream (Midalgan, Remark Groep BV, Meppel, the Netherlands), a perfusion
increasing cream, the letters UT were written on the dorsal side of the hand
of the subject (male, 32 yr). Immediately after application of the cream the
measurement was started and approximately every 45 seconds a perfusion
measurement was performed. Figure 3.6 shows a selection of the sequence
of DC-normalized perfusion images as well as a photo taken with the CMOS
camera, the black square indicates the area in which is measured. Normal
perfusion is indicated by blue whereas increased perfusion is shown in red.
The images show a clear increase in perfusion over time due to the cream.

To investigate how the reading of the TOPCam corresponds to the reading
of a commercially available fiber optic laser Doppler flow meter, we used

51



3 The Twente Optical Perfusion Camera: system overview and performance

the TOPCam in online mode together with the Periflux5000 with fiberoptic
probe 145-198 (Permed AB, Sweden). Measurements were performed on
the thenar eminence (Periflux5000) and the wrist (TopCam) of a healthy
subject (male, 26 yr). The Periflux5000 recorded 32 samples per second
whereas the TOPCam recorded a perfusion image every 5 seconds. The
Periflux5000 and TOPCam can not measure at the same location so the
probe of the Periflux5000 was placed next to the area imaged by the TOP-
Cam. Approximately 3.5 minutes after starting the TOPCam measurement
occlusion was applied by inflating a blood pressure cuff around the upper
arm of the subject. After 3 minutes the occlusion was released and the
measurements continued for another 3 minutes [27]. Figure 3.7 shows the
result of this comparison. The value for the perfusion of the TOPCam is ob-
tained by taking the average value of the whole perfusion image after noise
correction and normalization with DC. The reading of the Periflux5000 is
multiplied with a factor 3.6 to scale it with the TOPCam. A clear decrease
during the occlusion and an increase after the occlusion are present.

Offline recording

Offline recording was chosen for the third example : following fast changing
perfusion levels (e.g., the heart beat) in the dorsal side of the hand of the
subject (female, 23 yr) in rest. Due to the available memory of 2 Gb in
the CMOS camera we measured only for 3.8 seconds with an image size of
128 × 128 pixels. The recording is shown in figure 3.8. In figure 3.8(a) the
average value of each perfusion image is shown as a function of time. Figure
3.8(b) - (d) show the perfusion images at positions B, C and D, respectively,
in figure 3.8(a) and figure 3.8(e) show the DC image at position B in figure
3.8(a).

To increase length of the recorded sequence, the image size was reduced
to 128 × 16 pixels whereas the data were stored as 12-bits (i.e., requiring
twice the amount of memory compared to 10 bits), resulting in an increase
of the length of the recorded sequence in offline mode to 15.5 seconds. An
occlusion was applied by inflating a blood pressure cuff around the upper
arm of a healthy subject (male, 27 yr). The measurement on the wrist was
started 3 minutes after the occlusion was applied. Approximately 3 seconds
after the start of the measurement the occlusion was released. These results
are shown in figure 3.9. In figure 3.9(a) the average value of each perfusion
image is shown as a function of time, and figure 3.9(b) and (c) show the
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Figure 3.8: Continuous recording of 128 × 128 pixel perfusion images in the hand of a
healthy subject. (a) the average value of each perfusion image as function
of time. (b) - (d) perfusion images at times B, C and D in figure (a) and
(e) the DC image at times B in figure (a).
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Figure 3.9: Continuous recording of 128 × 16 pixel perfusion images in the wrist of a
healthy subject. (a) the average value of each perfusion image as function
of time. (b) and (c) perfusion images at times B and C in figure (a).

perfusion images at positions B and C, respectively, in figure 3.9(a). A clear
increase in perfusion is visible after release of the occlusion.

3.4 Discussion

In this study, various instrumental aspects of the TOPCam have been de-
scribed and the capabilities for fast imaging of skin perfusion are demon-
strated. To correct for the noise in the CMOS camera, noise correction
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curves were measured, which for each pixel relate the noise generated con-
tribution of the first order moment to the DC-level of that pixel. These
curves were fitted with a 3rd order polynomial and the coefficients were
stored. However, this fitting can induce a small error in the calculation of
the noise level. This can be seen in figure 3.4 where for some DC-values
a clear difference between the raw noise curve and the fitted noise correc-
tion curve is visible. Figure 3.4 also shows noise measurements for the same
pixel on two different days. The difference between these two measurements,
which could be a temperature effect in the camera, gives an indication of
the reproducibility of the noise correction curves. For low DC-levels a nice
agreement is present between the measurements on the different days. For
higher DC-levels a difference is visible between the two days. So the amount
of noise differs significantly from one day to another. This day-by-day differ-
ence also induces a non-perfect estimation of the noise level, which results in
an under- or overestimation of the perfusion level. Figure 3.5(b) shows the
consequences of these differences between days and inaccurate noise estima-
tion as a result of the fitting. In the ideal case the Delrin and background
should both give a zero perfusion level. Due to the non-perfect pixel-by-
pixel noise correction a difference is visible between the perfusion level of
the Delrin and the background. The level of noise is only dependent on
the properties of the camera and the detected DC level of the light, so the
noise level obtained empirically on Delrin can also be used for in-vivo mea-
surements. In figure 3.5(a) vertical stripes are present, these stripes are
suppressed in figure 3.5(b) due to the applied noise correction. For low DC-
values (e.g below 128 digital levels) the 3rd order deviates from the measured
curves. A 4th or higher order polynomial fit removed this deviation but re-
sulted in a deviation for higher DC-values, which is undesirable because the
measurements are usually performed in that range of DC values.

The TOPCam allows us to follow the increase of perfusion in an extended
tissue area, e.g., in response to the application of capsicum cream (figure
3.6). In all the images a spot with higher perfusion than the surrounding
tissue is visible. This is caused by a small wound which was present at the
hand of the subject during the measurement. Furthermore, TOPCam imag-
ing revealed that the capsicum cream does not only increase the perfusion
at the location where the cream was applied, but also slightly in the area
around it.

In the comparison between the TOPCam and the fiberoptic laser Doppler
probe (figure 3.7), a difference can be observed between the signals measured
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by the TOPCam and the probe, which might be caused by the different re-
gions probed by the fiberoptic probe and the TOPCam. Another difference
between both devices is the algorithm used to process the signal and the
different measurement depth. Due to this difference in measurement depth,
both devices measure a slightly different part of the micro circulation which
can explain the difference in perfusion. Another difference between the two
measurements is an overshoot with a duration of a few seconds after the
release of the occlusion measured with the laser Doppler probe, which is not
recorded by the TOPCam. A zoom-in on the overshoot (not shown) reveals
that during the overshoot the TOPCam was processing the data from the
previous measurement, and therefore could not measure the overshoot. An-
other striking detail is the variation in the signal from the TOPCam during
the occlusion. Because the signal for the TOPCam is obtained by averaging
over a large number of pixels, the pixel to pixel variations in optoelectronic
properties should cancel out. The exact reason for this difference is not
known yet.

The average time between the peaks in the continuous measurement (i.e.,
figure 3.8) is 746 milliseconds, resulting in a heart beat frequency of 80 beats
per minute, which is in the range of normal heart frequencies. In between
the heart beats some smaller variations are visible. These variations occur
at a time scale of approximately 0.1 second. When the pressure wave of
blood arrives at a vascular branch in larger vessels, part of the wave hits
the wall and reflects back where it interferes with the end of the pressure
wave. This causes variations at the time scale of approximately 0.1 second,
so called dicrotic notches. However, it is unlikely that these flow variations
reach the micro circulation. These small excursions of the flux signal are
probably caused by overall tissue motion due to the pressure waves in the
larger arteries. In the center of the DC image (figure 3.8(e)) an area with
a slightly higher intensity due to curvature of the hand is visible. In the
perfusion images this area is visible with a lower perfusion, indicating the
perfusion image is over-normalized.

After the release of the occlusion in the longer continuous measurement (fig-
ure 3.9) the same variations can be observed in the flux signal. The average
time between the heart beat peaks is 825 milliseconds, which corresponds
with a heart beat frequency of 73 beats per minute, which is in the normal
range. However, during the occlusion the average perfusion level does not
approach zero. This can partially be explained by the non-perfect pixel-by-
pixel noise correction as discussed above. A possible other explanation is
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that the blood pressure cuff was not inflated completely, so the blood supply
was not fully blocked. As was the case in the comparison between between
the TOPCam and the laser Doppler probe from Perimed (figure 3.7), in this
figure a steady decrease is visible after the first increase of perfusion after
release of the occlusion. After 11 seconds the perfusion already dropped to
70% of the difference between the baseline and the first increase.

Table 3.2 shows that the most time consuming part in the imaging process
of the TOPCam is the transfer of data from the camera to the computer
to process the data. This long time is mainly caused by the protocol used
by the camera to communicate with the computer. Improving this protocol
will result in a considerable increase of imaging speed for uninterrupted
perfusion imaging. Furthermore processing could be improved by making
use of parallel processing (e.g., graphics card or dual/quatro core processor)
resulting in a further increase of imaging speed.

One of the major benefits of a high speed camera based on CMOS image ar-
ray technology to image perfusion is the fast imaging speed, which is superior
to that of scanning beam laser Doppler perfusion imagers. Furthermore it
gives the opportunity to make a photo with the same sensor that was used for
the measurement. In this way the perfusion image can simply be overlayed
with the photo for easy orientation. However, using a high speed CMOS
camera also has some drawbacks. Due to the different amplifiers for differ-
ent pixel columns, fixed pattern noise will be induced in the measurements,
resulting in images which are noisier than those produced by scanning beam
laser Doppler perfusion imagers. However, this issue will probably be solved
by further technological sophistication. In newer CMOS-cameras, already a
smaller fixed pattern noise is observed. Furthermore, analog filtering of the
photocurrent fluctuations is not possible with commercial CMOS imaging
arrays, so high pass filtering (i.e., to suppress moving artifacts) and low pass
filtering (i.e., to prevent aliasing) can not be done. To be able to perform
analog filtering custom made CMOS imaging arrays are required [28]. Due
to the high imaging speed, motion artifacts will play a minor role and by se-
lecting a high frame rate, the possibility of aliasing can be reduced. We have
shown that current high speed CMOS cameras enable real time perfusion
imaging, but with a lower signal-to-noise ratio than a scanning beam im-
ager. However, since the high speed feature allows for multiple imaging and
averaging, this difference in signal-to-noise ratio might partly be overcome.
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3.5 Conclusion

In conclusion, we have presented the Twente Optical Perfusion Camera
(TOPCam), a novel laser Doppler perfusion imager based on CMOS im-
age array technology. To correct for the noise in the CMOS camera, noise
correction curves based on a 3rd order fit through the measured noise were
determined. This non-perfect fit results in an under- or overestimation of
the perfusion level.

The TOPCam can be used in two different imaging modes. In the online
mode data for one perfusion frame are recorded and immediately analyzed
before the next measurement is performed. Using this imaging mode we can
achieve a frame rate of 0.2 fps without time limitation. In the offline mode
the analysis is postponed, first the data for all measurements are recorded
before the data are analyzed. Using this imaging mode we can achieve a
frame rate of 26 fps for 3.87 seconds (i.e perfusion images of 128×128 pixels)
up to 15.47 seconds (i.e perfusion images of 128×32 pixels) or even longer if
the data are stored as 10-bit instead of 12 bit data. Using a lens with a focal
length of 12 mm, we can image an area of approximately 7 × 7 centimeter
at 40 cm distance (i.e., the normal working distance) on 128 × 128 pixels.

The imaging speed of the TOPCam is superior to scanning beam laser
Doppler perfusion imagers. Further research is needed to characterize the
imaging quality and imaging properties (e.g., measurement depth, resolu-
tion, response to different tissue types) of the TOPCam with respect to
scanning beam laser Doppler perfusion imagers.
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depth of burns by laser Doppler perfusion imaging”. Burns, 27, 561–
568.

17. R. Bray, K. Forrester, C. Leonard, R. McArthur, J. Tulip & R. Lind-
say (2003). “Laser Doppler imaging of burn scars: A comparison of
wavelength and scanning methods”. Burns, 29(3), 199–206.

18. E. La Hei, A. Holland & H. Martin (2006). “Laser Doppler imaging of
paediatric burns: Burn wound outcome can be predicted independent
of clinical examination”. Burns, 32, 550–553.

19. A. K. Dunn, H. Bolay, M. A. Moskowitz & D. A. Boas (2001). “Dynamic
imaging of cerebral blood flow using laser speckle”. Journal of Cerebral
Blood Flow and Metabolism, 21(3), 195–201.

20. F. F. M. de Mul, J. Blaauw, J. G. Aarnoudse, A. J. Smit & G. Rakhorst
(2007). “Diffusion model for iontophoresis measured by laser-Doppler
perfusion flowmetry, applied to normal and preeclamptic pregnancies”.
Journal of Biomedical Optics, 12(1), 14032–1.

21. A. Serov, B. Steinacher & T. Lasser (2005). “Full-field laser Doppler
perfusion imaging and monitoring with an intelligent CMOS camera”.
Optics Express, 13(10), 3681–3689.

22. A. Serov & T. Lasser (2005). “High-speed laser Doppler perfusion imag-
ing using an integrating CMOS image sensor”. Optics Express, 13(17),
6416–6428.

23. M. J. Draijer, E. Hondebrink, W. Steenbergen & T. G. van Leeuwen
(2007). “Laser Doppler perfusion imaging with a high-speed CMOS-
camera”. In C. D. Depeursinge (ed.) Novel Optical Instrumentation for
Biomedical Applications III, Proc. SPIE, vol. 6631, p. 66310N.

24. A. Serov, W. Steenbergen & F. F. M. de Mul (2001). “Prediction of the
photodetector signal generated by Doppler-induced speckle fluctuations:
theory and some validations”. J. Opt. Soc. Am. A, 18(3), 622–630.

25. E. Hecht (1998). Optics. Addison-Wesley, 3 ed.

60



References

26. G. Rieke (2003). Detection of Light. Cambridge University Press, 2 ed.

27. A. Humeau, J. L. Saumet & J. P. L. Huillier (2000). “Simplified model of
laser Doppler signals during reactive hyperaemia”. Medical & Biological
Engineering & Computing, 38, 80–87.

28. Q. Gu, B. R. Hayes-Gill & S. P. Morgan (2008). “Laser Doppler blood
flow complementary metal oxide semiconductor imaging sensor with
analog on-chip processing”. Applied Optics, 47(12), 2061–2069.

61





4
Burn imaging with a

whole field laser Doppler

perfusion imager based

on a CMOS imaging array

This chapter has been published as : H.E. van Herpt, M.J. Draijer, E. Hondebrink, M.N. Nieuwenhuis, G. Beert-

huizen, T.G. van Leeuwen, and W. Steenbergen (2009) “Burn imaging with a whole field laser Doppler perfusion

imager based on a CMOS imaging array”, in press Burns

http://dx.doi.org/10.1016/j.burns.2009.05.009


4 Burn imaging with whole field LDPI based on a CMOS imaging array

Abstract – Laser Doppler perfusion imaging (LDPI) has been

proven to be a useful tool in predicting the burn wound outcome in an

early stage. A major disadvantage of scanning beam LDPI devices is

their slow scanning speed, leading to patient discomfort and imaging

artifacts. We have developed the Twente Optical Perfusion Camera

(TOPCam), a whole field laser Doppler perfusion imager based on a

CMOS imaging array, which is two orders of magnitude faster than

scanning beam LDPI systems. In this paper the first clinical results

of the TOPCam in the setting of a burn centre are presented. The

paper shows perfusion images of burns of various degrees. While

our system encounters problems caused by blisters, tissue necro-

sis, surface reflection and curvature in a manner similar to scanning

beam imagers, it poses a clear advantage in terms of procedure time.

Image quality in terms of dynamic range and resolution appears to

be sufficient for burn diagnosis. Hence, we made important steps in

overcoming the limitations of LDPI in burn diagnosis imposed by the

measurement speed.

4.1 Introduction

Proper determination of the burn depth is crucial for the choice of the op-
timal wound treatment. In burns with an intermediate depth (also called
partial thickness burns), the early prognostication of the likely burn wound
outcome is difficult during the first days after injury [1, 2]. In these inter-
mediate burn depths, even experienced burn surgeons have an accuracy of
their clinical assessment of burn depth of 60-80% [3–7]. In literature several
potential objective methods to determine burn depth in an early stage after
injury are reported, one of which is laser Doppler perfusion imaging (LDPI).

The superficial partial thickness burns have a more active microcirculation
compared to normal ’unaffected’ skin, while the microcirculation in deep
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partial thickness burn wounds is impaired or lost [8]. These differences are
used in the burn assessment with LDPI: the superficial partial thickness
burns show perfusion values greater than those of unaffected skin, whereas
the deep partial thickness burns have perfusion values lower than unaffected
skin [9, 10].

Various researchers have investigated the accuracy of LDPI measurements
in burn diagnosis and showed a high accuracy [2, 11–14] which makes LDPI
a powerful tool in the field of burn depth assessment.

Most commercially available laser Doppler perfusion imagers are scanning
beam devices that require the patient not to move for a few minutes. Since
a vulnerable group of burn patients is younger children there is a need for a
faster full-field imaging system like laser speckle contrast analysis (LASCA)
[15] or LDPI with high speed cameras [16, 17]. LASCA has the disadvan-
tage that the relation between the contrast and the perfusion is unknown,
whereas LDPI has proven to be useful in burn care. The Twente Optical
Perfusion Camera (TOPCam), a novel laser Doppler perfusion imager, re-
duces the total acquisition time to just 38 ms. [18]. The TOPCam has a
short acquisition time thanks to the use of a high speed CMOS camera, in
combination with illumination of a large tissue area. Another advantage of
this device is its ability to render photographic images of the tissue site with
the same sensor, which makes it easy to merge the perfusion and topographic
images.

The aim of this study was to evaluate the capability and efficacy of the
TOPCam to measure perfusion differences in burn wounds. Since it is re-
ported that for example blisters, curvature and crusts can influence the
perfusion values in the LDPI measurement [8, 10], the effects of different
wound appearances are investigated and also a comparison with a commer-
cial scanning beam LDPI device, a PIM II system (Permed AB, Sweden), is
performed.

65



4 Burn imaging with whole field LDPI based on a CMOS imaging array

4.2 Subjects and methods

4.2.1 Patients

In the period between June-August 2007 inpatients and outpatients of the
Burn Center in the Martini Hospital Groningen (the Netherlands) were
asked to participate in the study on a strictly voluntary basis. Patients
with psychiatric problems, multi-system trauma and children under 16 years
old were excluded. For safety reasons no measurements were performed on
burns on the head of a patient.

The study was approved by the Medical Ethics Committee of the Martini
Hospital.

4.2.2 Equipment

Our whole field LDPI device (the TOPCam), including its signal processing,
is described in detail in reference [18]. The TOPCam uses a diffused laser
beam (400 mW, λ = 671 ± 0.1 nm, class 2M) that illuminates a tissue
area of 5 × 5 cm2 up to 15 × 15 cm2 at once. The used CMOS chip has
1024×1024 pixels but only an area of 128×128 pixels is used; each pixel acts
as an individual detector. The whole setup was mounted on a trolley with
an articulated arm. The microcirculatory flux parameter measured with the
TOPCam is the DC-normalized first moment of the power spectrum.

The CMOS camera also provides a black-and-white photograph from the
same location as the perfusion image. The taken photograph visualizes a
larger area than the measured area and indicates the measured area for
orientation purposes afterwards.

The measurement control and signal processing are performed by LabView
8.5 (National Instruments). The range of the color scale of the perfusion
images is set in such a way that the lowest and highest 0.5% values are not
taken into account, to avoid the influence of some faulty pixels.

The commercial scanning beam LDPI system available in the Burn Centre
of the Martini Hospital is a PeriScan PIM II System (Perimed AB, Sweden)
with a class 2 laser with a maximum output power of 1 mW, a beam diameter
of 1 mm and a wavelength of 670 nm. The system can measure up to 64×64

66



Subjects and methods

(a) (b)
(c)

Figure 4.1: (a) The PIM II scan head is placed at 15 cm distance from the wound.
Before starting the measurement the laser spot is placed on the middle
of the wound, with the beam perpendicular to the wound surface. (b) A
cloth covers the scan head of the PIM II, to shield the measurement from
ambient light. (c) The TOPCam is placed at approximately 41 cm distance
from the wound. The diffused light beam is projected on the wound with
approximately perpendicular incidence.

measurement points in a maximum scan area of approximately 30×30 cm2.
It has one photodetector to detect the backscattered light, the measured
parameter was the DC-normalized first moment of the power spectrum,
expressed in manufacturer specific Perfusion Units. The color scale of the
perfusion images is set to a fixed minimum and maximum for interpretation
by the physician. The limits of this scale are determined by earlier research
about the perfusion values in different types of burns [8].

4.2.3 Clinical methodology

The TOPCam LDPI measurements and matching digital photos were all
made by the first author. In the first days post burn, all wounds were treated
with Flammacerium R©; LDPI measurements were performed after cleaning
the wound, prior to applying new cream and bandaging. The TOPCam
imaging head was situated 41 cm above the wound surface, observing the
wound as perpendicular as possible (see figure 4.1(c)). The spot size was set
to 10 × 10 cm2 and a color photograph was taken with a digital camera for
extra orientation purposes afterwards. The iris of the system was adjusted
manually to have a maximum intensity of around 85-95% of the saturation
level (displayed on the screen by the Labview program). During the mea-
surements the room illumination was turned off and curtains or lamellas
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were closed to minimize the influence of ambient light on the measurement.
The patient was not shielded from the laser light and therefore was wearing
special protecting glasses (Laser Vision, L5, 660-710nm).

The total measurement procedure resulted in an interruption of the nurs-
ing process for approximately 5-10 minutes, depending on the number of
measured areas. On each site the measurements were made in quintuple to
check the reproducibility of the results later. If the patient and the available
time allowed, the wound was measured with the PIM II system as well (see
figure 4.1(a) and (b)). Wounds with various etiologies were measured and
if possible normal skin was included in the scanned area.

Besides showing that the system is able to measure perfusion differences in
burn wounds, special attention was paid to wound appearances like blisters,
dead overlapping skin and crusts. Although not the target group of LDPI
systems, also measurements on full thickness burns were done to check if ar-
eas where no superficial perfusion is expected indeed do not show perfusion.

4.3 Results

In total 1023 laser Doppler perfusion images were made of 37 burn wounds
of 23 patients (5 women, 18 men). The range of age was 16-66 years (mean:
37.1, sd: 15.2), the range of the total body surface area (TBSA) was 0.25-
16% (mean: 4.6, sd: 4.2). The measurement series were done in the range of
1 - 21 days post burn (mean: 5, sd: 4.2). The etiology of the examined burns
were fire/flash (13 patients), scald (9 patients) and contact (1 patient). The
examined burns were located on the forearm (12), upper arm (6), lower leg
(4), hand (4), foot (3), thorax (3), upper leg (3), buttock (1) and neck (1).

In this section a compilation of images of wound appearances like blisters,
dead overlapping skin and crusts will be shown, providing a recapitulation
of the most important findings.

4.3.1 Partial thickness burns

Figure 4.2(a) and (c) show typical images produced by the TOPCam. These
are images of a partial thickness burn on the dorsal side of the right arm,
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(a)
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Figure 4.2: Partial thickness burn on the right arm around the elbow, day 2 pb. (a)
Photograph taken by the TOPCam with the red box indicating the mea-
sured area. (b) Color photograph taken manually. (c) Perfusion image
produced by the TOPCam.

around the elbow. The black-and-white photograph (figure 4.2(a)) is taken
automatically by the TOPCam, the red box exactly indicates the perfusion
image area. The color photograph shows a thin crust formed on the left
side of the burn and dead skin on the right part. In the perfusion image
(figure 4.2(c)) the dead skin is shown as a low perfusion area. The adjacent
part with the crust indicates a higher perfusion, while the unaffected skin
at the left upper corner has a measured perfusion level between that of the
necrotic skin and the crust.

4.3.2 Blisters

In the burn centre in the Martini Hospital, blisters that do not impair joint
movement or cause other problems, are kept intact for a maximum of five
days. Figure 4.3 shows an example of perfusion images of a burn on the
dorsum of a right hand with intact blister cap (figure 4.3(b)), and without
the cap (figure 4.3(d)). Figure 4.3(b) shows higher perfusion values for the
surrounding tissue than for the blister area. After removing the cap wound
perfusion values at the cap positions were measured that are higher than
the perfusion values of the surrounding unaffected tissue.
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Figure 4.3: Partial thickness burn with blisters on the dorsal side of the hand, day 2 pb.
(a) Photograph taken by the TOPCam before the blisters were removed.
(b) Perfusion image before the blisters were removed. (c) Photograph taken
by the TOPCam without the blister cap. (d) Perfusion image made after
the blisters were removed.
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Figure 4.4: Partial thickness burn with dead skin layers on the edges. The wound was
situated on the medial side of the left ankle, day 4 pb. (a) Color photograph
taken manually. (b) Perfusion image.

4.3.3 Dead skin

Figure 4.2 showed a dark layer of dead skin on top of the burn, but also if
the dead overlying skin looks less damaged, it influences the measurements.
Figure 4.4 shows a measurement performed on a partial thickness burn on
the left ankle. The blister cap was removed just before the measurement.
However, on the edges not all dead skin was removed. The surrounding
unaffected skin has lower perfusion values (i.e., blue) than the area where
the superficial skin layer was removed. The affected edges where the dead
layer not was removed shows higher perfusion values than the normal skin,
but lower than the area in the centre of the wound.

4.3.4 Crusts

Flammacerium forms a crust on the wound, which impedes visual inspection
and possibly also LDPI measurements [19, 20].

Figure 4.5 shows images of two crusts on the same patient. The perfusion
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Figure 4.5: Partial thickness burn (2 days pb) with a crust on top. (a)-(c) Dorsal side
of the left hand and (d)-(f) ventral side of the left upper arm. (a)&(d) Color
photograph taken manually. (b)&(e) Photograph taken by the TOPCam.
(c)&(f) Perfusion image.

image of the hand (figure 4.5(c)) shows on the right side an increased per-
fusion at the location of the crust. The perfusion image of the arm (figure
4.5(f)) shows no high perfusion at the crust location. The edge of the wound
is well perfused, while the crust area shows the same lower perfusion values
as the unaffected skin.

4.3.5 Comparison with the PIM II

To compare the TOPCam with a scanning beam imager, a partial thickness
burn is imaged with both devices. Figure 4.6(a)-(c) shows the images ob-
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Figure 4.6: Full thickness burn on the ventral side of the left forearm, 2pb. The images
are made with the TOPCam and the PIM II. (a) Photograph made by
the TOPCam. (b) Perfusion image by the TOPCam displayed on the usual
TOPCam scale. (c) Perfusion image by the TOPCam displayed on the PIM
II six color scale with a fixed scale from 0 to 750. (d) Color photograph
made manually. (e) PIM II perfusion image displayed on the PIM II six
color scale with a fixed scale from 0 to 6.2 Perfusion Units. (f) PIM II DC
image. The purple box in image (e) indicates the area measured with the
TOPCam as well, the purple arrows in image (f) indicate two places where
movement artefacts can be seen.

tained with the TOPCam, figure 4.6(e)-(f) with the PIM II system (color
scale from 0 till 6.2 Perfusion Units). On the right side of the TOPCam
image (figure 4.6(b)) a part of the full thickness burn was imaged and shows
low perfusion values (lower than unaffected surrounding skin), as is expected
for full thickness burn. The TOPCam perfusion image is presented on two
different scales. The first one (figure 4.6(b)) is the color scale normally used
with the TOPCam (i.e., 256 colors; blue to red; minimal and maximum
values chosen to exclude the lowest and highest 0.5% values), whereas in
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Figure 4.7: Partial thickness burn on the ventral side of the left forearm, (a) Color
photograph made manually on day 2 pb (b) PIM II perfusion image on day
2pb displayed on the PIM II six color scale with a fixed scale from 0 to
6.2 Perfusion Units (c) TOPCam perfusion image on day 2 pb (d) Color
photograph made manually on day 9 pb (e) PIM II perfusion image on day
9pb displayed on the PIM II six color scale with a fixed scale from 0 to 6.2
Perfusion Units (f) TOPCam perfusion image on day 9 pb.

figure 4.6(c) the scale is fixed from 0 to 750 (arbitrary chosen) and the color
scale of the PIM II (i.e., 6 colors; black to red) is adopted to compare the
TOPCam image with the PIM II image. In figure 4.6(e) the PIM II image is
displayed with the fixed color scale that is normally used in the burn centre
for interpretation of the images. The DC image (figure 4.6(f)) is the only
orientation indication afterwards; the two arrows in this image indicate two
places where movement artifacts show up. The purple lined box in figure
4.6(e) indicates the area that is imaged with the TOPCam.

Another example of a partial thickness burn wound that is imaged with
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both systems is given in figure 4.7. The wound on the ventral side of the
left wrist is imaged on day 2 and 9 days pb. The perfusion images of the
PIM II system (figure 4.7(b) and (e)) and TOPCam (figure 4.7(c) and (f))
are displayed on their own color scale.

4.4 Discussion

4.4.1 General aspects

The results presented in this paper show the capability of the TOPCam to
measure perfusion differences in burn wounds with various etiologies. Our
results show high speed CMOS imaging technology, in combination with
illumination of a large tissue area, is suitable for obtaining perfusion images
of burn wounds.

The use of a high speed CMOS camera drastically reduces the measurement
time with respect to a scanning beam device. This is a major advantage
because it gives the opportunity to measure on patients for which a short
measurement time is needed (e.g., young children) and who cannot be mea-
sured with a scanning beam device.

The perfusion images are all made with a illuminated tissue area of approx-
imately 10 × 10 cm2. Due to the amount of curvature present in the human
body, there is no need for increasing this size, except for measurements on
the chest where a larger area can be favorable.

The figures also show the great advantage of taking a photograph of the
wound with the same camera as was used for obtaining the perfusion image.
In this way the black-and-white photo can be overlayed with the perfu-
sion image for easy orientation afterwards. During some measurements the
black-and-white photographs were under- or overexposed. Further adjust-
ment of the software for automatic exposure time should solve this problem.
Also the laser stability should be further improved; due to laser instability,
clearly distinguishable excursions in the measured perfusion levels occurred,
affecting the entire image.
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4.4.2 Blisters

The measurements performed on blisters (figure 4.3) showed the troubles
concerning the prediction of burn depth when a blister is present. The high
perfusion that showed up in the wound after removing the blister cap (figure
4d) could possibly also be present while the cap is still on top. In that case,
the system was not able to measure through the thick layer of blister fluid.
Another possibility is that as a consequence of a biological reaction that
took place after removal of the cap, the perfusion in the dermis below the
blister, did suddenly increase.

4.4.3 Dead skin

The results of the measurements where dead skin was overlying a part of
the wound (figure 4.4) suggest that the TOPCam can measure through dead
skin, although dead skin influences the perfusion values. The open area of
the wound in figure 4.4 shows higher perfusion than the covered wound area.
It is doubtful that the covered wound edges are less likely to cure than the
middle of the wound. The wound area underneath the dead skin in figure 4.2
did recover within two weeks without intervention. Therefore care should
be taken when interpreting the perfusion images of wounds with overlying
dead skin.

4.4.4 Crust

The low perfusion values on the left and right side of the perfusion image
of the burn with a crust on top (figure 4.5(c)) are expected because on
these parts of the hand still a layer of dead skin is present and the skin
is also strongly curved which influences the measurement [10]. Due to this
curvature it is not possible to include unaffected skin, which makes it harder
to judge the measurement. However, this image shows that the system can
measure enhanced perfusion at the area of the crust. Unfortunately without
a reference it gives no clue if the perfusion measured in this wound is high
enough for spontaneous healing within 2 weeks. The wound on the upper
arm (figure 4.5(f)) shows perfusion values that are the same as the little
part of normal skin included in the right top corner. A recovering wound
should show higher perfusion values than normal skin. It is not totally
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sure that the TOPCam was able to measure through the crust to measure
the presence of absence of perfusion in the dermis. However, if increased
perfusion indicates spontaneous healing with in two weeks, it turned out
that the images produced on day 2 pb (figure 4.5(f)) corresponded with the
outcome in terms of healing capacity.

Because of the variations in time and space of the thickness and optical prop-
erties of the crust, more measurements should be performed to determine if
the system can reproduce the correlation between perfusion image and burn
depth in wounds with crusts on top. Perfusion readings through crust may
either reflect the real perfusion value, the optical density of the crust, or
both. There might be a relationship between the crust’s optical density and
the effect of Flammacerium on the underlying tissue. Additional research
must reveal the significance of perfusion readings on crusts.

4.4.5 PIM II

Figure 4.6 and 4.7 show great similarity in the perfusion images made with
the PIM II and TOPCam. However, figure 4.6 shows the possible influence of
the color scale on the interpretation of the resulting images. The TOPCam
used with the standard research settings (figure 4.6(b)) results in an image
that suggests a better prospective than the PIM II system did (figure 4.6(e)).
In the PIM II perfusion image both burned areas appear as black, whereas
in the TOPCam image the obviously deep part is dark blue, while the other
part is light blue and yellow. This difference is mainly caused by differences
in color and scaling, as is illustrated in figure 4.6(b) and (c). Changing the
color scale and its range and resolution influences the appearance of the
image. Figure 4.6(c)) shows that with changing the colors and the maxima
and minima of the color scale, the perfusion images of the PIM II and
TOPCam look the same.

In many cases, local experience in using LDPI in burn diagnosis is based on
the use of a specific color scale, often chosen by the manufacturer. Newer
generation LDPI imagers (e.g., the PIM III) use other color scales. If in the
future a new system will be introduced in the burn centre, clinicians should
have to put some effort in learning how to interpret these images.

If the future system will use a fixed scale as well, it is important to limit the
variations in the iris adjustment. In the TOPCam, the iris of the system

77



4 Burn imaging with whole field LDPI based on a CMOS imaging array

has to be closed manually till the maximum intensity is at 95% of the sat-
uration value of the camera. Especially with specularly reflecting surfaces
the maximum intensity is fluctuating, making it impossible to adjust the
iris exactly till the maximum intensity is 95%. Improper adjustment can in-
fluence the perfusion readings and therefore a fixed color scale would easily
lead to misinterpretation of the perfusion images.

The images in figure 4.7 of both systems indicate good recovering capabilities
of the wound, whereas at 9 days pb the wound is still open and wet. This
illustrates there are always more factors (in this case probably an infection)
that influence the recovery time of a wound.

The short measurement time of the TOPCam is a major advantage over the
PIM II, as well as the opportunity to make a black-and-white photograph
for easy orientation afterwards. Furthermore, Rajan et al. [21] have shown
that in scanning beam imaging the perfusion readings are much stronger
influenced by the optical properties of the tissue under investigation than in
the whole field imaging strategy of the TOPCam and similar systems. The
remaining influence of tissue optical properties is caused by their effect on
the path length and penetration depth of the light. This may be overcome
in future systems by an approach using low coherence light, as shown by
Varghese et al. [22], which enables path length specific measurements.

4.5 Conclusion

In conclusion, we have shown that the TOPCam is able to measure perfusion
differences in burn wounds. Several superficial partial thickness burns are
imaged and, if increased perfusion indicates spontaneous healing with in
two weeks, showed good agreement with the outcome in terms of healing
capacity. The measurements also indicate that the spatial image resolution
of the TOPCam is sufficient for the diagnostic purposes in a burn centre.

Our whole field technique encounters similar problems as scanning beam
LDPI devices for blisters, crusts, necrotic skin and skin curvature. How-
ever, the major increase in measurement speed removes one of the possible
obstables for the clinical acceptance of the technique.
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5 Time domain algorithm for accelerated determination of perfusion in high speed LDPI

Abstract – Advances in optical array sensor technology allow for

the real time acquisition of dynamic laser speckle patterns gener-

ated by tissue perfusion, which in principle allows for real time laser

Doppler perfusion imaging (LDPI). Exploitation of these develop-

ments is enhanced with the introduction of faster algorithms to trans-

form photo currents into perfusion estimates using the first moment

of the power spectrum.

A time domain (TD) algorithm is presented for determining the first

order spectral moment. Experiments are performed to compare

this algorithm with the widely used Fast Fourier Transform (FFT).

This study shows that the TD-algorithm is twice as fast as the FFT-

algorithm without loss of accuracy.

Compared to FFT, the TD-algorithm is efficient in terms of processor

time, memory usage and data transport.

5.1 Introduction

Laser Doppler perfusion imaging (LDPI) [1–8] and related techniques like
laser speckle contrast analysis (LASCA) [3, 4, 6, 9–13] and laser speckle
imaging (LSI) [14, 15] are established techniques for determining skin perfu-
sion maps, for instance to diagnose burns [6, 16–18] or diabetic ulcers [19],
to study cerebral blood flow in humans [20] and small animals [21–23], and
for drug uptake studies (e.g. using iontophoresis) [24].

In LDPI the skin is illuminated with coherent laser light. A fraction of the
laser light that entered the tissue, interacts with moving red blood cells and
obtains a Doppler shift. When these photons leave the tissue they interfere
on the detector with each other and with light which has not obtained a
Doppler shift, resulting in a time fluctuating signal. The moments of the
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power spectrum S(ω) of this photoelectric current are given by :

Mi ∝
∞
∫

0

ωiS(ω)dω (5.1)

In LDPI the zeroth order moment (i = 0) is a measure for the concentration
of red blood cells whereas the first order moment (i = 1) is a measure for
the flux or perfusion.

In commercially available LDPI devices the area under investigation is scan-
ned with a narrow laser beam. Signal processing of the photoelectric current
is performed by analog frequency-weighted filters. Using beam scanning,
a perfusion image of 256 × 256 takes approximately 5 minutes. This long
scanning time impedes the observation of fast perfusion changes, for instance
during reperfusion after occlusion. To obtain real-time reperfusion images
a refresh rate of approximately 25 Hz is needed. Also for the patient a
short imaging time is desirable (e.g for burn patients, and in general for
young children and elder patients). The need for reduced imaging time is
solved by the introduction of CMOS imaging arrays in the field of LDPI
[5, 25–27]. This ascent in optical array sensor technology allowed the real
time acquisition of dynamic laser speckle patterns generated by the tissue
perfusion, which in principle allows real time LDPI. Recently it is shown the
relation between the first moment and tissue blood perfusion still hold for
the full-field illumination scheme [27].

To take advantage of these developments the conversion of measured photo
current fluctuations into perfusion estimates should be as efficient as pos-
sible. A straightforward way to calculate the perfusion in LDPI with a
CMOS-camera is by making use of the Fast Fourier Transform (FFT) to
calculate the power spectral density (PSD) followed by a weighted integra-
tion of the PSD over all frequencies. Calculating the perfusion using the
FFT is time consuming because it has to be taken for each pixel and the
spectrum has to be squared and integrated over all frequencies to obtain one
number for the perfusion. Obtaining a perfusion image of 256 × 256 pixels
takes up to 10 seconds on a personal computer with a 3.2 GHz Pentium 4
processor and 1.0 Gb RAM-memory.

Here we present and evaluate a calculation algorithm for the first order
moment working in the time domain (referred to as TD) which involves less
computational steps and requires less data to be transported and stored.
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The term ’time domain’ refers to the fact that the perfusion parameter is
determined from the time series of photo current fluctuations, without the
need to perform a mathematical transformation of this time series, such as
a Fourier transform.

5.2 Method

5.2.1 Theory

Koelink et al. [28] described a time domain algorithm that estimates the
first order moment of the photo detector current power spectrum via the
second order moment. For that, the assumption was made that the power
spectrum is exponentially shaped. In our approach we directly estimate the
first order moment of the power spectrum.

The convolution property states that the Fourier transform of the product of
two functions is the convolution of the Fourier transform of these functions
:

∞
∫

−∞

g(t)h(t) exp(−iβt)dt =
1

2π

∞
∫

−∞

G(ω)H(β − ω)dω (5.2)

with G(ω) and H(ω) being the Fourier transform of g(t) and h(t) respec-
tively. For β = 0 this becomes :

∞
∫

−∞

g(t)h(t)dt =
1

2π

∞
∫

−∞

G(ω)H(−ω)dω (5.3)

Taking the time derivative in the time domain corresponds with multiplica-
tion with iω in the frequency domain :

∂n

∂tn
f(t) → (iω)nF (ω) (5.4)

So introducing h(t) = ∂
∂tg

∗(t) and applying the property that the Fourier
transform of g∗(t) equals G∗(−ω), equation 5.3 reduces to:

〈

g(t)
∂

∂t
g∗(t)

〉

=
1

2π

∞
∫

−∞

iωG(ω)G∗(ω)dω (5.5)
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We introduce the real signal f(t) (i.e., f∗(t) = f(t)) and amplitude spectrum
A(ω), which are a Fourier pair :

f(t) =
1

2π

∫ ∞

−∞

A(ω) exp(iωt)dω (5.6)

as well as the power spectrum S(ω) of f(t) which is defined as:

S(ω) ≡ |A(ω)|2 = A∗(ω)A(ω) (5.7)

Equation 5.5 can then be written as :

〈

f(t)
∂

∂t
f(t)

〉

=
1

2π

∞
∫

−∞

iωS(ω)dω (5.8)

Because iωS(ω) is an anti-symmetric function, taking the integral from −∞
to ∞ will result in a right hand side of equation 5.8 equal to 0. It can also
be proven that for a statistically stationary function f(t), the left hand side
of equation 5.8 equals zero [29]. Hence, although correct, equation 5.8 is not
useful for our purposes. However, in the field of LDPI the first moment is
originally defined as [1] :

M1 ≡
∞
∫

−∞

|ω|S(ω)dω (5.9)

In equation 5.8, the right hand side being zero is the result of a balance
between the integrals from −∞ to zero and zero to ∞. Replacing iω with
|ω| on the right hand side of equation 5.8 makes the right hand side unequal
to zero, and equal to M1 as defined by equation 5.9. Equally, we can break
the balance in the left hand side of equation 5.8 by replacing it with the

time average of
∣

∣

∣f ∂f
∂t

∣

∣

∣. Next, we assume that the equal but opposite parts

which cancel both the right and left sides of equation 5.8, are equal to each
other. This is still a mainly intuitive step, which mathematical justification
is being searched for. However, it is a tempting step leading to :

M1 ≈ 2π

〈∣

∣

∣

∣

f(t)
∂f(t)

∂t

∣

∣

∣

∣

〉

(5.10)

We emphasize that equation 5.10 will probably provide an approximation of
the first order moment as defined by equation 5.9 rather than being an exact
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result of straightforward mathematics. Hence, for calculating the first order
moment of the power spectrum, we can reduce the number of computational
steps in comparison with the FFT-based method : equation 5.10 shows that
the first order moment can be estimated from the fluctuating part of the
photocurrent signal and its time derivative. Since

∣

∣

∣

∣

f(t)
∂f(t)

∂t

∣

∣

∣

∣

= sign

(

f(t)
∂f(t)

∂t

)

f(t)
∂f(t)

∂t

mathematical justification of equation 5.10 may be found by studying the

spectral properties of sign
(

f(t)∂f(t)/∂t

)

. In our future research we will

investigate the mathematical justification of equation 5.10 along this line.

5.2.2 Materials

When the light intensity fluctuations are digitally recorded, the input signal
f(t) is converted into a discrete signal consisting of samples fi. Equation
5.10 can be discretized as

M1 =
2πνs

N

N−1
∑

i=0

|fi (fi+1 − fi)| (5.11)

with νs the sample frequency, fi the ith sample of f and N the total num-
ber of samples of f . Trials were performed with various discretisations of
equation 5.11. Taking the time derivative with fi−1 and fi or fi and fi+1

gave comparable results.

Equation 5.10 and its discretization in equation 5.11 represent the TD-algo-
rithm and give an expression for the first order moment of S(ω) in terms
of the samples of f . So using the TD-algorithm gives the opportunity to
determine the perfusion with some simple mathematical operations in the
time domain which do not require large computational power or time.

To test the accuracy of the TD-algorithm, several scattering objects were
imaged with a homebuilt laser Doppler perfusion imager (LDPI) using a 10
bits CMOS-camera and a 300 mW laser emitting at 671 nm to illuminate an
area of approximately 10× 10 centimeters. This setup is described in detail
in reference [27]. 1024 images of 128 × 128 pixels were obtained at a frame
rate of 27 kHz, resulting in 16384 raw time traces of 1024 samples each.
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Afterwards DC-subtraction (i.e. subtracting the mean value) was applied
to focus on fluctuations in the comparison rather than on the mean value.
Without this subtraction the outcome of the TD-algorithm would mainly
be determined by the offset introduced by the DC-value rather than by the
fluctuations.

The first sample consisted of a cylindrical piece of Delrin of 40 mm in diam-
eter with a hole of 4 mm in diameter filled with IntraLipid 20% (Fresenius
Kabi) and placed on green surgery paper. The second comparison was per-
formed on human tissue. The ring and little fingers of the right hand of
a volunteer (male, 26 yr), positioned on a black cloth, were imaged. The
last comparison was performed during an occlusion and the reperfusion af-
terwards [30]. The occlusion was applied by inflating a blood pressure cuff
around the upper arm of a healthy subject (male, 27 yr). The measure-
ment on the wrist was started 3 minutes after the occlusion was applied.
Approximately 5 seconds after the start of the measurement the occlusion
was released. The data was afterwards processed with both algorithms. For
every perfusion image of 128 × 32 pixels the average value was determined
based in the complete image and plotted as a function of time.

Based on these time traces the first order spectral moment was calculated
with the TD-algorithm and FFT-algorithm. For the FFT-algorithm we in-
tegrated over all frequencies present in the signal, so from 0 till 13.5 kHz.
Calculations were performed using Labview 7.1 (National Instruments) and
Matlab 7.2 (the MathWorks) on a personal computer with a 3.2 GHz Pen-
tium 4 processor and 1.0 Gb RAM-memory. For comparison a scatter plot
is made in which the value obtained with the FFT-algorithm is plotted as a
function of the value obtained with the TD-algorithm, as well as a linear fit
through these values (solid line) and its 95% confidence interval. As guid-
ance to the eye the line FFT = TD (dotted line) is drawn and the correlation
coefficient (r) is given. This allows to analyse the correlation between the
two estimates.

Furthermore, the two algorithms are compared using the Bland-Altman
method [31, 32]. This involves plotting the difference of the values obtained
with the two methods versus their average value. The black solid line in the
Bland-Altman plot indicates the mean difference and the dashed lines indi-
cate the mean plus and minus twice the standard deviation of the difference
between the estimates. When the points are normally distributed, 95% of
all points lays between these two dashed lines. To visualize the trend in the
data, the data is divided into horizontal bins with a size of 1000. In these
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Figure 5.1: The power spectra of Delrin (blue line), Intralipid (red line) and human
tissue (black line) averaged over an area of 5 × 5 pixels.

bins the mean value is determined and plotted (red line).

Each point in the scatterplot as well as in the Bland-Altman-plot corre-
sponds with the analysis of the time trace of one pixel.

To compare both algorithms with respect to calculation time, the time
needed to calculate the perfusion for an image of 256×256 pixels for different
lengths of the time signal was measured for both algorithms using MatLAB
and LabVIEW.
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5.3 Results

To give an impression of the variation in spectral content included in our
measurements, three types of power spectra are shown in figure 5.1. The
spectra have been obtain in regions of 5 × 5 pixels, situated in the image
of the Delrin part of the first object, the Intralipid part of the first object,
and the tip of the finger.

For the cylindrical Delrin sample containing some Intralipid, the resulting
images of the first order moments with FFT and TD algorithms, as well as
the scatter plot of FFT-results versus TD-results and Bland-Altman plot
are shown in figure 5.2(a)-(d), respectively. The slope of the linear fit of the
scatter plot is 0.8229 with a 95% confidence interval of [0.8221 0.8238].

The results obtained from the hand of the volunteer are shown in figure 5.3.
The slope of the linear fit in the scatter plot is 1.1319 with a 95% confidence
interval of [1.1314 1.1324].

Figure 5.4 shows the perfusion during an occlusion and reperfusion calcu-
lated with the FFT-algorithm (black line) and TD-algorithm (red line).

The calculation time with both algorithms using MatLAB and LabVIEW as
function of the number of raw speckle images involved in the calculation of
the spectral first moment, is shown in figure 5.5 along with the calculation
time as reported by Serov et al. using the FFT-approach [25].

5.4 Discussion

5.4.1 Comparison of both algorithms

The spectra in figure 5.1 show that static Delrin causes the least broadening,
while Intralipid shows the highest spectral broadening, as must be expected.
Figure 5.1 gives an impression of the large variety of spectral shapes in the
data sets which are used to compare the TD and FFT algorithms.

As is shown in figure 5.2 and 5.3 the perfusion maps for the several measured
samples differ slightly between both algorithms. The scatter plots for the
perfusion (figure 5.2(c) and 5.3(c)) show a narrow cloud instead of a straight
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Figure 5.2: 128× 128 pixel images of the perfusion obtained from a cylindrical piece of
Delrin of 40 mm in diameter with a hole of 4 mm in diameter and placed on
green surgery paper, the hole was filled with IntraLipid 20% (imaged area
approx. 7 × 7 cm).
Perfusion plots with (a) the TD-algorithm, (b) the FFT-algorithm and (c)
scatter plot of FFT-results versus TD-results (solid line: linear fit; dashed
line: TD=FFT) and (d) Bland-Altman plot of both perfusion plots, the
red line indicates the average value of TD-FFT over horizontal intervals of
1000.
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Figure 5.3: 128 × 128 pixel images of the perfusion of the finger tips of the hand of a
volunteer (imaged area approx. 4 × 4 cm).
(a) perfusion plot with the TD-algorithm, (b) perfusion plot with the FFT-
algorithm and (c) the scatter plot of FFT-results versus TD-results (solid
line: linear fit; dashed line: TD=FFT) and (d) Bland-Altman plot of both
perfusion plots, the red line indicates the average value of TD-FFT over
horizontal intervals of 1000.

line indicating there is some difference between the TD-algorithm and the
FFT-algorithm. This difference can also be seen in the Bland-Altman plots
(figure 5.2(d) and 5.3(d)) where there is a deviation from the black solid line
(i.e. the mean difference) and the cloud is not equally distributed around the
solid line. The differences in the perfusion images seem largest for the im-
ages of skin perfusion (figure 5.3). However, this is mainly a visual effect due
to the large color differences within the range of image values. A more quan-
titative comparison is given by the scatter plots and Bland-Altman plots.

93



5 Time domain algorithm for accelerated determination of perfusion in high speed LDPI

0 2 4 6 8 10 12 14 16
30

40

50

60

70

80

90

100

Time (sec)

M
1
 (

a
.u

.)

Figure 5.4: Perfusion as a function of time during occlusion and reperfusion calculated
with the FFT-algorithm (black line) and the TD-algorithm (red line).

The agreement between TD and FFT in terms of absence of random vari-
ations, is best for the first order moment values obtained in static regions,
hence on cloth material and Delrin. In these regions, first order moments
are found in the interval between 0 and 2.5, where the scatter plots show
relatively small random variations compared to the first order moments ex-
ceeding values of 2.5. In these regions, the perfusion image is largely caused
by noise in the photo current. In this case the signal is more evenly spread
in the spectral domain than signals caused by Brownian motion or real per-
fusion. This suggests that the TD-signal can deal better with high- than
low frequency signal components. This difference can have several reasons,
a possible source of error in the TD-results is the discretisation applied in
this algorithm.

In spite of the differences between the TD and the FFT-algorithm as ob-
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Figure 5.5: Calculation time for the TD-algorithm and the FFT-algorithm for an image
of 256 × 256 pixels for two software packages, as a function of the number
of raw images.

served in the scatter plots, the perfusion images obtained with both methods
are similar. This similarity can be shown in two ways. First, when a ROI is
selected on the finger in figure 5.3(a) and 5.3(b) (not shown), the standard
deviation within these two ROIs is between the 10% and 15%. This is in
the same order as the difference between the values of the two ROIs. So the
difference between the TD and the FFT-algorithm can largely be explained
based on statistical grounds. Secondly, the average curve in the BA plots
(red line), shows that the systematic difference between TD and FFT is ap-
proximately 15%. Note that the large excursions of the mean difference for
high image values are in those regions where only a few values contribute
to the BA-plots. This is also in the same order as the standard deviation
within the two ROIs. So both methods give similar results and will lead to
the same judgment by the physician. Clinical judgment will be based not
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on separate pixel values, but on the perfusion in a larger tissue area. So the
difference between the FFT-algorithm and the TD-algorithm can be seen
as noise superimposed on the image plus a systematic difference of maxi-
mal 15%. The interpretation by the physician will not be influenced by the
difference between the perfusion maps.

The small difference between the TD-algorithm and the FFT-algorithm
is also visible in the comparison of both algorithms during the occlusion-
reperfusion procedure (figure 5.4). With both algorithms the heart beat is
nicely visible after release of the occlusion. The average time between the
heart beat peaks is 920 milliseconds, which corresponds with the heart beat
frequency of 65 beats per minute. In the reperfusion stage an offset is visi-
ble of less than 5%. For low perfusion levels (i.e. during the occlusion) this
offset has increased.

In contrast to LDPI, the lower integration limit for the FFT-algorithm was
set to 0 Hz, which implies that all frequencies are taken into account and
both algorithms should be equal sensitive to low frequencies. Noise cor-
rection was not applied in both algorithms. This explains why in both
algorithms perfusion is still visible during the occlusion.

5.4.2 Calculation speed

As is shown in figure 5.5 the TD-algorithm is at least twice as fast as the
FFT-algorithm, so the TD-algorithm is a good alternative for the FFT-
algorithm in laser Doppler perfusion imaging. The more raw images are
taken into account, the bigger the saving of time is. Tests (out of the scope
of this article so not shown) to determine the accuracy of the calculated
perfusion level as a function of the number of raw images, reveal that at least
512 images, but preferably more, should be taken into account to obtain a
proper perfusion image.

5.4.3 Implementing TD on high speed CMOS-cameras

CMOS-cameras which are equipped with a programmable memory for data
acquisition can implement the discretized version of the TD-algorithm eas-
ily which brings (semi-)real time perfusion imaging within reach. Memory
requirements are low, since the TD-algorithm only needs two raw frames
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for obtaining a preliminary perfusion plot. Every new raw frame can then
be used for producing a new perfusion plot by combining it in a weighted
way with the previous perfusion plot and the previous raw frame. In this
way, the perfusion map will converge to a statistically accurate value, and a
perfusion value update can be performed when a new frame is available. In
this way perfusion variations in time can be followed with minimum trans-
port and data storage. The memory requirements are slightly increased by
the fact that in practice the raw signal must be high pass filtered to sup-
press the influence of signal artifacts which often occur at frequencies below
20 Hz. One way of implementing high-pass filtering in time-domain is by
making use of spectral inversion [33]. In this technique the low-pass filtered
signal obtained by a moving average filter is subtracted from the unfiltered
signal. Since the low frequency components are subtracted from the orig-
inal signal, only the high frequency components appear in the output and
the signal is high-pass filtered. When spectral inversion is implemented in
a moving way it can be incorporated in the TD-algorithm. The use of a
moving average approach implies that the number of frames to be stored in
memory is larger than two, but still much lower than the amount needed
to perform a complete Fast Fourier Transform. In this way low frequencies
can be filtered out, although it will probably not be as good as high-pass
filtering in the FFT-algorithm. This means that the time-domain algorithm
is possibly more sensitive to low frequencies in the power spectrum, caused
for instance by heart-beat related rhythmic blood volume variations (the
photoplethysmographic signal) [34] or motion artifacts.

5.5 Conclusion

In conclusion, we have shown that the TD-algorithm can be a good alter-
native for the FFT-algorithm. The TD-algorithm provides a suitable ap-
proximation of the first order moment rather than being an estimator based
on a rigorous mathematical analysis. The new algorithm can determine the
perfusion in LDPI twice as fast as the FFT-algorithm and gives equivalent
perfusion images. Furthermore the TD-algorithm gives the possibility to
perform on-the-fly estimation because it only needs a few new frames to
update a previous perfusion estimation. This results in lower memory re-
quirements compared to the memory needed to perform an FFT, which is a
major advantage of the TD-algorithm.
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6 Relation between contrast and power spectral density in dynamic speckle patterns

Abstract – Scattering fluid flow can be quantified with coherent

light, either from the contrast of speckle patterns, or from the mo-

ments of the power spectra of intensity fluctuations. We present a

theory connecting these approaches for the general case of mixed

static-dynamic patterns of boiling speckles without prior assump-

tions regarding the particle dynamics. An expression is derived and

tested relating the speckle contrast to the intensity power spectrum.

Our theory demonstrates that in speckle contrast the concentration

of moving particles dominates over the contribution of speed to the

particle flux. Our theory provides a basis for comparison of both ap-

proaches when used for studying tissue perfusion.

6.1 Introduction

The speckle phenomenon is widely used for determining tissue perfusion
maps [1, 2]. In general, the tissue is illuminated with coherent laser light. A
fraction of the laser light interacts with moving red blood cells and obtains
a Doppler shift. Doppler shifted and unshifted light which are diffusely
scattered from the medium create a dynamic speckle pattern on a plane
of observation. Various methods of analysing this speckle pattern have led
to two separate modalities. In laser Doppler perfusion imaging (LDPI) [3]
the power spectrum P (ν) of intensity fluctuations generated in the dynamic
speckle pattern is analysed in terms of its moments given by :

Mi ≡
∞
∫

−∞

νiP (ν)dν (6.1)

where the zeroth order moment (i = 0) is a measure for the concentration
of red blood cells and the first order moment (i = 1) is a measure for the
flux or perfusion.
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In the modality of laser speckle contrast methods, comprising laser speckle
contrast analysis (LASCA) [4] and laser speckle imaging (LSI) [5] the con-
trast in the speckle pattern is used as a measure for perfusion [2]. In these
techniques the changing speckle pattern is averaged over a time interval
in the order of the speckle decorrelation-time (i.e. in the millisecond range)
leading to speckle blurring. The level of blurring is quantified by the speckle
contrast C, which is usually defined as the ratio of the standard deviation
σ of the intensity I of the blurred image to the mean intensity 〈I〉 of the
speckle pattern :

C ≡ σ

〈I〉 =

√

〈I2〉 − 〈I〉2

〈I〉 (6.2)

where the brackets denote spatial averaging. However, for ergodic speckle
patterns, spatial and temporal averaging will give identical results. This will
be the case for completely dynamic speckle patterns, hence without static
component. The physics behind laser Doppler methods is well-known and
it has been shown by Bonner and Nossal [3] that, for low blood concen-
trations, the concentration of red blood cells and their average velocity are
both linearly represented by the perfusion estimation of equation 6.1. As
yet, speckle contrast flowmetry modelling has focussed on retrieving veloc-
ity information of scattering particles rather than their flux which includes
concentration [6–8]. The presence of a static speckle component is usu-
ally ignored, with two recent exceptions [8, 9]. Furthermore, models for
speckle contrast flowmetry are inspired by Dynamic Light Scattering theo-
ries, implying assumptions regarding the dynamics of the particles and the
associated optical intensity correlations, which is known to lead to model-
dependent velocity estimations [7, 10]. Furthermore they often assume single
scattering by moving particles. Here we present a theory which connects the
contrast in time integrated dynamic speckle patterns and the power spectral
density of temporal intensity fluctuations of non-integrated speckle patterns
without prior assumptions regarding the speed distribution of particles and
the extent of multiple scattering. The theory includes speckle patterns with
an arbitrary large static component caused by the presence of non-Doppler
shifted light. Linking speckle contrast flowmetry to a laser Doppler model
may enable quantification in terms of flux rather than velocity only.
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6.2 Theory

6.2.1 Transferfunction

We introduce time dependent function f(t) and its moving average u(t) =
1
T

∫ t

t−T
f(τ)dτ with T the integration time. F (ω) and U(ω) are the Fourier

transforms of f(t) and u(t) respectively. From general Fourier transform
properties for time domain shifts and integrations [11], U and F are related
as

U(T, ω) =
1

iωT
[1 − exp(−iωT )]F (ω) (6.3)

So the relation between F (ω) and U(ω) is given by the amplitude transfer
function

H(T, ω) =
1

iωT
[1 − exp(−iωT )] (6.4)

The gain |H(T, ν)| is given by :

|H(T, ν)| =
1

T

√

1 − cos(2πνT )

2π2ν2
(6.5)

and ν given in Hz. Figure 6.1 shows an example of |H(T, ν)| as a function
of ν for integration times T of 1, 5 and 10 ms.

6.2.2 Contrast

Assume a blurred speckle pattern I(x, t) in which blurring is realized by
averaging a dynamic speckle pattern within window T . Assuming statistical
homogeneity in time and space, this speckle pattern can be decomposed in
an average value 〈I〉, a static, time independent spatial fluctuation Is(x)
and a time- and space dependent fluctuation IT (x, t) which depends on the
integration time T . Hence

I(x, t) = 〈I〉 + Is(x) + IT (x, t) (6.6)

Is will be nonzero when part of the light producing the speckle pattern has a
constant phase, for instance due to interaction with static objects only. For
a fully dynamic speckle pattern, Is(x) = 0 while for T → ∞ also IT (x, t) → 0
and I(x, t) → 〈I〉. These components are shown in figure 6.2 which features
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Figure 6.1: |H(T, ν)| for T = 1 ms, T = 5 ms and T = 10 ms.

an example of a blurred intensity I along a line in x-direction. Substituting
the above form of I(x, t) in equation 6.2 gives :

C2 =

〈

(Is + IT )
2
〉

〈I〉2
=

〈

I2
s

〉

+
〈

I2
T

〉

〈I〉2
(6.7)

where we assumed 〈IsIT 〉 = 0, since for each possible value of Is, positive
and negative values of IT occur.

Furthermore, contrast as a function of integration time T can be written
as :

C2(T ) = C2(0) +

T
∫

0

dC2

dT̃
dT̃ (6.8)
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Figure 6.2: Decomposition of the blurred intensity I (solid) into average value 〈I〉 (dot-
ted), static intensity fluctuation Is (dashed) and time-dependent blurred
fluctuation IT .

The intensity in an unblurred polarised speckle pattern will have an expo-
nential probability density function [12], so C2(0) equals unity. Since only
IT (x, t) depends on T, substitution of equation 6.7 in equation 6.8 gives

C2(T ) = 1 +
1

〈I〉2

T
∫

0

∂

∂T̃

〈

I2
T

〉

dT̃ (6.9)

By using Parsevals’s theorem and the transfer function H(T, ν),
〈

I2
T

〉

can
be written as :

〈

I2
T

〉

=

∞
∫

−∞

P (ν) |H(T, ν)|2 dν (6.10)
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Substituting equation 6.10 into equation 6.9 results in :

C2(T ) = 1 +
1

〈I〉2

∞
∫

−∞

P (ν)
[

|H(T, ν)|2
]T

0
dν (6.11)

which, using equation 6.1 with i = 0, reduces to

C2(T ) = 1 − M0

〈I〉2
+

1

〈I〉2

∞
∫

−∞

P (ν) |H(T, ν)|2 dν (6.12)

since |H(0, ν)| = 1. Equation 6.12 expresses the speckle contrast in terms of
the power spectrum of the local temporal intensity fluctuations in the speckle
pattern. For T ↓ 0, it holds that H(T, ν) → 1 for all frequencies, reducing
equation 6.12 to C2 = 1, which is the required value for a snapshot of the
speckle pattern. For T → ∞, H(T, ν) approaches zero and the last term on

the right-hand side cancels out, resulting in C2(T → ∞) = 1 − M0

/

〈I〉2.
For a completely dynamic speckle pattern, the property of ergodicity leads

to : M0

/

〈I〉2 = 1 so C2(T → ∞) → 0. Hence, equation 6.12 shows the

required behavior for extreme cases. Since M0

/

〈I〉2 = fD(2 − fD) with fD

the fraction of Doppler shifted light [13] this limiting behavior agrees with
the form given by Zakharov et al. [9].

6.3 Results

To validate equation 6.12, completely dynamic artificial speckle patterns are
generated by making use of the concept of a copula [14] : a circular region
in a square matrix is filled with complex numbers of unity amplitude and
phases distributed uniformly between 0 and 2π. This matrix represents a
uniform spatial distribution of complex electric field values. After Fourier
transforming the matrix, and multiplying it point-by-point by its complex
conjugate, an artifial speckle pattern is obtained.By shifting the circular
region with complex numbers one column each time and recalculating the
speckle pattern, a series of snapshots of a dynamic speckle pattern can be
generated. For the speed of change of the speckle pattern, a time scale was
chosen which was realistic for tissue speckle.
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Figure 6.3: Power spectrum averaged over an area of 7 × 7 pixels of the artificial speckle
pattern used to determine the spatial contrast.

From the dynamic speckle pattern, for 10 random pixels the time signal was
extracted. Per pixel, from the time signal the contrast was determined from
its definition in equation 6.2. Furthermore in each pixel, from the power
spectrum of the time trace the contrast was predicted for different values of
T using equation 6.12.

The spatial contrast is determined in concentric regions of 7 × 7 pixels
around 10 random pixels. In each region, the contrast was determined from
the definition in equation 6.12 as well as predicted by equation 6.2 based
on the averaged power spectrum in the region. An example of an averaged
power spectrum is shown in figure 6.3. The average contrast values and
their standard deviations are shown in figure 6.4.

6.4 Discussion

Figure 6.4 shows that equation 6.12 allows for prediction of both temporal
and spatial speckle contrast values based on the power spectra of the asso-
ciated intensity fluctuations. There is a much better agreement between the
measured and predicted contrast-curves for the case of temporal contrast
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Figure 6.4: Measured (open symbols) and predicted (closed symbols) speckle contrast
values for temporal (squares) and spatial (circles) contrast as a function of
integration time T , for artificial speckles.

than for spatial contrast. Furthermore the error bars for temporal contrast
are smaller than for spatial contrast. The discrepancy for the spatial con-
trast can be explained from the fact that in the limited region of interest of 7
× 7 pixels, the speckle pattern does not exhibit all intensity variations which
are present in the complete speckle pattern. For integration time above 1
ms (i.e., which are normally used in speckle contrast techniques [2]) there is
good agreement between the predicted and measured spatial contrast values.
Note the fact that for integration times longer than half a second still the
contrast did not reach zero, presumably due to low frequencies (e.g., below
1 Hz) which are present in the signal.

Given the suitability of the first order power spectral moment of intensity
fluctuations as an estimator of particle flux within a static turbid matrix,
as shown by Bonner and Nossal [3] for low particle flux, the expression de-
rived in this paper for the contrast in blurred speckle forms the basis for
further study of the degree of quantitation by speckle contrast techniques.
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Figure 6.5: Spectral weighing functions realized by 1 − C2, with C the contrast of
integrated speckle for integration times T of 1, 2 and 5 ms.

In this paper only a first step will be made. Clearly, equation 6.12 shows
that speckle contrast provides an integral over the power spectrum P (ν)

weighed with |H(T, ν)|2. A contrast function which is closest to the estima-
tor proposed by Bonner and Nossal is 1−C2, for which we can derive from
equation 6.12 that :

1 − C2 =

∞
∫

−∞

(

1 − |H(T, ν)|2
)

P (ν)dν (6.13)

In figure 6.5 the spectral weighing function in equation 6.13 is shown for
integration times of 1, 2 and 5 ms, respectively. The weighing function
rises in a nonlinear manner from 0 to reach unity at ν = 1/T . For ν >
1/T the weighing function shows decaying oscillations between 1 and 0.95.
Hence, for integration times 5 ms < T < 15 ms realistic for speckle contrast
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techniques, frequency weighing is only performed in a frequency interval
between lower limit 0 Hz and higher limit 67 Hz < ν < 200 Hz. For higher
frequencies, 1 − C2 mainly provides the zero order moment of the power
spectrum. We must conclude that for realistic integration times, speckle
contrast mainly provides information regarding the concentration of moving
particles rather than their speed. Information about speed variations is only
conveyed inasmuch as these variations affect the spectral broadening in the
interval 0 < ν < 1/T (in Hz). In this interval the frequency weighing is
nonlinear, with an approximately 2nd order weighing (∝ ν2) for ν → 0. The
second order weighing can be extended to higher frequencies by reducing
integration time T . For instance for the power spectrum shown in figure
6.3, with a width of 5 kHz which is typical for physiological perfusion, a
second order weighing of the entire power spectrum would be obtained for
an integration time of approximately 0.1 ms. This is an impractical value,
since for this integration time the contrast will only be marginally smaller
than 1, as shown by figure 6.4. For other flux estimators which provide
higher values for lower contrast, such is 1/C a similar analysis may be made,
although this will be mathematically less elegant.

6.5 Conclusion

In this paper, we have presented a theory which expresses the contrast in
time integrated dynamic speckle patterns in terms of the power spectral
density of their local temporal intensity fluctuations. The theory covers
mixed static-dynamic speckle patterns, provided that they are statistically
homogeneous. Verification was done with the use of fully dynamic speckle
patterns which were created numerically. From our theory we can conclude
that for realistic integration times T > 5 ms, speckle contrast mainly pro-
vides information regarding the concentration of particles moving within
a static matrix, with speed information only present for the lower end of
the power spectrum. The presented theory will enable a further quantita-
tive investigations into the use of speckle contrast as an estimator for tissue
perfusion.
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7 Summary and Outlook

Abstract – In this chapter a summary will be presented on high-

speed laser Doppler perfusion imaging and laser speckle contrast

techniques, as described in this thesis. An outlook to future im-

provements and applications of the instrument and techniques will

be given.

7.1 Summary

Noninvasive methods to visualize blood flow in tissue are important in the
clinical environment. Most methods use dynamic speckles to measure the
level of perfusion. Speckle patterns are random interference pattern due to
diffusely backscattered light from the skin. The most well-known techniques
based on these speckle patterns are laser Doppler perfusion imaging (LDPI)
and laser speckle contrast analysis (LASCA). Till recently, the advantage of
the latter over the former was its being a fast full field technique rather than
a point scanning technique. This advantage decreased by the introduction
of high speed CMOS cameras for the detection of the Doppler-shifted light
in LDPI. From that moment on, both techniques had a measurement time
in the millisecond range. However, LASCA and similar laser speckle con-
trast techniques are still gaining interest [1, 2]. For LASCA measurements
an inexpensive camera which can achieve a frame-rate of 200 Hz is suffi-
cient, whereas for LDPI, only a state-of-the-art high-speed camera which
can achieve a frame-rate of about 25 kHz is suitable.

Laser speckle contrast techniques are based on the spatial and temporal
statistics of the speckle pattern. The motion of particles in the illuminated
medium causes fluctuations in the speckle pattern on the detector. These
intensity fluctuations blur the image and reduce the contrast to an extent
that is related to the speed of the illuminated objects, such as moving red
blood cells. A review of laser speckle contrast techniques so far, and a
comparison of these techniques on the hand of a volunteer (figure 2.5) is
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given in chapter 2. Laser speckle contrast techniques have advantages over
their main counterpart, LDPI. Laser speckle contrast techniques need only
one or a few frames to determine the tissue perfusion, which makes it fast.
They also need a low frame rate camera only, which makes them relatively
inexpensive. But they also have one major disadvantage with respect to
LDPI; the readings in LDPI can be related to the Doppler effect which
is described by Bonner and Nossal [3]; a theory which is widely accepted
and understood. For laser speckle contrast techniques this is not the case,
since, for example, it is still unknown which velocity distribution (e.g. Voigt,
Lorentzian or Gaussian; see figure 2.2) should be used. The need to assume
a specific velocity distribution to relate the speckle contrast to the tissue
perfusion makes the technique less generally applicable.

In commercially available LDPI devices the area under investigation is scan-
ned with a narrow laser beam, which is time consuming, leading to mea-
surement times of several minutes. This long scanning time impedes the
observation of fast perfusion changes (e.g. during reperfusion after occlu-
sion) and is uncomfortable for the subject. To obtain real time perfusion
images, a refresh rate of approximately 25 Hz is needed. In chapter 3 the
Twente Optical Perfusion Camera (TOPCam), an imaging system based on
high-speed CMOS technology is presented. Based on an overall analysis
of the signal-to-noise ratio of CMOS cameras (figure 3.3), the best camera
for our purpose was selected. Pixel-by-pixel noise correction was applied to
minimize the influence of noise in the perfusion images (figure 3.5). Exper-
iments are presented which show that a frame rate of 0.2 fps for an image
of 128 × 128 pixels (imaged tissue area of 7 × 7 cm2) can be achieved if
the data is analyzed online. If the analysis of the data is performed offline,
a frame rate of 26 fps can be achieved for a duration of 3.9 seconds (figure
3.8). By reducing the imaging size to 128 × 16 pixels, this frame rate can
be achieved for up to half a minute. Due to this high frame rate and long
imaging time, fast changing perfusion levels (e.g., the heart beat in figure
3.8) can be visualized.

The TOPCam was used to evaluate the capability and efficacy of the TOP-
Cam to measure perfusion differences in burn wounds. In chapter 4 these
first clinical results of the TOPCam in the setting of a burn centre are pre-
sented. Several superficial partial thickness burns are imaged on 23 patients.
If increased perfusion indicates spontaneous healing within two weeks, the
images showed good agreement with the outcome in terms of healing ca-
pacity. The measurements also indicate that the spatial image resolution of
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the TOPCam is sufficient for the diagnostic purposes in a burn centre. The
TOPCam encounters problems caused by blisters, tissue necrosis, surface
reflection and curvature in a manner similar to scanning beam imagers. Im-
age quality in terms of dynamic range and resolution appears to be sufficient
for burn diagnosis, and it poses a clear advantage in terms of procedure time
with respect to scanning beam imagers.

In LDPI, the perfusion in one pixel is usually calculated by recording a com-
plete time signal (e.g. 512 or 1024 points), determine the power spectrum
using the Fast Fourier Transform (FFT), and obtain the first order moment
of the power spectrum as a measure for the flux or perfusion. Calculating
the perfusion using the FFT is time consuming because it has to be taken
for each pixel and the spectrum has to be squared and integrated over all
frequencies to obtain one number for the perfusion. Furthermore, this pro-
cedure puts high demands on the camera memory and data communication
between camera and computer. In chapter 5, a Time Domain (TD) al-
gorithm is presented for determining the first order spectral moment. This
algorithm involves multiplications of an image with the difference between
two subsequent images. It is shown by experiments on phantoms and in-vivo
(figure 5.2 and 5.3) that the TD-algorithm can be a good alternative for the
FFT-algorithm. A comparison based on a Bland-Altman analysis shows that
the systematic difference between the TD algorithm and FFT algorithm is
approximately 15%. In view of the inherent heterogeneity of perfusion and
perfusion images, this difference is not likely to lead to a different diagnosis
or conclusion regarding the tissue physiology. The TD-algorithm can deter-
mine the perfusion in LDPI twice as fast as the FFT-algorithm (figure 5.5)
and gives equivalent perfusion images. Furthermore the TD-algorithm gives
the possibility to perform on-the-fly estimation because it only needs a few
new frames to update a previous perfusion estimation. This results in lower
memory requirements compared to the memory needed to perform an FFT,
which is a major advantage of the TD-algorithm.

The issue of the relation between the competing methods of laser Doppler
perfusion imaging and laser speckle contrast methods is addressed in chap-

ter 6. A theory is developed which expresses the contrast in time integrated
dynamic speckle patterns in terms of the power spectral density of their lo-
cal temporal intensity fluctuations. The theory is based on the spectral
transfer function associated with the integration operation carried out by
the image sensor. An expression is derived for the general case of mixed
static-dynamic patterns of boiling speckles without prior assumptions re-
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garding the particle dynamics. The theory was validated with the use of
fully dynamic speckle patterns which were created numerically. The theory
indicates that for realistic integration times (e.g. integration times > 5 ms),
speckle contrast mainly provides information regarding the concentration of
particles moving within a static matrix, as far as speed variations affect the
low frequencies of the power spectrum of the photocurrent fluctuations (for
an integration time of 5 ms: the range between 0 and 200 Hz). The theory
can provide that foundation for future comparison between the LDPI and
LASCA techniques for specific applications.

7.2 Outlook

7.2.1 CMOS technology

Our practical experience during the clinical trails in the setting of a burn
centre learns that the scanning beam laser Doppler perfusion imagers have a
better signal-to-noise ratio compared to the TOPCam. Due to the different
amplifiers for different pixel columns in the CMOS chip, fixed pattern noise
will be induced in the measurements, resulting in images which are noisier
than those produced by scanning beam imagers. In newer CMOS-cameras,
already a smaller fixed pattern noise is observed, so further technological
sophistication will probably solve, or at least reduce, this issue drastically.
When the fixed pattern noise is eliminated, the amount of noise does not
differ significantly anymore from day to day, which improves the estimation
of the noise level. Improvement of the noise estimation reduces the under-
or overestimation of the perfusion level. Whole field LDPI may be further
optimized by designing CMOS arrays optimized for this task, such as done
by Gu et al. [4]. For instance, each pixel might be provided with separate
outputs for the AC and DC parts of the laser Doppler signal, and further
conditioning of the AC output to exploit the dynamic range of the analog-
to-digital converters.

Table 3.2 shows that the most time consuming part in the imaging process
of the TOPCam, is the transfer of data from the camera to the computer
to process the data. This process can be accelerated by improving the
protocol to utilize the full bandwidth during the transfer. By implement-
ing the discretized version of the time domain-algorithm of chapter 5 on
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CMOS-cameras with programmable memory, this part can even be elimi-
nated. When data-processing is performed on the camera, only the final
perfusion images have to be transported to the computer. This improve-
ment also increases the frame rate achievable with online data analysis.
With the current measurement setup, every 5 seconds a new perfusion im-
age of 128 × 128 pixels can be produced. When the discretized version of
the TD-algorithm is implemented, it should be achievable to produce a new
perfusion image of that size every 1 or 2 seconds, leading to a frame rate up
to 1 fps instead of 0.2 fps. With a moving average approach implemented
on the camera it may be possible to even further improve the speed of the
process, eventually leading to real-time online analysis at a high frame rate.

7.2.2 LASCA versus LDPI

LDPI and LASCA are increasingly competing techniques for imaging blood
flow in tissue in a non-invasive manner. Each technique has its own ad-
vantages and disadvantages. LASCA can already be performed with a low
frame rate camera, which makes it a relatively inexpensive technique com-
pared to LDPI. However, in LDPI the readings can be related to the Doppler
effect which is described by Bonner and Nossal [3]. This theory is widely
accepted and understood, which is not the case for LASCA. Once there is
consensus about a theoretical model for LASCA which connects the contrast
unambiguously to the perfusion level, it can become the major technique for
measuring blood flow in tissue. Until that, for applications where visualizing
of areas with and without perfusion is more important than relative perfu-
sion (e.g. after skin grafting), LASCA is a suitable technique. For other
applications where the level of perfusion and its change over time is more
important (e.g. healing of burn wounds) LDPI is more suitable.

In chapter 6 a first initiative was made for a theoretical model linking the
contrast to the perfusion level. However, verification was done with the use
of speckle patterns which were created numerically. Further investigation
and verification of this theoretical model should be done based on measure-
ments on phantoms or on in-vivo measurements.
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7.2.3 Applications

In this thesis, the first clinical results of the TOPCam in the setting of a burn
centre have been shown and the image quality in terms of dynamic range
and resolution appeared to be sufficient for burn diagnosis. However, further
research is needed to characterize the imaging quality and imaging properties
(e.g., measurement depth, resolution, response to different tissue types) of
the TOPCam with respect to scanning beam laser Doppler perfusion imagers
in visualizing burns.

Besides imaging burns to predict the burn wound outcome in an early stage,
there are other applications in which the TOPCam can have an added value.
For example during organ transplantation (e.g. liver, kidney, etc.) where
the surgeon with a quick check with the TOPCam, can see if the arteries
and veins are all attached correctly. During coronary artery bypass grafting,
the TOPCam can be used to measure the perfusion in the myocardial tissue
to see if the intervention is successful. A final example is the potential
improvement of intestinal anastomoses quality after removal of a part of
the intestine. In this procedure, adequate reperfusion is essential to prevent
intestinal ischemia, which is a life-threatening condition.

In chronic wound care, the TOPCam can be used to regularly image patients
which have an increased chance on ulcers (i.e. diabetic ulcers or pressure
ulcers), to monitor their perfusion in areas of risk. Due to the fast imaging
speed of the TOPCam, this becomes a quick procedure which disturb the
patient just minimal. If a decrease in perfusion is noticed, treatment can be
started or adjusted.

In dermatology, during laser treatment of port wine stains, moles or other
type of nevus, the TOPCam can be used to measure the perfusion in the
treated region during and after the therapy. In this way the perfusion level
can be monitored, and in case of an irregular trend, the physician can decide
to intervene to prevent irreversible damage to the skin.

If the TOPCam is equipped with the possibility to illuminate with an array
of beams rather than with a large square shaped beam, the TOPCam can
also be used to obtain depth-differentiated perfusion images [5]. In this way
superficial perfusion can be separated from deep perfusion.

Fast laser Doppler perfusion imaging is possible with the TOPCam, and
contrast in laser speckle contrast techniques can be related to perfusion,
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so a whole new range of clinical applications has come into reach because
dysfunction in organs is often related to inadequate perfusion of the organs.
With a small laser diode and camera, LDPI and LASCA can even be imple-
mented in endoscopes, which opens a new clinical field: now the perfusion in
the bladder, the intestine and the esophagus can be imaged noninvasively.
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Technieken om niet-invasief de doorbloeding van weefsel te meten zijn een
belangrijke bron van informatie in een klinische omgeving. De meeste van
deze technieken zijn gebaseerd op ‘speckle’ patronen (vlekkenpatronen door
interferentie van gereflecteerd licht). De bekendste technieken die gebruik
maken van zo’n specklepatroon zijn ‘laser Doppler perfusion imaging’ (LDPI)
en ‘laser speckle contrast analysis’ (LASCA). Tot voor kort had de laatste
als voordeel dat deze een ‘full field’ techniek was in plaats van een techniek
die het oppervlakte scant. Dit voordeel verdween door de introductie van
hogesnelheid CMOS-camera’s voor het detecteren van Doppler-verschoven
licht in LDPI. Vanaf dat moment hadden beide technieken een meettijd in
de orde van milliseconden. Toch zijn LASCA en andere laser contrast tech-
nieken nog wel in opmars [1, 2]. Voor LASCA metingen is namelijk een
simpele camera met een framerate van 200 Hz voldoende, terwijl voor LDPI
een ‘state-of-the-art’ hogesnelheidscamera met een framerate van 25 kHz
noodzakelijk is.

Laser speckle contrast technieken zijn gebaseerd op de ruimtelijke- en tijd-
safhankelijke statistiek van het specklepatroon. De beweging van deeltjes in
het belichte medium veroorzaakt fluctuaties in de intensiteit van het speck-
lepatroon op de detector. Deze fluctuaties vervagen het beeld, en verlagen
daardoor het contrast op een manier die afhankelijk is van de snelheid van
de bewegende deeltjes, bijvoorbeeld rode bloedcellen. Een overzicht van
bestaande laser speckle contrast technieken en een vergelijking van de resul-
taten met deze technieken op menselijk weefsel is gegeven in hoofdstuk 2.
Laser speckle contrast technieken hebben voordelen ten opzichte van hun be-
langrijkste concurrent, LDPI. Laser speckle contrast technieken zijn sneller
omdat ze slechts één of slechts enkele frames nodig hebben om de doorbloed-
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ing in weefsel te kunnen bepalen. Zij hebben bovendien voldoende aan een
camera met een lage framerate, wat ze relatief goedkoop maakt. Zij hebben
echter een groot nadeel ten opzichte van LDPI; de uitkomst van LDPI kan
gerelateerd worden aan het Doppler-effect wat beschreven is door een the-
orie welke breed geaccepteerd en begrepen is. Voor laser speckle contrast
technieken is dit echter niet het geval, omdat bijvoorbeeld nog steeds on-
duidelijkheid is welke snelheidsdistributie (Voigt, Lorentziaans of Gaussisch)
aangenomen moet worden. De noodzaak voor het doen van deze aanname
om het contrast te kunnen relateren aan de doorbloeding van het weefsel,
maakt deze techniek minder goed algemeen bruikbaar.

In de LDPI apparaten die momenteel op de markt zijn wordt het te onder-
zoeken oppervlakte gescand met een smalle laserbundel. Het scannen van
het hele oppervlak neemt veel tijd in beslag, dit leidt tot meettijden van
enkele minuten. Deze lange meettijd verhindert het waarnemen van snelle
doorbloedingveranderingen (bijvoorbeeld reperfusie na een occlusie) en is
onaangenaam voor de patiënt. Om realtime perfusie opnames te maken, is
een framerate van ongeveer 25 Hz nodig. In hoofdstuk 3 is de “Twente Op-
tical Perfusion Camera” (TOPCam) gepresenteerd, een systeem gebaseerd
op hogesnelheid CMOS technologie. Uitgaande van een algemene analyse
van de signaal-ruis-verhouding van CMOS camera’s, is de meest optimale
camera voor ons doel geselecteerd. Pixel-voor-pixel ruiscorrectie is toegepast
om de invloed van ruis op de perfusiebeelden te minimaliseren. Ook worden
er metingen getoond die laten zien dat als de data online geanalyseerd wordt,
een framerate van 0,2 beelden per seconden haalbaar is voor opnames van
128 × 128 pixels (een gebied van 7 × 7 cm2). Als de analyse van de data
offline plaatsvindt, kan een framerate van 26 beelden per seconde gehaald
worden voor een duur van 3,9 seconden. Wordt de beeldgrootte verlaagd tot
128 × 16 pixels, dan kan deze framerate gedurende een halve minuut gehaald
worden. Door deze hoge framerate in combinatie met de relatief lange pe-
riode die getoond kan worden, kunnen snelle variaties in de doorbloeding
(zoals bijvoorbeeld ten gevolge van de hartslag) getoond worden.

De mogelijkheden van de TOPCam om doorbloedingverschillen in brand-
wonden te meten zijn onderzocht. In hoofdstuk 4 zijn deze eerste klinische
testen van de TOPCam in een brandwondencentrum gepresenteerd. Bij 23
patiënten zijn verschillende oppervlakkige tweedegraads brandwonden geme-
ten. Als verhoogde doorbloeding een indicatie is voor spontane genezing
binnen twee weken, vertonen de opnames een goede overeenkomst met het
genezingsvermogen. De metingen hebben ook aangetoond dat de ruimtelijke
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resolutie van de TOPCam voldoende is voor diagnostische doeleinden in een
brandwondencentrum. De TOPCam ondervindt dezelfde soort problemen
bij blaren, weefselnecrose, reflectie en rondingen als de bestaande scannende
apparaten. Verder blijkt de beeldkwaliteit in termen van dynamische bereik
en resolutie voldoende voor de diagnose van brandwonden, en heeft de TOP-
Cam in vergelijking met bestaande scannende apparaten een duidelijk vo-
ordeel voor wat betreft de meettijd.

Gewoonlijk wordt in LDPI de doorbloeding in een pixel berekend door het
complete tijdsignaal van een pixel (bv 512 of 1024 punten) op te slaan en
het vermogenspectrum van dit tijdsignaal te berekenen met de Fast Fourier
Transformatie (FFT). Vervolgens wordt het eerste moment van het vermo-
genspectrum genomen als een maat voor de doorbloeding. Het berekenen
van de doorbloeding op basis van de FFT neemt veel tijd in beslag omdat
dit voor elke pixel afzonderlijk gedaan moet worden en omdat het spectrum
gekwadrateerd en gëıntegreerd moet worden over alle frequenties om één
getal te krijgen als maat voor de doorbloeding. Bovendien stelt dit hoge
eisen aan het geheugen in de camera en de communicatie tussen camera en
computer. In hoofdstuk 5 is een Tijd Domein (TD) algoritme gepresen-
teerd voor het berekenen van het eerste spectrale moment. Het algoritme
bevat het vermenigvuldigingen van een opname met het verschil ten opzichte
van de vorige opname. Op basis van zowel metingen op fantomen als in-vivo
metingen is aangetoond dat het TD-algoritme een goed alternatief is voor
het FFT-algoritme. Een vergelijking op basis van Bland-Altman analyse
laat zien dat het systematische verschil tussen het TD-algoritme en het
FFT-algoritme ongeveer 15% is. Gezien heterogeniteit in weefseldoorbloed-
ing in de praktijk, is het niet waarschijnlijk dat dit verschil zal leiden tot een
andere diagnose of conclusie met betrekking tot de fysiologie van het weefsel.
Het TD-algoritme kan de doorbloeding in LDPI twee keer zo snel berekenen
als het FFT-algoritme maar geeft gelijkwaardige resultaten. Verder biedt
het TD-algoritme de mogelijkheid om on-the-fly benaderingen te doen om-
dat er slechts enkele nieuwe opnames nodig zijn om de vorige benadering aan
te passen. Dit stelt lagere eisen aan het benodigde geheugen op de camera,
wat een groot voordeel is van het TD-algoritme boven het FFT algoritme.

De relatie tussen de concurrerende technieken van laser Doppler perfusion
imaging en laser speckle contrast analysis komt in hoofdstuk 6 aan bod.
Er is een theorie ontwikkeld die het contrast van in tijd gëıntegreerde dy-
namische specklepatronen uitdrukt in termen van de intensiteitfluctuaties in
de tijd van het vermogensspectrum. De theorie is gebaseerd op de spectrale
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overdrachtsfunctie die hoort bij de integratie zoals die door de beeldsensor
uitgevoerd wordt.

Er is een uitdrukking afgeleid voor het algemene geval van een gemengd
statisch-dynamische patroon van ‘boiling’ speckles waarbij geen rekening
is gehouden met de dynamica van deeltjes. De theorie is gevalideerd met
behulp van volledig dynamische specklepatronen die numeriek gegenereerd
waren. De theorie laat zien dat voor realistische integratietijden (bv inte-
gratietijden > 5 ms), het specklecontrast hoofdzakelijk informatie bevat met
betrekking tot de concentratie van bewegende deeltjes, omdat snelheidvari-
aties enkel de lage frequenties van het vermogensspectrum van de intensiteit-
fluctuaties bëınvloeden (voor een integratietijd van 5 ms: het gebied tussen
0 en 200 Hz). Deze theorie kan de basis vormen voor verder onderzoek naar
het verbinden van LDPI en LASCA voor specifieke toepassingen.
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