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Abstract—This paper shows that, for a given power budget, a Ref
practical phase-locked loop (PLL)-based clock multiplier gener-
ates less jitter than a delay-locked loop (DLL) equivalent. This is
due to the fact that the delay cells in a PLL ring-oscillator can con-

sume more power per cell than their counterparts in the DLL. We VCDL
can show that this effect is stronger than the notorious jitter ac- llllllllllll
cumulation effect that occurs in the voltage-controlled oscillator 1 Out

(VCO) of a PLL. First, an analysis of the stochastic-output jitter of
the architectures, due to the most important noise sources, is pre-
sented. Then, another important source of jitter in a DLL-based Fig. 1. DLL-based clock multiplier architecture.

clock multiplier is treated, namely the stochasticmismatchin the

delay cells which compose the DLL voltage-controlled delay line

(VCDL). An analysis is presented that relates the stochastic spread information needed to generate the high-frequency clock is ob-
of the delay of the cells to the output jitter of the clock multiplier.  tained by using a VCDL that consists of several tuneable delay
A circuit design technique, called impedance level scaling, is then ce|ls, in this way generating multiple phases of the low-fre-

presented which allows the designer to optimize the noise and mis- uency clock. These phases are combined into one hiah-fre-
match behavior of a circuit, independently from other specifica- q y ) P 9

tions such as speed and linearity. Applying this technique on a delay dU€Ncy clock using a circuit that is referred to as “edge com-
cell design yields a direct tradeoff between noise induced jitter and biner.”

power usage, and between stochastic mismatch induced jitter and ~ As shown in the analysis presented in [6], the advantage of

power usage. the DLL-based architecture is that the VCDL is “reset” with re-
Index Terms—Circuit modeling, delay-locked loops (DLLs), fre- Spect to stochastic jitter every time a new reference edge is ap-
quency conversion, jitter, phase-locked loops (PLLs). plied at the input, whereas in the VCO of a PLL the jitter accu-

mulates. This paper complements the analysis presented in [6]
in several ways. First, by taking the effects of frequency mul-
tiplication into account. This paper examines structures where
N IMPORTANT building block in almost all digital and the output frequency is an integer multiple of the reference fre-
mixed signal integrated circuits (ICs) is the clock multiquency. In this way, a PLL-based clock multiplier solution can
plier. Its function is to multiply an incoming reference clock frehe compared to a DLL-based clock multiplier, and new design
quency by a certain factor, usually because no crystals are avgdnsiderations are obtained. Second, by including all important
able with a clock frequency as high as needed on-chip. Alsgsise sources in the jitter analyses, opposed to the inclusion of
when parallel data is to be serialized using a multiplexer, clogly the VCDL-noise in the DLL and the VCO-noise in the PLL
multiplication is needed to time the outgoing bits. In these applis done in [6].
cations, the quality of the multiplied clock with respectto timing This paper offers a set of design equations from which the
jitter is an important specification [1], [2]. output jitter can be predicted. This is done by first composing a
Apart from the usual intege¥ PLL implementation of the mathematical model, based on difference equations, describing
clock multiplier, where a voltage controlled oscillator (VCO}he behavior of the architectures. The output jitter due to dif-
is locked to a clean reference clock, architectures based ofe@ent noise sources is then analyzed in the time domain directly.
delay-locked loop (DLL) have been successfully used recentlyapart from jitter due to stochastic noise sources, which are
as clock multipliers [3]-[5]. In such an architecture, which igxamined first in this paper, the DLL-based architecture intro-
schematically shown in Fig. 1, a voltage controlled delay linguces a new source of timing errors, namely stochastic mis-
(VCDL) is locked to a clean reference signal. The extra timingiatch between the delay cells. This effect causes clock skew of
the intermediate clock phases. The phenomenon will be mea-
surable as systematic jitter on the high-frequency clock at the
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clock, it is easy to show that the number of output taps needed
inEpEnEgN Output is equal to twice the frequency multiplication factor. In some

cases, it is possible to also use the falling edges of the different
Fig. 2. Edge combination process faf = 4, using only rising edges to ClOCK phases to generate timing information. However, timing
generate the output clock. dependency on the duty cycle of the reference is now introduced,
which is a problem in some applications.
devices, the effect of scaling on the delay cell mismatch is thenlt is also possible to generate the rising edges of the
analyzed, using a technique called impedance level scaling [8}itPut signal directly from the rising edges of the different
This design technique proves useful in decoupling the noise gi@ick phases, while the falling edges of the output signal
mismatch properties of a circuit from other properties such @& generated by the use of a resonator, as described in [3].
speed or linearity. A disadvantage of this method is that an inductor is used,
Section Il analyses the stochastic jitter of a DLL-based clodkhich consumes area and is more difficult to port to newer
multiplier. Section Ill examines the stochastic jitter of an intechnologies than a purely digital solution.
tegerdV PLL. The structures are then compared in Section IV. In this paper, we assume that only the rising edges of the
In Section V, we analyze the effects of delay cell mismatch, aféfferent clock phases are used without a resonator (Fig. 2 being
in Section VI, the impedance level scaling technique. In Segh example of this), and, thus, the number of delay celig
tion VI, simulation results verifying the analyses performed ithe VCDL equals
this paper are discussed. The paper finally concludes in Sec-

tion VIl with a summary of the results. M =2N @)

whereN is the ratio between the output frequency of the edge
Il. ANALYSIS OF DLL JITTER DUE TO NOISE combiner and the incoming reference frequency.

In this section, the effect of different sources of stochastic ) ) ) o
DLL output jitter is analyzed. First, a mathematical model d- Mathematical Model of the DLL With Noisy Building Blocks

the DLL is derived, which is then used to calculate the output First, a set of difference equations describing the DLL be-

jitter due to different noise sources in the architecture. havior is derived. This equation set is then used to analyze the
_ jitter originating from the different noise sources of the DLL and
A. DLL Architecture the reference signal source.

F|g 1 shows the genera| architecture of a DLL with edge To be able to calculate the “jitter,” first a quantitative defini-
combiner. The feedback mechanism consists of a phase fien of jitter is needed. There are many different definitions for
quency detector (PFD) that is combined with a charge puriifier available in literature [9]. In this work, a very simple and
(CP). The loop filter consists of a simple capacitor that intddtuitive definition will be used:
grates the charge pulses coming from the CP. In a PLL such a Jitter is the random or systematic deviation in time of the
simple filter would lead to stability problems because of the in- zero-crossings of a certain generated clock with respect to
tegrating function ofthe VCO usedina PLL; inaDLL, however, corresponding zero-crossings of igeal clock. The ideal
there is no pure integrator other than the CP combined with theclock has zero-crossings that are separated by a constant
loop filter capacitor, making a loop filter zero unnecessary. amount of time which equals the mean period of the gen-

The basic idea behind a DLL-based clock multiplier is that the erated clock.
total delay of the multitapped VCDL is controlled by the loop to For the stochastic DLL jitter analysis, the model shown in
be equal to the input period of the reference clock. The differeffig. 3 is used. Naturally, the “ideal clock” is no part of the actual
output taps now deliver different phases of the input clock whidbLL; it is merely being shown to illustrate the concept of jitter
contain extra timing information that can be combined into onthat is being used here.
clock with a frequency that is an integer multiple of that of the The PFD compares the zero-crossing times of the reference to
reference clock. This has been illustrated in Fig. 2, where theose of the last tap of the VCDL. The CP converts the measured
frequency multiplication factolN equals four time difference into a charggn) which is pumped into the loop

If only the rising edges of the different clock phases are uséller (a simple capacitor), thus, integrating this charge. Note,
to generate both the rising and falling edges of the generatbdt parameter indicates the period number of the input clock;
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this variable is used in the difference equations that are derivadided by the delay cells will be worst at the last output tap of

shortly. the VCDL, which means the jitter variance will be highest at the
The DLL noise analysis depends on a number of assumptidast output tap.
which are listed below. The charge that is pumped into the loop filter capacitor by the

1) The loop has successfully locked to the state in which ti&&® is given by
VCDL delay equals the period time of the reference clock.
This implies that the loop is stable. q(n) = Icp {Atar(n) — Abeer(n) + Atprp(n)} + qHOiSC(("))
3a

2) Th VCDL control volt in lock IsO V. Thi . . '
) The mean control VOTage in ‘ock equacs I%/vhereq(n) is the charge that the CP pumps into the loop filter

simplifies analysis, while the results of the jitter calcu—f inout period b ith o denoting th t of that
lations do not depend on this assumption because of @éerlnpu PErod NUMDBEL WATH ¢yois AENOUING e part of tha

linearity of the svstem. charge caused by a noisy CRp is the CP currentAts(n)

3) The cuyrrent theyCP delivers can be modeled by char th.e Jitter at the lasti/th) output tap of thg VCDL atter the
pulses with a dirac-pulse shape, which is allowed if th fh input period and\tprp(n) is the detection error that the
jitter is small compared to the reference period time. FD makes due to its input referred voltage noise, which will

4) All noise sources are white. This implies assuming n%e discussed in more detail later. The tekm.¢(n) denotes the

correlation between the noise contribution of a noistg“mg error in the reference edge that appears at the PFD input

source in a certain period of the reference clock aﬁad‘tzr Input ptﬁrloc:]numtiﬁv:.t_ dinto the filter. the VCDL
previous contributions of the same source. A general nowing the charge that 1S pumped into the iter, the

statement about the validity of this assumption is hard %)ntrol voltage during thath input period is given by

_mgkg. Ip thepryl/f noise in the CP for example yie_Ids _ . q(n—1)
infinite jitter if integrated starting from DC. In practice ve(n) = ve(n —1) + o
however, there will be a lower limit on the frequency _ .
from which to integrate the phase noise, depending ¥th C'y the value of the loop filter capacitor.
measurement time or System Specificationsy boundingThe final difference equation describes the t|m|ng error of the
the jitter. Using conventional continuous modeling of théast output tapA¢,, using (2)

DLL behavior and a reasonable lower integration limit, M

it can be shown that the/ f corner frequency §hould be Aty (n) = —Kqve(n) + Z Ady(n) + Atrer(n — 1) (3c)
one to two decades below the DLL bandwidth for the =

white noise to be dominant (for example, if the phase ] . o

noise is to be integrated from 1 kHz up to 10 MHz anWhereAd;(n) is the jitter added by théh delay cell in input
the 1/f corner frequency is at 1 MHz, the white noisd’€riod number.. The reference jitter is visible at the last output
energy is already dominant). tap after one clock period delay.

5) All noise sources are uncorrelated to the other noise 5 | Output Jitter Due to Noise
sources in the loop.

6) The jitter contributed in a certain period of the input clock In this section the jitter that will result at the different output
by a certain delay cell is not correlated to that delivere@ps of the VCDL due to its own jitter is analyzed first, using the
by another delay cell. set of difference equations (3a)—(3c). Then, in a similar fashion,

7) The variance of the jitter of every delay cell is equal. Thithe output jitter due to the PFD and CP noise is calculated as
is reasonable if all delay cells are realized equally andfell as the output jitter due to the reference jitter. The general
the input signal shape of every delay cell is the same. calculation method is demonstrated in the Appendix.

8) The loop behavior is linear, meaning that the output jitter To isolate the effect of the delay cell noise, the other noise
contributions of every noise source can be calculated sg®urces are neglected, using Assumption 8 in Section II-B.
arately. The total jitter can then be calculated by adding Following the method described in the Appendix, we can find
the different contributions power-wise. This assumptioth€ variance of the signalt,,, which is the jitter variance of

(3b)

is reasonable as long as the jitter remains low. the last output tap of the DLL
The tuning voltage . determines the delay of the VCDL¢ 9
according to 0ty =0aq M Cyp— 4)
— €DLL
diot = Trot — Kgqve + Adior (2) with the so callechormalized-loop bandwidthpy 1, defined as
[6]

whereT:.¢ equals the period time of the clock; is the gain of TopK,
the VCDL, expressed ins[ V1], and Ad,., is the jitter added epLL = —5— ~ woTrer. )
by the VCDL. f

Deviations in the tuning voltage, as well as jitter added by thEhe approximation shows the relation between the value of
delay cells will result in jitter on the taps of the VCDL. Also,eprr, and the DLL-loop bandwidthy, [10].
jitter present on the reference clock that is fed into the VCDL Note, that (4) is in agreement with the result achieved in [6].
causes jitter on the output taps. Using the assumptions giverit is important to note that the jitter is lowest for low values
before, the effect of both the tuning voltage errors and the jittef the DLL normalized loop bandwidttpy 1., in which case the
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jitter would be equal to that of a VCDL that is not controlled by =~ Ref— -

a loop. This shows that the function of the control loop is not to PD| CP
remove jitter from the VCDL but merely to tune the total delay deal
of the VCDL to the desired value. Clock'

Apart from the jitter that is generated by the VCDL, the loop Aty (n)—>®
components that take care of the feedback mechanism also in-
troduce jitter. First, the PFD that has to detect zero-crossings is I/N
realized using noisy elements. The internal noise of the PFD can
be calculated back to the input as a voltage noise, which infleig. 4. PLL architecture.
ences the moment in time that the PFD generates its output sig-
nals and, thus, the charge that is integrated on the loop capaciéé)r

8

assuming that the incoming edges are not infinitely steep. Al e;s’cribing the (_';_\rchitecture, WhiCh are then used J.[O calcglate
the CP generates jitter as the charge that is pumped into the | PI_‘L O_UtPUt Jitter due to different noise sources in the time
capacitor is noisy, because the switched current sources insq(%nam directly.

the CP are noisy in a realistic implementation. Both buildin

blocks, thus, cause noise on the VCDL control voltage, resultify Mathematical Model of the PLL With Noisy Building Blocks

in output jitter. The difference equations describing the behavior of the PLL
To simplify calculations, the CP noise is calculated back tmathematically are derived using the PLL model shown in
the input of the PFD as an equivalent time error Fig. 4. Again, the “ideal clocks” are merely shown to show the
n) jitter concept used here.
At = A} Gnoise(™) 6 The PLL noise analysis depends on a number of assumptions
prp(7) prD(n) + Icp © similar to those made for the DLL.

1) The PLL is in lock. This implies that the loop is stable.
2) The mean VCO control voltage in lock equals 0 V. This
means that the free-running frequency of the VCO is
exactly equal toN times the reference frequency. The
results of the jitter calculations do not depend on this
0%, =od, €DLL ) assumption because of the linearity of the system.

2% Atvrn 2 — epLL 3) The current the CP delivers can be modeled by charge

. . pulses with a Dirac-pulse shape.
Applying the same method to analyze the jitter at the DLL 4) Al noise sources are white. From conventional PLL noise

o_utput resulti_ng from the jitter Fhat is present in the reference analysis one can conclude that this assumption is reason-
signal at the input of the DLL yields able for a wide-band PLL. See also the remarks under
deps Assumption 4 in Section 1I-B. .
OAt, = Ohtne {1 + 2_7} (8) 5) All noise sources are uncorrelated to other noise sources
€DLL in the loop.
6) The loop behavior is linear, meaning that the superposi-
tion principle holds.

Using a method similar to the calculation of the jitter due to
VCDL noise as described in the Appendix, the variance of the
outputjitter due to the PFD and CP noise can be calculated. This
results in

showing that a DLL can never decrease the jitter of the input
reference, as is possible when using a PLL, because the jitte ; . .
that is at the input of the VCDL will also be at the output of the ﬁ_h; va]rcléahblenfshown ml ths Plal‘ mOdZI.d?r?OE; the period

taps. In fact, the deviations in the control voltage of the ycp[umberotiherelerence clockandis usedinthe diierence equa-

that are caused by the reference jitter will even increase the DEE”S that are fo be der!ve_d. .
output jitter. As soon as the loop is in lock, the CP delivers current to the

From these equations it is again apparent that a small va|88p ﬁlter on.Iy just befpre and after a rising edge. of the refer-
of eprr, is beneficial for the DLL output jitter. The gain of €Nce input signal, making the PLL beha\{e muchll|ke asamplgd
the VCDL K, should however be large enough to compensa? stem. To be able to model the behavior qf this system, it is
for process spread and temperature variations; the CP curﬂé'h?o”am to know the response of the Ioo_p filter and _the VCC.)
cannot be chosen too small because of the jitter resulting fréﬂwa charge pl_JIse from the CP. AS stated in Assumpn_on 3 this
mismatch in the CP. This means that the loop-filter capacitBParge p.ulse is modeled by a Dirac C“”e.”t pulse: which is rea-
should be made large at the cost of area, in order to maintaiﬁoapable in most cases as the actual duration of this charge pulse

reasonably low-loop bandwidth. Other practical issues such'3 #Ch sholrtefr than one \;?ho \F;?:FIC?Q n prtaclt;cg t[)lltL [1/2(]:'0,
settling behavior may also set a lower limit on the value of the €angularirequency otthe IS controlied by the s
loop bandwidth. control voltagev; .. such that

/ = Wir Ky une
lIl. PLL JITTER ANALYSIS wveo(t) = wir + Kveovume(?) ©)
In this section, an analysis is presented, similar to that wherew, is the free-running angular frequency of the VCO and
DLL jitter, which applies to an integei¥ PLL-based clock Kvco the VCO gain. The results of the jitter calculations do not
multiplier. The analysis starts by deriving difference equatiomepend on the value of the free-running frequency.
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One can prove that the VCO output phase some time afteBa PLL Output Jitter Due to Noise
charge pulse (which occurs at= 0) can be described mathe-

: In this section, the jitter caused by random VCO period varia-
matically as [12]

tions is analyzed first using the set of difference equations given
) by (13a)—(13c). All other sources of jitter are assumed to be zero
q

in this analysis. The effect of the other sources of jitter in a PLL
! are then discussed briefly.

+Evcove (07) t+¢veo (07)  (10)  Using a procedure similar to the example in the Appendix
leads to the following value of the jitter variance of the PLL
output signal due to VCO jitter:

dvco(t) = wit + KyvcoRa (1 +

with ¢ the amount of charge pumped into the loop filtef0~)
the loop filter capacitor voltage just befare- 0 andgvco(07)

the VCO phase just beforte= 0. ) ) ) N

In practice, the zero-crossing time error of the VCO outp@ta:, = £ (AtN) = OATyco T
can be estimated well by sampling the VCO phase atd®al €PLL {2 — EPLL (1 +amG )}
zero-crossing moments (which are the positive zero-crossing (14)

moments of a clock with a phaggic., = wst). Using
WhereaiTVCO symbolizes the variance of the VCO period jitter,
At ~ — $vcO — Pidear Tret (11) as itwould occur for a free-running VCO.
2m N Again, epr1, denotes thenormalized loop bandwidthThis

the zero-crossing time error of theth positive zero-crossing of quantity is a design variable that is defined in the case of a PLL

the VCO after the charge injection can be estimated well by 2 [6]

Icp Ky Tio
_ KVCORlTref 1 mTref EPLL = %ﬁ]]{lf ~ onref (15)
21N N - R, T

mKvcoT?2s 0- (12) wherew, now denotes the PLL bandwidth. Note, that this defi-

T oaN2 e (07). nition is different from the one used for the DLL; in both cases,

) ) ) o ) howeverg denotes the normalized loop bandwidth of the struc-
In this equationAtz(0™) is the VCO timing error just before the ;e

occurrence of the charge pulse. In practical PLL designs, the position of the loop filter zero

_ The jitter variance will be highest for the edge that cause§@much smaller than the reference frequency. This means that
rising edge at the output of the divider. This is because that etiée

X au or/(2R1C4) can be considered to be negligible to one, re-
is used by the loop to correct the VCO, so the timing error ucing (14) to

the very next edge will be less. The edges following will again

be more and more polluted by jitter as the loop is “dead” until

At,, ~ At (0_)

N

the next comparison action. Tary = B (AtY) = 0Aryco [ pap— (16)
Now a set of difference equations describing the loop be- PLL PLb
havior can be formulated which agrees with [6], where the same assumption was used.
Itis interesting to see that fafr;, < 1 the maximum output
q(n) =Icp - {AtN(") + Atppp(n) jitter of a PLL is smaller with a large normalized loop bandwidth

At At eprL (provided that the jitter is most dominantly due to internal
+ Ataiy(n) — *ef(”)} + Guoise (1) VCO noise). This observation corresponds with the well-known
(13a) fact that VCO noise can be cleaned up with a wide-band PLL.

qg(n —1) Note, that the VCO noise is not the only source of output
ve(n) =ve(n — 1) + Ch (13b) jitter. The internal noise of the building blocks other than the
mKvooT2, VCO will cause variations on the VCO tuning voltage, and, thus,
Aty (n) =Atn(n—1) - ”c(“)w output jitter. To ease calculations, the noise of the other PLL
KveoR Toet m build_ing blocks is calculated back to the input of the PFD ac-

- Wq(n -1+ Z ATyco,l(n). cording to

=1

(13C) QHoise(n)

Atsymh(n) = AthD(n) + Atdiv(n) + (17)

) . Icp
In these equations/cp denotes the CP current, the jitter

introduced by the frequency divider is denoted &aiv(n),  the variance of which is referred to &g, .
Atyet(n) is the deviation of the reference input compared to an The PLL jitter due to these noise sources can now be shown

ideal clock with a period time of}.t, gnoise(n) is the charge to be (setting the other noise sources to zero)
noise of the CP ant\Ty,co 1(n) is the period error of the VCO

in its /th cycle within a reference period, both due to internal epLL + 215,% (2 + epLL)
noise of the VCO and the voltage noise on the control line of Uim = oitsym e p
the VCO generated by the resistor of the loop filter. 2—epLL (1 + 3mC; )

(18)
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Very similarly, the jitter on the reference signal will cause jitter [V. COMPARISON BETWEEN DLL AND
on the PLL output signal, according to PLL STOCHASTIC JTTER
Tur (o In practical PLL-based clock multipliers, the VCO is often
2 _ o CEPLLT3RG (2 +eprr) 19) realized by a ring-oscillator as opposed to an oscillator using
OAty = OAt,o . (19) . . .
2 — epLL (1 + gl ) an LC-tank for frequency stability. An important reason for this
1“1

is the area consumption of the on-chip inductor, but also porta-
Observing these equations leads to the conclusion that, contrgif{fy to newer processes and oscillator pulling effects are argu-
to the VCO induced jitter, a large value a1, (corresponding mgnts agglnst an LC—oscnI_ator. An |n]portgnt dlsadvantage of
to a large PLL bandwidth) will raise the PLL output jitter due® ring-oscillator is the rela_ltwely hlgh jitter it produces, which
to the noise of the other loop components. is to be cleaned up by using a wide-band PLL [13], [14]. The
Finally, the loop-filter resistor will cause thermal noise at thE@imum bandwidth of a PLL is in practice limited by stability
input of the VCO, which is measurable at the PLL output eg)nmderatlon§ to about one tenth of the reference fre_quencythat
jitter. Using the fact that the thermal noise of the resistor is it Used at the input of the PFD [11], [13]. Expressed in terms of
tegrated by the VCO during every VCO period (which lasts afj?@ normalized loop bandwid#pr, this leads to
proximatelyT.;/N), the variance of the VCO period deviation

caused by this thermal noise can be shown to be EPLL max & Wo.. . Teop & 27r_f’“*fTlref = 171‘ ~ 0.63. (25
’ max 10 5
2 3
U2ATvco — kTR, K;;g(}\ﬁef (20) Because of better supply noise and substrate bounce rejection,

differential delay cells are often used in the ring-oscillator of the
wherek is the Boltzmann constant affdithe absolute temper- PLL- To compare the output jitter of an integaf-PLL to the
ature. DLL-based architecture, we assume that both the VCDL and
Substituting this in (16) yields the VCO_conS|st of delay c_ells of s_|m|Ia_r topology_: gach delay
cell consists of an NMOS differential pair with resistive load.

2 2 The jitter of the ring oscillator can be predicted using the
z2, = kTKVCOTmf 1 ~ kT% (21) analysis presented in [15]. An important result from this work is
UAtN - TN - ICP (2 — EPLL) = 27N - ICP y P ' P
where the last approximation holds for small values of the nor- Aty _ | ET € (26)
malized PLL loop bandwidth. tq CrVes —Vr

L in which o a., is the rms-jitter of the celli; is the delay of the

C. PLL Optimization cell, Cy, is the load capacitance of one delay célls a factor
As was shown before, a larger valuesefi;, will lowerthe determined by the design, afidis — Vi the overdrive voltage

output jitter due to VCO phase noise whilaising the jitter of the NMOS differential pair transistors.

contribution of the other synthesizer noise sources. It is, thus,Knowing that the delay of one cell can be written as [15]

to be expected that there will be an optimum valuesgr,. To

be able to compare the DLL jitter characteristics with those of Cr

the PLL, the PLL should first be optimized. ta = Vppg (@7)
To simplify things, we assume that 1, is much smaller than

two and thatT,./(2R; C;) is negligible to one. Then the totalwith V;,;, the peak-to-peak voltage swing of the delay cell and

PLL output jitter can be approximated by Iss the static current it consumes, we can rewrite (26) as
2. — g2 N P EPLL (22) ) E2kTV,p ta ta
At ATVCO 9gpry,  Atsvmn g At = m Iss CE (28)

The small mount of jitter is found for . . . . .
e smallest amount of jitter is found fo with ¢ a design dependent constant with urit ] representing

5 the bracketed part.
Y N -0arc0 23 Using this equation, it is easy to show that the period jitter of
€PLL,opt — —02 (23) a ring oscillator constructed using these delay cells is
Atgynth
, N . 2 _ Tvco
for which the total jitter can be approximated by OATyeo =C¢VDDMyco Prontie Va0
static,

MVCO Tref
2 _ 2 2 =cV 29
Taty = \/N . JATVCO ' UAtSymh' (24) ¢VpD N PStatic,VCO ( )

It is important to note that if the PLL bandwidth equalsvhere Vpp is the supply voltage of the oscillatat/y.co the
epLL,opt the jitter due to the VCO equals the jitter that is causatlimber of delay cells used in the VCB;¢o the period time of
by the other loop components. the oscillator andPs;atic, vco the static power used in the VCO.
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For simplicity, we first assume that the VCO is the most dom- Using the results of the PLL optimization in this equation
inant source of jitter in the PLL (the other jitter sources will béeads to the following conclusion:
included later in the comparison for completeness). Then, using

. 1 [ MvcoPstatic 2 2
(16) we can write N> o moitsymh = (0X¢)prL > (0A4) pre
V N re 35
O-AQAtN =cC- MVCOTrcf Pb (30) ( )

where both the power used by the VCO and by the VCDL are

equal toPy;.tic. We can conclude that the more dominant the

¢ The]{iftter OLa DLL_ useddtobmlﬂtiplyht.hi refgrence by the SaMfoise sources other than the VCO are in the PLL, the higher the
actor N can be estimated by (4), which reduces to frequency multiplication facton is that is needed for the PLL

Piatic,vco epLL (2 — epLL)

o2 =02 M (31) to be superior to the DLL with respect to stochastic noise. Note,
At s Ad; VCDL .. . . . . L .
that reference jitter is not included in this equation; the PLL is
for small values of the normalized DLL-loop bandwidth. always superior to the DLL with respect to jitter transfer.
Again, the jitter per delay cell can be predicted using (28), We have assumed that the dominant power usage of the delay
yielding cells is static and that the jitter of the cells is mostly due to
thermal noise. For practical implementations, these assumptions
oA, = cMvepL fa _ 2cNTref$. (32) are often reasonable. However, if the delay cells consist of for
Iss Pstatic,vepr example CMOS inverters, where power usage does not depend
Now if we allow an equal power usage in both the VCO an@n delay line length and consequently not on the frequency mul-
the VCDL, comparing (30) to (32) yields tiplication factor, the DLL will perform somewhat better than
the PLL, due to jitter accumulation. This also holds when the
N> Mvco = (O2A ) > (Ui ) . (33) jitter is mostly caused by supply or substrate noise [9] as the
2epLr (2 — epLL) t/pLL t/PLL jitter cannot be lowered by raising the power then. In both cases,

If we assume a VCO consisting of three delay cells andﬂ&e difference is small however, as the accumulation factor of a

PLL with a normalized loop bandwidth given by (25), this lead¥de-Pand PLL is not much larger than one.

to the conclusion that if the frequency multiplication facfér

is higher than about 1.74, the DLL output jitter will be higher V. DLL OuTPUT JTTER DUE TO DELAY CELL MISMATCH

than the PLL output jitter. Because is in practice an integer  Because of stochastic component mismatch, the delay of dif-
number, we can draw the conclusion that under the assumpti¢ément delay cells in the VCDL of a DLL will not be exactly
given in this section a PLL-based clock multiplier yields lessqual for a certain tuning voltage, which will result in jitter as
output jitter than a DLL-based clock multiplier. This is becausell the intermediate edges on the different output taps are not
spending the same amount of power in the VCO as in the VCRorrected by the loop. The amount of jitter caused by this effect
yields more power in the VCer delay cellind, thus, lessjitter is calculated here.

per cell. This effect is larger than the jitter accumulation factor Although mismatch is caused by a stochastic process, the

discussed in [6] (and expressed in (16) by the téffrprr.(2—  jitter that originates from it is deterministic, because once the
epLL)}), Which is not much larger than one for a wide-bandhip has been processed, the mismatch properties are more or
PLL. less fixed. Knowing the stochastic properties of the mismatch,

It is possible to get rid of the jitter accumulation in a PLLpredictions can be madepriori about the deterministic jitter.
by periodically aligning the VCO with the reference signal, as The delay mismatch can be described mathematically as fol-
shown in [16], [17]. This makes the loop behave more like laws:
DLL in which the delay cells are reused within one cycle of
the reference clock, enabling more power uspgecell This di = {1+ ¢€; (ve)} deune (36)
frequency multiplication technique does not need an edge conF
biner to increase the frequency. A disadvantage of this priW—
ciple is that the injection of the reference clock should be timed
very accurately, which might require calibration. This require\ﬁO

timing accuracy might make the technique unsuitable for ve . L o
endency ony,. will not be shown explicitly in the remaining

high-frequency clocks. i : . .
For completeness, an equation is derived that is valid forfeguatmns. The variable, is assumed to have Z€ro mean. T_h|$
reasonable as any common change of delay in the cells is re-

PLL with additional jitter sources. The simplest way of doin d by the | The del . tch of diff tcells i
this, is to realize that if the PLL bandwidth has been optimiz oved by the loop. The delay mismatch of difterent cells 1S as-

with respect to jitter, the total output jitter is twice the jitter duesumed to be uncorrelated.

to the VCO, as noted before. If we again assume that the VCOThe total delay of the VCDL will be equal to one period of

power consumption equals that of the VCDL of the DLL, (33}he input clock after lock has been achieved. This results in the

can be rewritten as ollowing equation for the individual delay of the delay cells:

ered; is the particular delay of delay cell numbe; . iS
me nominal delay which is controlled by the VCDL tuning
ltagev. ande; (v, ) is a random variable, describing the delay
Il mismatch for a certain value of. For simplicity, this de-

1+e
M

M+ 3 e
/':1

1

Mvco ) )
N > = o > (o .
EPLL,opt (2 = EPLL,opt) ( At)DLL ( At)PLL
(34)

di = Tres (37)
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GAt_[pS] O Calculated tap jitter due to mismatch
X Simulated tap jitter due to mismatch
O Calculated tap jitter due to noise

0 10 12 14—m

Fig. 5. Numerical statistical simulation results of the DLL jitter due to delay
cell mismatch.

where M denotes the number of delay cells in the VCDL and
Tt the period time of the reference signal.

Now an expression for the total systematic jitter of the signal
on themth tap (at the output of theuth delay cell) can be de- Fig. 7. Impedance level scaling presented as putting identical circuits in
rived. If all the delay cells would be perfectly matched, the dela{)ﬁra"el'
between the input and theth tap would bém /M )T;.¢. In case
of mismatch, the systematic jitter after cells can then be cal-

culated to be

delay cell noise is approximately equal to the stochastic jitter of
theuncontrolledVCDL [6] yields

n f: OAt, = VMOAt, (41)
m m €i . e
At, = Z di — ETmf = Tt =1 m (38) showing that the effect of de_Iay cell noise is h!ghest onldisé
— M M4 % M output tap, as opposed to mismatch induced jitter.
1= 61’

If we define a measure of relative jitter, where the sigma value
of the maximum time deviation is related to the output period
of the clock multiplier, the following result is obtained

(39) OAty)o ~o. - \/N
() " 2v3

i=1
the variance of which can be shown to be

M_
ors, =E {(Atm)Q} A Tif%ﬁi

assuming uncorrelated valuespfvith zero mean. Afirst-order , I .
Taylor expansion has been used, assumhge 1. using (1), which shows that the relative jitter of the output signal

Itis interesting to note that the variance/f,, is highest for is proportional to the square root of the frequency multiplication

m = M/2, i.e., halfway the VCDL. This is to be expected: thdactor N This deper_ldency oV was also shown for rms-jitter
loop controls the VCDL such that the time error at its outpdue t© delay cell noise.

is zero, while the error at the input of the VCDL is also zero.
The highest timing uncertainty will be in the middle of the
VCDL, where the distance to these clean points is highest. Thislt is a well-known fact that increasing the area of on-chip
is comparable to mismatch in resistors in a resistor string bag@dS-transistors improves the matching properties of those
A/D converter, where the highest deviation is also found in theansistors [19]. The same also goes for the matching of resis-

(42)

VI. | MPEDANCE LEVEL SCALING

middle of the string [18]. tors and capacitors on an IC [20]. This leads us to investigate
The sigma value of the phase time error halfway the VCDihe effect of increasing the area of a complete circuit in a

can be approximated, using (39), to be systematic manner that we catipedance level scaling
Tout The concept of impedance level scaling is fairly simple, yet

Aty o N Oe, - . (40) leads to very useful design considerations. This technique en-
ables a decoupled optimization of the noise and mismatch prop-

Equation (39) has been verified using numerical statistical anakties of a circuit independent of other properties such as speed

ysis for a constant value of the nominal delay of a single delayd linearity, thus, simplifying the task of the designer.

cell, the results of which are shown in Fig. 5. This figure shows Starting from a circuit that has been optimized with respect

a very good agreement between the predicted time deviatidaspecifications other than noise and mismatch, one can scale

and the simulations. It also clearly shows the peak of the tintlee width of every component of that circuit by a certain factor

deviation variance at the middle of the VCDL. «. This is shown conceptually in Fig. 6, where the effect on the

The jitter due to delay cell noise is also shown in the figurepmponent values is also shown.
for an arbitrary value oba:,, the rms-jitter of a single delay Using the analogy that scaling is similar to putting identical
cell due to noise. Using the fact that DLL output jitter due taircuits in parallel, as illustrated in Fig. 7 whete= 2, it is
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TABLE | Reference
Clock
EFFECT OFIMPEDANCE LEVEL SCALING ON COMPONENT PROPERTIES [yt Clock
N Clean + 4
L After Impedance Level — Clock Jitter
Starting circuit Scaling Noisy
- L BuffeL
8n = Em QA ) A ‘
_ MA o~ 1 1 PFD Noisy CP 1
N Sy, =\ 8 Y Vi w = e | .| model model sCr
g —..AL S I G = 1 v
—6—| S~ VL o Q= By N S
W/L Ay, ' 1 4 Noisy Delay Li
__Av; - 1 y Delay Line { |
qVT \W-L GAVT qu yoU 9 model 1 —‘
v v, Al Al
n oy, =\AKTRAf| ™ o, = Oy
R A nR 6 =c L Fig. 8. Simulation model for the DLL.
Qwr™ YArea ARR . “ARR OU
C_'L A ncj_ , | Reference
O/ Varea S SocVir Clock
T -’_ fgSpipipipipliy Cl Clock
[ Jlean + <
e Clock Jitter
Noisy
. i Buffer
easy to deduce that the node voltages of the scaled circuit are e
equal to those of the original circuit, provided the circuit is not L PFD Noisy CP SRG+1| g Noisy
heavily loaded externally. From this analogy it is also clear that model model sC, model

the scaling will not change linearity and speed of the circuit.

A fact that is familiar to many designers is that impedance —
level scaling will improve the signal to noise ratio of the circuit Z;Zﬁ‘
at the cost of increased power usage. More precisely, scaling
the circuit by a factorr will decrease the rms-value of the noiserig. 9. simulation model for the PLL.
voltages by a factoy/a while increasing the power usage by a

factore, meaning there is a direct radeoff between power USaQ%ication of the severity of the mismatch induced jitter com-

and noise. . ) _ pared to jitter due to thermal noise.
A less familiar but important property of impedance level

scaling is the effect it has on the mismatch errors of a CirCUf. siochastic Jitter Simulations

Assume the relative change in the value of a certain componenﬁ_ . _— - .
oo o verify the stochastic jitter predictions that are described

changes some circuit parameter ( for example, the offset VOItaﬁ]ethe pref\yious section hith-IeVSI simulation models of a DLL

or the delay of a delay celljnearly. This is reasonable as long '

nd a PLL have been used in Simulink (which is a MATL'AB

as mismatch changes the value of a component just slightly. difulation shell). These models are depicted in Figs. 8 and 9.

Samere"’?‘““? chgnge of _the corresponding component in th&lthoughthese simulations were time consuming, enhancement
scaled cireutt will result-m the same change of the OUtPUt Pt gimylation speed using technigues such as described in [21]
ram_eter, V_Vh'c_h can again be L_lnderstood by the scaling anal%é(re not used, as these techniques do not apply to systems with
depicted in Fig. 7. But the mismatch of the component valugyjitive noise.
of the scaled circuit will reduce by a factqfa (see Table I),  The most important noise sources used in the analyses can
which means the sensitivity of circuit parameters such as offggt applied independently. The delay cell noise is modeled by
and delay errors will be/a times less in the scaled circuit thanvandom uncorrelated delay variations with zero mean. The
in the starting circuit, at the cost of increased power usage. CP noise is modeled by adding white noise to the CP current
For a delay cell, the implication of the impedance levejources. The variance of the charge that is pumped into the
scaling is that increasing the power by a factoryields a filter is then roughly proportional to the PFD reset time (this
stochastic jitter reduction of/a (which also follows from the is the overlap time of the up- and down-current sources that
jitter analysis in [15]). Also the mismatch of the delay betweeig present in realistic PFD designs [22]). The reference buffer

different cells will improve by a factoy/a. that is used is comparable to the delay cells used in the delay
line, i.e. it adds jitter to the reference signal that is uncorrelated
VII. SIMULATION RESULTS from period to period.

. . . . To evaluate the simulated jitter, the clean positive zero cross-
In this section, results of high-level DLL and PLL simula- o

tions are presented first. These simulations were pen‘ormed{%gs of the reference generator (before_ polluting it with jitter by

X he reference buffer) are compared with those of the DLL and

verify the e_quatl_ons that were derived for the output jitter qugLL output signals. The jitter is then calculated as the variance
to stochastic noise sources. Then, results of Monte Carlo Slmlf-the time differences

lations of a delay line are shown. These were done to verify the
predictions done about impedance level scaling and to give antMATLAB is a registered trademark of The MathWorks, Natick, MA.
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GAtM[S] qmux [S]

+ Predicted Jitter due to Delay Line A Delay of 1 cell = 50 ps
—&— Predicted Jitter due to CP noise
—=— Predicted Jitter due to Reference

_» | —— Total Predicted Jitter

Simulated Jitter due to Delay Line

1 Simulated Jitter due to CP noise
v Simulated Jitter due to Reference
¢ Total Simulated Jitter

1074 © Calculated jitter due to noise ™
—Extrapolated jitter due to noise\
o Simulated jitter due to mismatch

—Extrapolated jitter due to mismatch
o ': 107 3 ] >
A £=2 10° 10 10 10 P [W]
10° ‘ -
10° 10 10" 10° <3 Fig. 12. Relation between power per delay cell and DLL jitter, due to noise
and mismatchj/ = 16,7, = 800 ps.

Fig. 10. DLL simulation results: output jitter versus loop bandwidth normal-
ized to reference frequency. B. Mismatch Simulations

Monte Carlo simulations have been performed in a
SPICE-like simulation tool on a delay line in order to verify the

-4 3

10

Oy, 18! effect of impedance level scaling on the delay mismatch and to
. Predicted Jitter due to VCO _ compare the jitter due to mismatch to the jitter caused by circuit
5 Predicted Hitter due to Qp moise noise. The delay cells were realized as differential NMOS pairs
107 e~ Total Predicted Jitter with a resistive load, in a modern 0.18a CMOS process. The
S delay of a single cell was about 50 ps; the differential voltage
. swing was 500 mV. The delay cell mismatch spread was
10 o simulated for various values of the scale factoil he results of
A = the simulations are presented in Fig. 12, where the results are
10% 2 2 ] used in combination with (40) with/ = 16 and7.; = 800 ps.
- g;gg{;;gg;;gg;gggf) The upper solid line through these points has been calculated
L e e o) by applying the scaling theory on the simulation poinfat=
10, 53 10 10" ¢ —>E 5..8 mW. The graph shows good agreement between theory and
simulations.
Fig. 11. PLL simulation results: output jitter versus loop bandwidth normal- Using results presented in [:_1-5]1_“ |s_p035|b_le to estimate the
ized to reference frequency. jitter of one delay cell due to circuit noise. This has been done

using operation point information obtained from simulations of

The graphs shown in Figs. 10 and 11 show simulation resuli?sfa cells at” = 5.8 mW. Using (41) leads to

for a clock multiplication factoV of 8, meaning that the VCDL . ~ VMo (43)
consists of 16 delay cells. The VCO consists of three delay cells. At Ata
Thejitter of the VCO delay cells was related to that of the VCD{yhere, . is the rms jitter of a single delay cell as calculated

delay cells according to (29) and (32). in [15]. The calculated jitter due to noise is shown in Fig. 12,

First, simulations were done with only one noise souraghere the solid line represents the extrapolation of this calcula-
turned on with the variances of the other sources put to zeti@n according to the scaling theory.

The graphs show good agreement between the predicted andd is obvious from the graph that jitter due to mismatch is in
the simulated points. Then, all noise sources were turned s case dominating the jitter behavior of the delay line. An-
simultaneously to prove that the superposition principle, thather important observation is that increasing the power has the
was used as an important assumption throughout the analys@ne effect on both the jitter due to noise and the jitter due to
was valid (meaning the jitter contribution of the differenfnismatch (increasing the power per delay cell with a faotor
noise sources could be added power-wise). The result of thésreases the jitter by a factor gf). Because higher power
simulations is also shown, again showing good agreement witpage leads to lower total jitter, it is in theory possible to meet
expectations. The deviations at low-normalized bandwidths aﬁiéict jitter specifications With_ a_DLL-based architecture. This
caused by the fact that the simulation time was short compat’@!ﬂht however lead to unrealistic power usage of the structure.
to the settling time at those bandwidths.

The simulation results give confidence in predictions of DLL
and PLL output jitter based on the equations derived in this Although a DLL-based clock multiplier at first glance seems
paper. They confirm the prediction that the PLL would hava better choice than a PLL based architecture because of the
lower output jitter in its optimum than the DLL clock multiplier jitter accumulation effects in the PLL, the fact that the structures
(in this case the total optimized PLL rms-jitter is roughly halshould perform clock multiplication leads to a drastically dif-
that of the DLL). ferent conclusion. In practical implementations of clock multi-

VIII. CONCLUSION
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pliers (based on either a DLL architecture oranintelydPl L), and the noise sources have zero mean), the variankeygfcan

the fact that the VCDL of the DLL needs more delay sectior® written as

to perform the same task yields a lower power buggetdelay o 9

cell for the VCDL than for the VCO and, thus, less jitter per o, _

delay cell. This effect is stronger than the jitter accumulation Aty =F Kave(n) + ;Adl(n)

that the VCO of a PLL suffers from, leading to the conclusion -

that a wide-band PLL used for clock multiplication produces

less output jitter than a DLL-based implementation of the same

function. This conclusion is based on a wide-band PLL that uses " 9

a differential ring oscillator built using delay elements similar to iy <Z Adl(n)>
=1

M
=K3-E (v}(n)) —2K,-E (vc(n) > Ad,(n))
=1

those used in the VCDL of the DLL. (45)

Another very important source of jitter should be taken into
consideration for the DLL-based architecture: the stochasBecause the variance of the tuning voltage does not depend on
mismatch of the delay cells in the VCDL. Monte Carlo simuthe period numbet in the locked situation (in this situation, the
lations with a modern CMOS process indicate that this type ofitput jitter is the result of a stationary process), this equation
jitter is dominant in a DLL where intermediate clock phases afan now be reduced to
the VCDL are also used, due to the clock skew that is caused
by the mismatch. oA, =E (Aty) = Ki-E (v2) + M - E(Ad®)  (462)

It has been shown, using the concept of impedance leve
scaling, that there is a direct tradeoff between power usage .

e also assume that the jitter of every delay cell has the same

oquut jitter of t.he frequency multiplier, both dl.J.e to- th.e”?“a tatistical properties, meaning thiatAd?) does not depend on
noise and to mismatch. The amount of output jitter is I|m|te? : 9
and can be written aB(Ad*).

directly by the power budget of the circuit. It can be shown that This equation shows that in order to relate the variance of

if the delay cell mismatch is the most dominant jitter source foftM directly to the delay cell noise variance, the variance of the

a certain circuit, it will still be dominant in an impedance leve uning voltagey. needs to be known. This variance can be found
sclzil_edl;/erilon of Ith'.s C';Cl:]'t‘ DLL h h . q by using (44a). The following equation can be derived from it by
inally, the analysis of the as shown an important ‘?éking the square on both the left- and right-hand side, followed

sign consideration for this type of clock multipliers. The outpyly, o, jating the expected value of both sides, taking into account
jitter can be minimized by minimizing the DLL-loop bandwidth o \ncorrelated variables

showing that the function of the control loop is not to filter out ,

ii i I I

jitter (as is the case for a PLL), but merely to tune the value gf (,U?) —E (vf) yolcrp {ve(n) Atas (n)}+ C;’E (Atﬁ/,) ‘
the mean delay of the VCDL to be equal to the reference pe- Cy 3

riod. For a very small loop bandwidth, the DLL behaves as if _ (46b)
uncontrolled with respect to jitter. For an integsrPLL, the Note, thatall expected values are independent of the valug of

normalized PLL-loop bandwidth shows a certain optimum. if the equation still features this variable it is only to clarify the
time relationship between two different variables.

Now there are two equations with three unknowns. To solve
this problem, a new equation can be derived by adding.(n)

To demonstrate how to obtain the output jitter of a systefil both sides of (44b). Squaring this equation and equating the
described by difference equations, the calculation of the outpgiPected value of both the left- and right-hand side results in the
jitter of a DLL with a VCDL that consists of noisy delay cellsheeded new independent equation, making it possible to solve
is shown in this appendix. This is done using the set of diffefor the tuning voltage variance
ence equations given by (3a)—(3c) describing the DLL behavior, ) )
mathematically. For this analysis, we use the assumptions given * £ (ve) + 2Ka - E {ve(n) Aty (n)} + E (Aty,)
in Section Il of this paper. =M - E(Ad*) (46c)

First, we assume that the noisy delay cells are the only source
of jitter. The set of difference equations can then be reduced toFinally, solving the set of (46) foE(At3,) results in

ing into account the variables in (45) that are uncorrelated.

APPENDIX

2M
E(A8)) = E(Ad?) - ————. 47
ve(n) =ve(n — 1) + Ig—PAtM(n —1)  (44a) (Athr) (Ad) 2 - Il 47
F .
M An approach similar to the one used in this appendix can be used
Atp(n) = = Kqve(n) + > Ady(n) (44b)  on any of the difference equation sets given in this paper.
=1
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