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Abstract: We present a systematic investigation of the structural relaxation in the excited state
of model retinal chromophores in the gas phase using the complete-active-space self-consistent
theory (CASSCF), multiconfigurational second-order perturbation theory (CASPT2), quantum
Monte Carlo (QMC), and coupled cluster (CC) methods. In contrast to the CASSCF photoi-
somerization mechanism of bond inversion followed by torsion around formal double bonds,
we find that the other approaches predict an initial skeletal relaxation which does not lead to
bond inversion but to a rather flexible retinal chromophore with longer bonds and with the bond-
length pattern of the ground state being partly preserved. The relaxation proceeds then
preferentially via partial torsion around formal single bonds and does not reach a conical
intersection region. Our findings are compatible with solution experiments which point to the
existence of multiple minima and relaxation pathways, some of which are nonreactive, do not
lead to photoproducts via conical intersection, and are dominant in solution. Our results also
demonstrate the importance of a balanced description of dynamical and static correlation in the
excited-state gradients and raise serious concerns on the common use of the CASSCF method
to investigate structural properties of photoexcited retinal systems.

1. Introduction

The absorption of visible light and its conversion to other
forms of energy is at the heart of some of the most
fundamental processes in biology. An important example of
light absorption initiating a biological response is the primary
event of vision1 where light induces the cis-trans isomer-
ization of the photosensitive 11-cis retinal chromophore in
rhodopsin2 and other visual pigments, activating a cascade
of chemical reactions which ultimately culminate in the
stimulation of the optical nerve.3 The initial photoisomer-
ization process is one of the fastest photochemical reactions
in nature, occurring within a few hundred femtoseconds,4

and the protein environment plays a central role in guiding
the reaction. In solution, the dynamics of retinal chro-
mophores is in fact quite different than in the protein, namely,
about 20 times slower5 and much less efficient.6,7 Even

though femtosecond spectroscopy studies have extensively
investigated the primary isomerization step of retinal
chromophores,8-14 the detailed nature of the molecular
mechanism in the initial excited-state reaction and the exact
role of the protein environment are still not understood.12

Theoretically, a large number of calculations with a variety
of quantum chemical methods have been performed to
investigate the structural and spectroscopic properties as well
as the nature of the photoisomerization mechanism of retinal
chromophores and retinal models in the gas phase15-41 and
in the protein environment.24,42-61 Given the large size of
the retinal chromophore, most calculations including the
protein via quantum mechanics/molecular mechanics (QM/
MM) approaches have mainly focused on obtaining a realistic
representation of the structural model in the ground state and
understanding the environmental effects on the absorption
properties. Interestingly, even though all investigations
employing different techniques appear to reproduce the
correct experimental absorption value, the reasons behind
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this agreement are contrasting and there are fundamental
differences concerning the structure of the chromophore, the
protonation of nearby residues, and the overall role of the
protein in tuning the spectral properties.46,52,53,57,60 If nailing
down the exact role of the environment on the Franck-
Condon excitation has proven elusive, the computation of
dynamical properties of photoexcited retinal chromophores
in the gas phase as well as in the protein is an even harder
task since it requires a uniformly reliable computation of
excited-state potential energy surfaces and the availability
of analytical energy gradients for geometric optimization and
dynamical runs.

To date, most excited-state geometrical investigations have
employed the low-level complete-active-space self-consistent
field (CASSCF) approach for the relaxation of retinal
chromophores in the gas phase15-18,33,34,38,46 with also few
attempts to simulate the dynamics of retinal chromophores
in the protein environment.45,55,61 The excited-state energies
on the CASSCF structures are often refined in single-point
calculations with higher-level approaches such as multicon-
figurational perturbation theory (CASPT2) to partially ac-
count for dynamical correlation largely missing in the
CASSCF description. These studies have led to the generally
accepted picture that photoisomerization begins with an in-
plane skeletal relaxation which yields bond inversion and
proceeds via a torsional motion around carbon-carbon bonds
having double-bond character in the ground state.16,18,34,38

The chromophore is then funneled into a conical intersection
region which leads to the ground-state trans photoproduct.
Recent calculations of Send and Sundholm based on coupled
cluster (CC) theory have however challenged this picture,
as they obtained a rather different excited-state relaxation
mechanism of retinal models in the gas phase.29,31,35,37 The
initial relaxation in the excited state at the CC level does
not yield bond inversion but the lengthening of most bonds
while preserving the general bond-length pattern of the
ground state. The subsequent torsional motion is around
carbon-carbon bonds holding single-bond character in the
ground state. However, these CC calculations have been
dismissed on the basis of being single reference and thus
lacking a proper description of static correlation as compared
to the CASSCF approach.36 This response reflects the general
acceptance of CASSCF as an adequate tool for the investiga-
tion of excited-state structural properties of retinal and other
photosensitive chromophores.

In the present work, we perform a thorough investigation
of the initial excited-state relaxation from the Franck-Condon
point of model retinal chromophores in the gas phase and
employ CASPT2 and quantum Monte Carlo (QMC) in
addition to the CASSCF and CC methods. The CASPT2
approach is well established and is considered a benchmark
method for the computation of excited-state properties, but
its use for retinal models has been mostly confined to single-
point calculations, in-plane geometrical relaxation of few
models,20 and constraint optimization of a minimal chro-
mophore model.19,20,23,41 The QMC method is instead less
common in the field of theoretical photochemistry, and its
use for excited-state geometrical optimization is novel. QMC
has recently given promising results in the study of various

photoactive molecules,62-66 and a favorable comparison with
CASPT2 will further establish its use for investigating
photochemical problems. At the cost of being computation-
ally more expensive, CASPT2 and QMC methods can give
an accurate and balanced description of both static and
dynamical correlation and therefore represent an ideal tool
to clarify the nature of the microscopic mechanism in the
photoisomerization of retinal chromophores and to resolve
the disagreement between the generally accepted CASSCF
picture and the recent, controversial CC results.

We find that our in-plane geometrical relaxations from the
Franck-Condon point of retinal models show a consistent,
good agreement among the CASPT2, CC, and QMC ap-
proaches, which give excited-state structures not characterized
by bond-length inversion, and are in striking contrast to the
results obtained with the CASSCF approach. Photoexcitation
therefore weakens all bonds, which stretch and become partly
more similar in length while preserving the general bond-
length pattern of the ground state. To investigate a nontrivial
minimum energy path out of plane, we consider a model
with four double bonds and find that the excited-state
relaxation at the CASPT2 level proceeds preferentially via
a partial torsional motion around a formal single bond and
does not lead to a conical intersection region. To assess the
existence of a reactive path at the CASPT2 level, we also
study the constrained excited-state isomerization around a
formal double bond for the same model. We find that the
system encounters a small barrier to isomerization at rather
large angles of rotation, beyond which it is funneled toward
a conical intersection region characterized by bond inversion.

Therefore, in agreement with previous CC calculations,
our results support the picture of a rather flexible retinal
chromophore in the excited state as compared to the CASSCF
excited chromophore, which can only twist around formal
double bonds. These findings are compatible with the
observation in solution experiments of the existence of
multiple minima, possibly corresponding to different torsional
conformations, and multiple excited-state paths. Some of
these paths are reactive and yield a photoproduct via a conical
intersection, while others are nonreactive, do not lead to a
conical intersection, and are dominant in solution.67 Finally,
our results demonstrate the importance of including an
accurate description of dynamical correlation also in the
excited-state gradients and raise serious concerns about the
common use of CASSCF in investigating excited-state
structures of retinal systems.

In section 2, we briefly present the methods used in this
paper and focus on the description of the QMC geometrical
optimization. In section 3, we describe the computational
details, and in section 4, we introduce the model retinal
chromophores we investigate. In sections 5-7, we present
the results for the vertical excitation energy, the in-plane
geometrical relaxation, and the minimum energy path or out-
of-plane geometrical relaxation in the excited state. Finally,
in section 8, we discuss our results and conclude.

2. Methods

In this work, we employ a wide range of ab initio quantum
chemical methods. While we refer the reader to appropriate
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textbooks68 for a discussion of the more traditional CASSCF,
CASPT2, and CC approaches, we briefly review below the
less common QMC methods.69 In particular, we focus on
the procedure we follow to perform geometrical optimization
within variational Monte Carlo (VMC), which is nonstandard,
and on how we address stability issues in the calculation of
energy gradients.

2.1. QMC Methods. QMC methods provide an accurate
and balanced description of dynamical and static electronic
correlation in both molecular and extended systems.69 Their
application to the description of the excited-state properties
of photoactive molecules has already given promising
results.62-66

A crucial ingredient which determines the quality of a
QMC calculation is the many-body trial wave function,
which is here chosen to be of the so-called Jastrow-Slater
type. Since we treat multiple states of the same symmetry,
we write the ground- and excited-state wave functions as a
linear combination of spin-adapted configuration state func-
tions (CSF) multiplied by a Jastrow correlation factor:

where different states depend on their individual linear
coefficients, ci

I, but share a common set of single-particle
orbitals and Jastrow factor, J. We use here a Jastrow factor
which correlates pairs of electrons and each electron separately
with a nucleus, and we employ different Jastrow factors to
describe the correlation with different atom types. Since the
optimal orbitals and expansion coefficients in ψI may differ from
the values obtained for instance in a CASSCF calculation in
the absence of the Jastrow factor, it is important to reoptimize
them in the presence of the Jastrow factor.

The parameters of the trial wave functions are optimized
in an efficient and simple approach in a state-average (SA)
fashion as described in ref 66. In this scheme, we iteratively
alternate between optimizing the linear coefficients in the
CSF expansion and the nonlinear (Jastrow and orbital)
coefficients where the quantity minimized is the weighted
averaged energy over the states under consideration:

where the weights are fixed and ∑IwI ) 1. At convergence, the
averaged energy ESA is stationary with respect to all parameter
variations subject to the orthogonality constraint, while the
energies of the states are stationary with respect to variations
of the linear coefficients but not of the orbital or Jastrow
parameters. In this approach, the wave functions are kept
orthogonal and a generalized variational theorem applies.

The set of optimal linear coefficients is obtained by solving
a generalized eigenvalue problem where the Hamiltonian and
the overlap matrix on the basis functions J Ci are estimated
within VMC by sampling a guiding function Ψg chosen to
have significant overlap with all states of interest. The use
of a nonsymmetric estimator of the Hamiltonian matrix yields
a strong zero-variance principle and renders the approach

particularly efficient.70 To optimize the nonlinear parameters,
we employ the linear optimization method first developed
for ground states71 and recently extended to the state-average
optimization of multiple states.66 In this scheme, the non-
linear minimization problem is linearized by working on the
basis of the derivatives of the wave function with respect to
the nonlinear parameters. In the case of multiple states, the
elements of the weighted averaged Hamiltonian and overlap
matrices are computed in a single VMC run by sampling a
guiding wave function Ψg. When determining both the linear
and the nonlinear parameters, the guiding wave function is
here chosen equal to �(ΣI|ΨI|2).

The optimal trial wave functions are then used in diffusion
Monte Carlo (DMC), which gives the best energy within
the fixed-node approximation, that is, the lowest-energy state
with the same zeros (nodes) as the trial wave function.

2.2. VMC Geometrical Optimization. The VMC geo-
metrical optimization is performed in Z-matrix coordinates
where the energy gradients with respect to the nuclear
coordinates are obtained using numerical differentiation and
correlated sampling.72

To determine the interatomic forces at a given reference
geometry, we construct a set of secondary geometries
corresponding to small forward and backward displacements
of 0.001 au for the bond lengths and 0.01° for the bond and
dihedral angles. The gradient in Z-matrix coordinates is
computed as

where E is the total energy and δxγ is a displacement in the
internal coordinate γ with respect to the reference coordinates
x. The diagonal component of the Hessian can be obtained
in the same run at no extra cost as

The geometry is updated according to an approximate version
of the Newton-Raphson method as

where x′ denotes the new coordinates in Z-matrix representa-
tion. To stabilize the procedure against numerical noise, we
add a constant parameter of 5 × 10-5 to all diagonal elements
of the Hessian.

The use of correlated sampling allows us to efficiently
determine relative energies for different geometries from a
single reference Monte Carlo walk. The reference walk is
obtained by sampling the wave function Ψ corresponding
to the coordinates x and Hamiltonian H, while the secondary
geometries are characterized by the corresponding quantities
x ( δxγ, Ψγ, and H γ. Given a reference primary wave
function, the secondary wave function is here simply obtained
by recentering Ψ at the coordinates x ( δxγ without altering
the wave function parameters. The electronic coordinates of the
secondary walk are obtained by stretching the primary walk
with the nuclear coordinates through a space-warp transforma-
tion as described in ref 72. In the present work, we use the
function F(r) ) r-4 for the space-warp transformation.

ψI ) J ∑
i)1

NCSF

ci
ICi (1)

ESA ) ∑
I

wI

〈ΨI|H |ΨI〉
〈ΨI|ΨI〉

(2)

gγ ) [E(x + δxγ) - E(x - δxγ)]/2δxγ (3)

hγ
diag ) [E(x + δxγ) - 2E(x) + E(x - δxγ)]/δxγ

2

(4)

xγ′ ) xγ - gγ/hγ
diag (5)

Photoisomerization of Model Retinal Chromophores J. Chem. Theory Comput., Vol. 6, No. 4, 2010 1277



In summary, the procedure for the geometrical optimiza-
tion is the following: (i) The determinantal component of
the initial wave function is obtained in a CASSCF calcula-
tion. (ii) All wave function parameters are optimized in a
VMC run (we discuss later the importance of optimizing the
orbital parameters). (iii) The energy gradients are obtained
in a correlated sampling VMC calculation. (iV) The geometry
is updated as described above. We note that, with the
exception of the first iteration, step i can be skipped since
step ii can be performed starting from the wave function
optimized at the previous geometry and recentered at the
current geometry. This procedure is iterated until the bond
length and bond angle gradients are on the order of 0.001
hartree/Bohr and 0.0001 hartree/deg, respectively, that is,
comparable to their error bars. Since the stochastic nature
of VMC does not allow the assignment of one particular
geometry as the minimum one, we perform 5-10 additional
iterations after convergence and average the internal coor-
dinates over these additional steps.

To decrease the computational effort, the carbon-hydrogen
and nitrogen-hydrogen bond lengths and all the bond angles
involving terminal hydrogen atoms are kept fixed. All other
internal degrees of freedom are allowed to vary.

2.3. Stability of VMC Energy Gradients. The computa-
tion of gradients in VMC poses some stability issues which
we analyze by considering for simplicity the gradient
expression without the use of the space-warp transformation.
Then, the energy difference between the primary and a
secondary geometry can be written as

E(x) - E(x + δxγ) )

〈H Ψ(R)
Ψ(R)

-
HγΨγ(R)

Ψγ(R)
Wγ(R)〉

Ψ2

(6)

where 〈 · · · 〉 denotes the statistical average over the configu-
rations sampled in VMC from the distribution Ψ2, and the
weights are defined as

Wγ(R) )
Ψγ

2(R)/Ψ2(R)

〈Ψγ
2(R)/Ψ2(R)〉Ψ2

(7)

If we expand this energy difference to linear order in δxγ,
we obtain a term proportional to

〈H Ψ(R)
Ψ(R)

∂ log Ψ(R)
∂xγ

〉
Ψ2

(8)

Since the product inside the square brackets diverges as 1/d2

when the distance d from the nodes of Ψ approaches zero,
the estimator of eq 6 obtained by sampling the square of the
primary wave function has infinite variance, and it is not
possible to obtain a stable energy difference. To cure this
problem, we follow ref 73 and sample a different distribution
which is nonzero at the nodes and is defined here as

Ψg(R) ) Ψ(R)
max[ε, dn(R)]

dn(R)
(9)

where dn(R) is a measure of the distance from the nodes:

and ε is a cutoff parameter74 chosen as 10-2. The average
of eq 8 can then be rewritten as

〈Ψ2(R)

Ψg
2(R)

H Ψ(R)
Ψ(R)

∂ log Ψ(R)
∂xγ 〉

Ψg
2

(11)

where the reweighting factor Ψ2(R)/Ψg
2(R) removes the

divergence of the products inside the brackets. This cures
the problem of the infinite variance and allows us to obtain
stable energy differences.

3. Computational Details

We use the program MOLCAS 7.275 to optimize the ground-
state geometries of the model chromophores within all-
electron MP2 and DFT with the B3LYP76 functional. For
the ground-state optimizations of the full retinal model (see
Figure 1E), we employ the Gaussian 03 code.77 The default
convergence criteria are used for both codes.

We also use MOLCAS 7.2 for the all-electron CASSCF,
CASPT2, and multistate (MS) CASPT278 calculations. The
state-average (SA) CASSCF calculations are performed with
equal weights over the states of interest, and the two lowest
states are used in the SA-CASSCF and MS-CASPT2
calculations. In the CASPT2 calculations, we employ the
default IPEA zero-order Hamiltonian79 unless otherwise
stated and indicate if an additional constant level shift80 is
added to the Hamiltonian. In the CASPT2 calculations for

dn(R) ) 1
|∇Ψ(R)/Ψ(R)|

(10)

Figure 1. Model retinal chromophores. The atom numbering
for chromophore E is used for all models, so the cis bond is
always between C11 and C12. Cyan, blue, and gray represent
carbon, nitrogen, and hydrogen, respectively.
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the complete 11-cis retinal chromophore, we use the Cholesky
decomposition of the two-electron integrals81 with a default
threshold of 10-4. Analytical CASSCF and numerical
CASPT2 gradients are used for geometrical optimizations
and minimum energy path (MEP) calculations. In the
CASPT2 calculations, we do not correlate as many lowest
orbitals of σ character as the number of heavy atoms in the
model. The default convergence criteria are used for all
calculations.

The EOM-CC calculations are performed with the codes
ACES II82 and CFOUR.83 The CC calculations include
approximate single and double excitations (CC2) and single
and double excitations (CCSD). Default convergence criteria
are used for all calculations, and we do not correlate as many
lowest orbitals of σ character as the number of heavy atoms
in the model.

The program package CHAMP84 is used for the QMC
calculations. We employ scalar-relativistic energy-consistent
Hartree-Fock pseudopotentials85 where the carbon, nitrogen,
and oxygen 1s electrons are replaced by a nonsingular
s-nonlocal pseudopotential and the hydrogen potential is
softened by removing the Coulomb divergence. Different
Jastrow factors are used to describe the correlation with
different atom types, and for each atom type, the Jastrow
factor consists of an exponential of the sum of two fifth-
order polynomials of the electron-nuclear and the electron-
electron distances, respectively.86 We also test the effect of
including an electron-electron-nuclear term. The starting
determinantal components are obtained in CASSCF calcula-
tions, which are performed with the program GAMES-
S(US).87 In all SA-CASSCF calculations, equal weights over
the states are employed and the final CAS expansions are
expressed on the weighted-average CASSCF natural orbitals.
The CAS wave functions of the ground and excited states
may be truncated with an appropriate threshold on the CSF
coefficients, and the union sets of surviving CSFs for the
states of interest are retained in the QMC calculations. The
Jastrow correlation factor and the CI coefficients are
optimized by energy minimization in a state-averaged sense
within VMC with equal weights. When indicated in the text,
also the orbitals are optimized along with the Jastrow and
CI parameters. The pseudopotentials are treated beyond the
locality approximation,88 and an imaginary time step of 0.05
or 0.075 au is used in the DMC calculations.

In the DFT, CASSCF, CASPT2, and CC calculations, we
employ either the correlation consistent (cc-pVxZ)89 or the
atomic natural orbital (ANO-L-VxZP)90 basis sets. We use
the ANO contraction schemes as defined in MOLCAS, that
is, [3s2p1d]/[2s1p] for ANO-L-VDZP, [4s3p2d1f]/[3s2p1d]
for ANO-L-VTZP, and [5s4p3d2f]/[4s3p2d] for ANO-L-
VQZP. In the single-point energy calculations, the ANO-L-
VDZP basis set is generally used, while the default basis in
the geometrical optimization and MEP calculations is the
cc-pVDZ. In the QMC calculations, we use the Gaussian
basis sets85 specifically constructed for our pseudopotentials.
In particular, we employ the cc-pVDZ basis (denoted by D)
and the D basis augmented with s and p diffuse functions91

on the heavy atoms (denoted by D+). We also use the T′
and Q′ basis sets which consist of the cc-pVTZ and

cc-pVQZ, respectively, combined with the cc-pVDZ for
hydrogen. The g functions are not included in the Q′ basis.
Most single-point energy calculations use the D+ basis, while
geometrical optimizations employ the D basis.

4. Retinal Models

The 11-cis retinal chromophore consists of a conjugated
carbon chain with a protonated Schiff base (PSB) at one end
and a twisted �-ionone ring at the other end (see Figure 1E).
It sits inside the protein pocket of rhodopsin, a seven helix
transmembrane protein, where it is covalently bound to Lys-
296 via the protonated Schiff base linkage. In theoretical
gas phase studies, there has been no consistent choice of
how to terminate the covalent bond between the positively
charge nitrogen in the protonated Schiff base and Lys-296.
A single hydrogen, a methyl, and also an n-butyl group have
been used as termination, and this particular choice appears
to influence only slightly the excitation energy.27,40 Due to
the large size of the 11-cis retinal chromophore, smaller
protonated Shiff base models have been mainly investigated
theoretically, which differ in the length of the conjugated
chain and the absence of methyl groups with respect to the
complete chromophore.

The retinal models studied in this work are shown in
Figure 1 and range from the minimal model (Figure 1A) to
the full 11-cis retinal chromophore (Figure 1E). The atom
labeling shown for the 11-cis chromophore is adopted also
for the other models so that the cis-to-trans isomerization
bond is always between the C11 and C12 atoms, with atom
numbering increasing from the carbon to the nitrogen end.
For the models without the �-ionone ring, we introduce the
naming convention PSBx(y) where x and y are the number
of double bonds and methyl groups, respectively. The
PSB3(0) (C5H6NH2

+) model (A) is the minimal model of the
retinal chromophore and has already been extensively studied
in the literature.15,17,20,22,25,41 Since the methyl group at
position C13 plays an important role in accelerating the
isomerization process,15,17 we also consider the PSB3(1)
(C6H8NH2

+) model (B), that is, the minimal model (A) with
an added methyl group. The PSB4(1) (C8H10NH2

+) model
(C) has one additional double bond and has been previously
studied without the methyl group using the CC and TDDFT
methods.29 The PSB5(1) (C10H12NH2

+) model (D) has the
full conjugated chain but is missing the �-ionone ring, and
the complete 11-cis retinal chromophore (E) is here termi-
nated with a single methyl group. With the exception of the
11-cis (E) chromophore, all other models are planar in the
ground state. We note that a direct comparison with
experiments is only possible for the vertical excitation energy
of the 11-cis chromophore (E) since, to the best of our
knowledge, none of the smaller models has been studied
experimentally.

5. Vertical Excitation Energies

We compute the vertical excitation energies of the lowest
singlet excited state (S1) of all retinal models using the
CASPT2, CC2, CCSD, VMC, and DMC approaches. The
ground-state DFT/B3LYP geometries optimized with the cc-
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pVDZ basis are used. The model E is optimized with no
symmetry constraint (C1), while the other models are planar
and are optimized in either Cs or C1 symmetry. The CASPT2
excitations are computed with the standard IPEA Hamiltonian
(S-IPEA) and with the IPEA shift set to zero (0-IPEA), which
was the default prior to MOLCAS 6.4, in order to be
compatible with previous calculations in the literature.

5.1. Dependence on Basis Set and Other Parameters.
Before comparing the relative performance of the different
methods, we focus on the minimal model (A) and investigate
the dependence of the excitations on the choice of the basis
set and other parameters which may affect the calculations.
We begin with the MS-CASPT2 approach and show in
Figure 2 the vertical excitations obtained with the double
(D), triple (T), and quadruple (Q) � basis sets from the cc-
pVxZ and ANO-L-VxZP series. We correlate all 6 π
electrons in the reference configuration and use a different
number m of virtual π orbitals in the CAS(6,m) expansion.
We note that single-state and MS-CASPT2 yield equivalent
excitations for model A.

We observe that the ANO-L-VxZP series gives a faster
convergence in the CASPT2 excitation energy than the
correlated consistent basis. The excitations computed with
the D basis are only 0.05 eV higher than the values obtained
with the T and Q basis sets. On the other hand, in the cc-
pVxZ series, the D excitations are 0.12 eV higher than the
T values, which still differ from the Q results by 0.04 eV.
The behavior of the CC2 and CCSD excitations with the
basis set is not shown in the figure but parallels closely the
one observed for the CASPT2 excitations. Therefore, since
the ANO-L-VDZP basis set gives a good balance between
accuracy and computational cost, it is used hereafter for all
single-point CASPT2, CC2, and CCSD calculations.

We find that the CASPT2 results depend very strongly
on the choice of the zero-order Hamiltonian. The difference
between the excitation energies obtained with the standard
IPEA Hamiltonian and the IPEA shift set to zero is
independent of the basis set used and equal to about 0.3 eV
when a CAS(6,6) is employed. As expected, the dependence
on the particular zero-order Hamiltonian is reduced as the

wave function is improved, and the difference between the
excitations with and without the IPEA shift becomes 0.2 eV
if the number of active π orbitals in the CAS is increased
from 6 to 18. Finally, we observe that the vertical energies
obtained with the IPEA shift set to zero are much more
sensitive to the dimension of the CAS since they increase
by 0.07-0.12 eV when m goes from 6 to 18, while the
energies obtained with the standard IPEA Hamiltonian are
quite stable and only decrease by about 0.02-0.04 eV.

In Table 1, we present an extensive QMC investigation
for the minimal model (A) to assess how different ingredients
in the trial wave function affect the excitation energy. The
reference wave function is constructed from a CAS(6,6)
expansion expressed on the weighted-averaged CASSCF
natural orbitals in the D+ basis and truncated with a
threshold of 0.02, where only the two-body Jastrow factor
and CI coefficients are optimized in energy minimization in
a SA fashion. Starting from this wave function, we inves-
tigate the effect of (i) changing the threshold on the CAS(6,6)
expansion in the range 0.01-0.08, (ii) increasing the number
of active π orbitals from 6 to 18 in the CAS(6,m) expansion,
(iii) including an electron-electron-nuclear (e-e-n) term
in the Jastrow factor in addition to the electron-nucleus
(e-n) and electron-electron (e-e) components, (iV) opti-
mizing the orbitals in a CAS(6,6) wave function with a
threshold of 0.08 with both 40 and 80 external orbitals
included in the optimization, and (V) using different basis
sets (D, T′, and Q′). We find that the choice of basis has a
significant effect on the QMC results as the VMC and DMC
excitations computed with the D basis are higher by 0.06(2)
and 0.09(3) eV than the corresponding D+ values. Since
the use of the larger T′ and Q′ basis sets brings the excitations
in closer agreement with the D+ results, we employ below
the D+ basis set to compute the QMC excitations of all
model chromophores. For this choice of basis, other ingre-
dients in the trial wave function appear to have a smaller effect
on the VMC and DMC excitation energies which range between
4.24(2) -4.32(2) and 4.16(2)-4.24(2) eV, respectively.

Figure 2. MS-CASPT2 vertical excitation (S1) energies of the
PSB3(0) model (A) computed with the standard IPEA Hamil-
tonian (S-IPEA, filled symbols) and with the IPEA shift set to
zero (0-IPEA, empty symbols). The excitations are obtained
with different basis sets and expansions CAS(6, m) of 6
electrons in m active orbitals. The ground-state DFT/B3LYP
geometry is used.

Table 1. VMC and DMC Vertical Excitation (S1) Energies
(eV) of the PSB3(0) Model (A), Computed with Different
Basis Sets and CAS Expansions Expressed on the
Weighted-Averaged Natural Orbitalsa

CAS(6, m) Thr. Det./CSF Jastrow basis VMC DMC

(6,6) 0.01 183/79 e-n, e-e D+ 4.32(1) 4.22(2)
(6,6) 0.02 101/47 e-n, e-e D+ 4.31(1) 4.20(2)
(6,6) 0.04 66/31 e-n, e-e D+ 4.31(1) 4.21(2)
(6,6) 0.08 23/10 e-n, e-e D+ 4.24(2) 4.19(2)
(6,6)b 0.08 23/10 e-n, e-e D+ 4.25(2) 4.21(2)
(6,6)c 0.08 23/10 e-n, e-e D+ 4.28(1) 4.16(2)
(6,6) 0.02 103/48 e-n, e-e D 4.38(1) 4.29(2)
(6,6) 0.02 103/48 e-n, e-e T′ 4.34(1) 4.25(2)
(6,6) 0.02 103/48 e-n, e-e Q′ 4.34(1) 4.22(2)
(6,12) 0.02 152/66 e-n, e-e D+ 4.29(1) 4.22(2)
(6,18) 0.02 156/67 e-n, e-e D+ 4.29(1) 4.22(2)
(6,6) 0.02 101/47 e-n, e-e, e-e-n D+ 4.32(2) 4.24(2)

a The CAS(6,m) active space includes all 6 π electrons
occupied in the reference configuration and m active π orbitals.
The threshold on the expansion and the corresponding number of
determinants and CSFs are also listed. Unless indicated, only the
Jastrow and CI parameters are optimized. The ground-state DFT/
B3LYP geometry is used. b Orbitals optimized including 40
external orbitals. c Orbitals optimized including 80 external orbitals.
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5.2. Results. We collect the vertical excitations of all
retinal models computed using the MS-CASPT2, CC2,
CCSD, VMC, and DMC methods on the ground-state DFT/
B3LYP geometries in Table 2. The VMC and DMC
excitations are obtained using wave functions where the
Jastrow and CI parameters are optimized by energy mini-
mization in a SA fashion and the threshold on the CSF
expansion is 0.08 for the E model and 0.02 for all other
models. It is evident that, for all models, the CASPT2
excitations obtained with the IPEA shift set to zero are at
variance and significantly lower than the results obtained with
all other theoretical methods. The use of the standard IPEA
Hamiltonian raises the excitation energies of all models by
as much as 0.3 eV and brings the CASPT2 values in close
agreement with the CC2 results. The CCSD method yields
excitations slightly higher by 0.11-0.17 eV than the CC2
and CASPT2 results obtained with the IPEA Hamiltonian.
Finally, the VMC excitations are always higher by 0.1-0.2
eV than the DMC values which agree closely with the CCSD
results.

For a comparison with experiments and previous theoreti-
cal work, we focus on the full 11-cis retinal chromophore
(E) and collect the relevant results in Table 3. In line with
previous calculations,24,30,58 we find that the excitation
energy of the retinal chromophore depends strongly on the
method used to determine its ground-state structure. The
sequence of BLYP, B3LYP, MP2, and CASSCF geometries
corresponds to an increase of the degree of bond-length
alternation and of the twisting of the �-ionone ring from
-30° to -60° (see Figure 3). Stronger bond alternation and
larger twisting angles correspond to larger excitations ener-
gies, and we find indeed an increase of 0.5 eV in the CASPT2
excitation both with and without the IPEA shift, when going
from the BLYP to the CASSCF geometry. A comparison
with CASPT2 geometries of planar retinal models indicates
that DFT and MP2 ground-state structures represent a better
model for the retinal chromophore in the gas phase as shown
in Figure 6a and Figure SI-5 (Supporting Information) and
already observed in ref 20. Even though discarding the
CASSCF structures significantly reduces the spread in
excitations, we still have an uncertainty of about 0.1 eV
related to the choice of the particular DFT or MP2 geometry.

In Table 3, we present the single-state (SS) excitations in
addition to results obtained with the MS-CASPT2 approach

as done so far in this section. As already mentioned, SS-
CASPT2 and MS-CASPT2 give equivalent excitations within
0.01 eV for the smaller model A, as expected given the large
gap of about 4 eV between the ground and excited states.
However, as the size of the retinal model increases and the
excitation decreases, SS-CASPT2 and MS-CASPT2 start to
differ, and this discrepancy grows faster when no IPEA shift
is employed. For the 11-cis model (E) and a gap of about 2
eV, the difference amounts to about 0.10 and 0.15 eV with
and without the IPEA shift, respectively, and is independent
of the ground-state geometry. Therefore, the choice of
performing single- or multistate calculations within CASPT2
represents another internal parameter of the theory which
affects the CASPT2 excitation in addition to the IPEA shift.
We remark that, while MS-CASPT2 gives results which
nicely parallel the DMC and CC excitations for all models,
the difference between CASPT2 and other theories increases
with system size if the single-state approach is used. The
choice of the MS theory is our preference also for compat-

Table 2. Vertical Excitation (S1) Energies (eV) of the
Retinal Modelsa

MS-CASPT2

model n 0-IPEA S-IPEA CC2 CCSD VMC DMC

(A) PSB3(0) 6 3.75 4.06 4.12 4.23 4.31(1) 4.20(2)
(B) PSB3(1) 6 3.86 4.18 4.20 4.37 4.52(2) 4.42(2)
(C) PSB4(1) 8 3.04 3.35 3.33 3.47 3.59(2) 3.47(2)
(D) PSB5(1) 10 2.58 2.87 2.82 2.95 3.08(2) 3.00(3)
(E) 11-cis 12 2.03b 2.30 2.59(3) 2.41(3)

a The MS-CASPT2 energies are computed both with the
standard IPEA Hamiltonian (S-IPEA) and without the IPEA shift
(0-IPEA). The CAS(n,n) expansion in the CASPT2 and QMC
calculations includes all π electrons in the reference configuration
and an equal number n of π orbitals. CASPT2 and CC employ the
ANO-L-VDZP basis, and QMC the D+ basis. The ground-state
DFT/B3LYP geometries are used. b Constant level shift of 0.2 au.

Table 3. Single-State (SS) and MS-CASPT2, and DMC
Vertical Excitations (S1) Energies (eV) of the 11-cis Retinal
(E) Chromophorea

Method Geometry Eexc

SS-CASPT2 0-IPEA S-IPEA
DFT/BLYP 1.81c 2.12
DFT/B3LYP 1.89c 2.20
MP2 1.92c 2.24
CASSCFb 2.30c 2.65c

MS-CASPT2
DFT/BLYP 1.96c 2.22
DFT/B3LYP 2.03c 2.30
MP2 2.08c 2.35
CASSCFb 2.42c 2.72c

DMC/D+
DFT/BLYP 2.32(3)
DFT/B3LYP 2.41(3)

Expt.92 2.05-2.34d

a The experimental estimate is also listed. The geometries are
optimized with the cc-pVDZ basis, and the CASPT2 calculations
employ a CAS(12,12) expansion and the ANO-L-VDZP basis.
b CASSCF(12,12)/6-31G(d) geometry from ref 27. c Constant level
shift of 0.2 au. d Termination with two methyl groups, -N(CH3)2

+.

Figure 3. Ground-state bond lengths (Å) of the 11-cis
chromophore (E) optimized using MP2, DFT/BLYP, and
B3LYP and the cc-pVDZ basis. The CASSCF(12,12)/6-31G(d)
geometry is from ref 27. The C5-C6-C7-C8 dihedral angles
are -29.7°, -33.5°, -40.5°, and -68.8° in BLYP, B3LYP,
MP2, and CASSCF, respectively.
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ibility with the CASPT2 excited-state geometrical optimiza-
tions presented in the next sections, where we employ the
MS approach, as it is not known a priori whether the
molecule will encounter a conical intersection region during
relaxation.

We now compare our theoretical results with gas phase
photodestruction experiments which are available for the 11-
cis model terminated with two methyl groups.92 The
experimental absorption spectrum displays two main peaks
at 2.05 eV (610 nm) and 3.18 eV (390 nm), which have
been interpreted as the location of the vertical excitations to
the two lowest singlet excited states (S1 and S2). The lowest-
energy band (S1) displays however a broad shoulder which
has a secondary peak at 2.34 eV (530 nm) and is only about
20% lower in intensity than the absorption maximum at 2.05
eV. It has been previously suggested33 that the vertical
transition lies in the broad shoulder at higher energies and
corresponds to the secondary peak at 2.34 eV. We further
note that the adiabatic and not the vertical transition may be
related to the lowest-energy feature at 2.05 eV. This
interpretation of photodestruction experiments for retinal
chromophores has in fact a parallel in the theoretical
findings66 and recent experimental reassessment93 of pho-
todestruction experiments of the photosensitive green fluo-
rescent protein chromophore. We therefore report a range
of energies between 2.05 and 2.34 eV as a more conservative
experimental estimate of the vertical excitation of retinal
chromophores. Our DMC, single-state, and MS-CASPT2
excitations are compatible with the experimental estimate,
especially if we consider the remaining uncertainty on the
ground-state DFT and MP2 geometries and the fact that we
did not include vibrational effects. Setting the IPEA shift to
zero moves the vertical CASPT2 excitation toward the lower
end of the experimental range, namely, the possible location
of the adiabatic transition, and the excitation even falls below
the lower bound in the case of the single-state approach. We
note that we could not perform CC calculations for the 11-
cis model with the available codes and that the best CC2
result of 2.10 eV found in the literature40 is about 0.20 eV
lower than the CASPT2 excitation we compute on a similar
B3LYP geometry. This discrepancy is rather puzzling since
the CASPT2 and CC2 excitation energies agree rather well
for all smaller models and could be due to the particular
basis used in ref 40 or to the different response of CC2 and
CASPT2 to the addition of the �-ionone ring missing in the
smaller models.

6. In-Plane Geometrical Optimization

We optimize the in-plane excited-state geometries of the
retinal chromophore models (A, B, C, D) using the CASSCF,
MS-CASPT2, CC2, CCSD, and VMC approaches. We
always follow the second root in the optimization and use
two roots in the SA-CASSCF and MS-CASPT2 calculations
as well as in the optimization of the VMC wave functions.
The CAS expansion correlates all π electrons and an equal
number of orbitals with the exception of models A and B,
where we include more virtual orbitals to be consistent with
previous calculations.15 As shown in ref 22 for model A, a
smaller active space of 6 electrons in 6 orbitals yields

equivalent CASSCF results. We impose the planarity of the
conjugated chain by constraining the optimization to Cs

symmetry, and unless otherwise stated, we start the excited-
state optimization from the DFT/B3LYP ground-state
geometry.

6.1. Dependence on Basis Set and Other Parameters. In
all geometrical optimizations, we employ the cc-pVDZ basis
set. As shown in Figure 4a for the minimal model (A), the
effect of using the larger cc-pVTZ basis set is to systemati-
cally shorten all ground- and excited-state CASPT2 bond
lengths by about 0.010-0.015 Å without affecting the bond
length pattern, as was also previously observed in ref 20.
Differently from the case of the excitation energies, the
ANO-L-VDZP basis yields comparable bond lengths to the
cc-pVDZ value, which only disagree by 0.06 and 0.07 Å in
the C11-C12 and C12-C13 excited-state bonds, respectively.
A similar behavior as a function of the size of the basis set
is also found for the CASSCF and DFT bond lengths,
although the shortening in not as pronounced as for the
CASPT2 results. In Figure 4b, we compare the VMC results
obtained with the D and D+ basis sets, which are almost
equal. Interestingly, the VMC results obtained with the D
(cc-pVDZ) basis are very close to the CASPT2/cc-pVTZ
results, so the presence of the Jastrow factor appears to
compensate for the use of a smaller basis.

Figure 4. Bond lengths (Å) of the PSB3(0) model (A)
optimized in the ground and excited states with the CASPT2
(panel a) and VMC (panel b) approaches and different basis
sets. The CASPT2 geometries are computed with the cc-
pVDZ, cc-pVTZ, and ANO-L-VDZP basis, and the VMC results
with the D and D+ basis sets. In panel a, the VMC/D bond
lengths are also shown for comparison. Planar symmetry is
imposed.
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The VMC geometrical optimization is very sensitive to
the quality of the trial wave function as shown for model B
inFigure5.Westart theoptimization fromtheFranck-Condon
region, and if we optimize only the Jastrow and CI
coefficients within VMC, we obtain a VMC minimum which
corresponds to the bond-inverted CASSCF geometry. On the
other hand, if we include the orbital parameters in the VMC
optimization, we obtain a very different VMC geometry
which agrees with the minimum obtained by the other highly
correlated approaches as shown below. Thus, in the VMC
geometrical relaxation, we need to optimize all wave function
parameters. We also note that preliminary calculations with
DMC gradients indicate that the use of DMC does not mend
the behavior of VMC when the DMC gradients are computed
from wave functions with only optimal Jastrow and CI
parameters.

6.2. Results. To understand how the geometry of the
retinal chromophore is modified upon photoexcitation, we
begin with the minimal model (A) and show in Figure 6a
the ground-state bond lengths as obtained with the CASSCF,
CASPT2, MP2, VMC, and DFT/B3LYP approaches. All
methods agree in predicting a strong single-double bond-
length alternation with a short, double bond between the
central carbons. The MP2 and CASPT2 geometries are
almost exactly equal since the ground state is dominated by
a single configuration (89% weight) and CASPT2 is equiva-
lent to MP2 for a single-reference CASSCF wave function.
The DFT/B3LYP bond lengths deviate from the MP2 and
CASPT2 values by at most 0.01 Å in the two single bonds.
The VMC bond lengths are shorter by about 0.015 Å, and
this can be explained as a basis set effect as discussed above.
Only the CASSCF approach is at variance with the other
approaches in the sense that it exhibits a greater bond length
alternation, as has also been observed for larger retinal
models.20,26 The difference between CASSCF and the other
approaches is on the order of 0.01-0.02 Å for model A but
grows as the model becomes larger (see Figure SI-5,
Supporting Information). In view of these results, we find
that the DFT/B3LYP approach offers a good balance between
performance and computational cost for the computation of
the ground state structure.

The excited-state bond lengths of the minimal model (A)
are shown in Figure 6b. The CASSCF approach exhibits two
almost degenerate minima, while all other approaches yield
only one minimum. The first CASSCF minimum (solid line)
displays a lengthening of almost all bonds and a largely
preserved bond-length pattern as compared to the ground
state. The second CASSCF minimum (dashed line) is about
0.022 eV higher in energy than the other CASSCF minimum
and displays a pronounced bond-length inversion with respect
to the ground state. Importantly, we note that the first
minimum is found when starting the optimization from the
ground-state geometry, while we started from a geometry
biased toward bond inversion to find the second one. In
addition, regardless of the starting point, we only converge
to a single CASSCF minimum, corresponding to the first
minimum, if the ANO-L-VDZP basis set is used instead of
the cc-pVDZ basis set. For the two CASSCF minima
obtained with the cc-pVDZ basis, we report the wave
function character and orbitals in the Supporting Information.

As for the other methods, we observe that most bond
lengths become longer and more similar in the excited state.
The CC2 and VMC structures largely preserve the short-long
bond-length pattern of the ground state as observed for the
first CASSCF minimum, while CASPT2 and CCSD give
three middle bonds of almost equal length. At the CASPT2
level, we also investigated extensively the existence of a
bond-inverted minimum by starting the excited-state opti-
mization from geometries biased toward bond inversion but

Figure 5. VMC bond lengths (Å) in the excited state of the
PSB3(1) model (B) computed with two different wave func-
tions. In one case, only the CI and Jastrow parameters are
optimized within energy minimization in a state-average
fashion while, in the other, all (orbital included) parameters
are optimal. Planar symmetry is imposed.

Figure 6. Bond lengths (Å) of the PSB3(0) model (A)
optimized in the ground (panel a) and excited (panel b) states
with the CC2, CCSD, CASSCF, CASPT2, and VMC methods.
The DFT/B3LYP and MP2 ground states are also shown. The
cc-pVDZ basis is used and planarity imposed. CASSCF
displays two minima in the excited state.
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could not locate a second minimum. Our CASSCF and
CASPT2 results are consistent with the study by Page and
Olivucci20 using the 6-31G(d) basis set.

Surprisingly, adding a methyl group to the minimal model
(A) to generate model B has profound effects on the bond
lengths, as shown in Figure 7. In particular, there is now
only one CASSCF minimum which exhibits a pronounced
bond length inversion as compared to the ground state and
is at variance with the results obtained with all other
approaches. The differences among the results obtained with
the other methods is instead significantly smaller. The CC2
geometry of model B is similar to model A with a
lengthening of most bonds and a largely preserved bond-
length pattern with respect to the ground state. Similarly to
model A, CASPT2 yields close to equal bond lengths for
the three middle bonds, with the C12-C13 bond being the
longest, while CCSD gives the middle C11-C12 bond as being
slightly larger. The VMC minimum displays a similar bond
length pattern as CASPT2 but shorter absolute bond lengths,
which can be explained as a basis set effect as explained
above.

When going to larger models, we find that CASSCF yields
only one minimum where the short-long bond-length pattern
is inverted with respect to the ground state as in the case of
model B. In Figure 8, we show the excited-state bond lengths
for model C and observe that the CASSCF minimum with
bond-length inversion is at variance with all other ap-
proaches. The CASPT2 and CC2 are very close to each other
and exhibit a largely preserved bond length pattern and
overall lengthening of most bonds with respect to the ground
state. The CCSD geometry displays no distinct bond-length
pattern and an overall lengthening of most bonds, and the
VMC gives a similar bond-length pattern as CCSD but
shorter bond lengths as seen above.

In Figure 9, we show the excited-state bond lengths of
model D, which has the full conjugated chain of the retinal
chromophore and only misses the �-ionone ring. For this
model, we only show the bond lengths obtained with the
CASSCF and CASPT2 approaches. In addition, we also show

CASPT2 results obtained with the ANO-L-VDZP basis set.
As for models B and C, CASSCF gives a structure
characterized by bond-length inversion with respect to the
ground state. However, it is now the CASPT2 approach
which gives two profoundly different minima. The first
CASPT2 minimum (solid line) is similar to the CASPT2
geometry of model C with a preserved bond length pattern
and overall lengthening of most bonds as compared to the
ground state. The second CASPT2 minimum (dashed line)
is very close to the CASSCF geometry and is about 0.045
eV higher in energy than the first CASPT2 minimum.
Importantly, we note that the first CASPT2 minimum is
found when starting from the ground-state geometry, while
the second CASPT2 minimum is reached when starting from
the CASSCF excited-state geometry. Moreover, the existence
of this second minimum is dependent on the choice of the
basis: The two CASPT2 minima obtained with the cc-pVDZ
basis are also found when the 6-31G(d) basis set is used
(not shown in the figure), while only the first CASPT2
minimum with no bond length inversion is obtained regard-
less of the starting geometry when the ANO-L-VDZP basis

Figure 7. Bond lengths (Å) of the PSB3(1) model (B)
optimized in the excited state with the CC2, CCSD, CASSCF,
and CASPT2 methods. The DFT/B3LYP ground-state bond
lengths are also shown. The cc-pVDZ basis is used and planar
symmetry imposed. Differently from model A without the
methyl (Figure 6), CASSCF only displays here one minimum.

Figure 8. Bond lengths (Å) of the PSB4(1) model (C)
optimized in the excited state with the CC2, CCSD, CASSCF,
CASPT2, and VMC methods. The DFT/B3LYP ground-state
bond lengths are also shown. The cc-pVDZ basis is used and
planar symmetry imposed.

Figure 9. Bond lengths (Å) of the PSB5(1) model (D)
optimized in the excited state with the CASSCF and CASPT2
methods and the cc-pVDZ basis. We also show the CASPT2/
ANO-L-VDZP results. CASPT2 displays two minima in the
excited state with the cc-pVDZ basis and only one minimum
with the ANO-L-VDZP basis. The DFT/B3LYP ground-state
bond lengths are also shown. Planar symmetry is imposed.
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set is used. These results seem to indicate that the bond-
inverted CASPT2 structure is a spurious local minimum with
no chemical significance, which is not reached when the
optimization is started from the ground-state structure, that
is, upon photoexcitation. We finally observe that a previous
CASSCF and CASPT2 study by Page and Olivucci20 using
the 6-31G(d) basis set reports an excited-state CASPT2
structure of model D characterized by bond inversion. This
finding can be easily explained by the fact that they started
the CASPT2 geometrical optimization from the excited-state
CASSCF minimum and were thus not able to reach the other
minimum.

In summary, we see that the CASSCF excited-state
geometries are at variance with the CASPT2, CC, and QMC
results with the exception of the minimal model (A) where
CASSCF displays two minimum structures, one of which is
in agreement with the geometries obtained by the other
approaches. The minimal model appears however to be a
special case since the addition of a single methyl group in
model B changes the picture and breaks the agreement
between CASSCF and the other approaches. The inadequacy
of CASSCF in describing in-plane excited structures of the
retinal chromophore is also apparent from the results obtained
for all the larger models.

7. Out-of-Plane Relaxation

7.1. Minimum Energy Paths. We determine the excited-
state MEP of the retinal models B and C using the CASSCF
and CASPT2 approaches. Ground- and excited-state CASS-
CF MEPs have previously been calculated for several retinal
models,15,16,18,22,33 and the common assumption is that the
effect of dynamical correlation can be in part recovered by
simply computing the CASPT2 energy on the final CASSCF
geometries (CASPT2//CASSCF). Our aim here is to assess
the validity of this assumption for the retinal chromophores
by comparing the CASSCF and CASPT2 MEPs. To the best
of our knowledge, the CASPT2 method has not been used
to determine MEPs for the retinal models since CASPT2
energy gradients are substantially more expensive than
CASSCF ones and still considered too costly for the routine
investigation of these systems.38,55 In the literature, we only
found a CASPT2 study performing a constrained excited-
state potential energy surface scan for the minimal model
(A).41

The MEP calculations are performed using the steepest
descent path optimization scheme implemented in MOLCAS
7.2 and described in ref 94. The procedure consists of a series
of constrained geometrical optimizations in mass-weighted
coordinates and yields the intrinsic reaction path. In each
optimization, the potential energy is minimized on a hyper-
sphere of a chosen radius, centered at a given reference
structure. The CASSCF and CASPT2 ground-state geom-
etries define the Franck-Condon point and initial reference
structure for the corresponding MEP calculations. The radius
of the hypersphere is either 0.06 or 0.1 au for model B and
0.1 au for model C. Upon convergence of the constrained
geometrical optimization, the obtained minimum structure
on the hypersphere is taken as new reference structure, and

the procedure is iterated. As in the planar optimizations, the
state averaging in the CASSCF and CASPT2 includes only
the ground (S0) and first excited state (S1) since the next
state is significantly higher in energy and does not play an
active role (see Supporting Information).

We define the torsional angle θ as the C10-C11-C12-C13

dihedral angle and the torsional angle γ ) 180° - φ where
φ is the C11-C12-C13-C14 dihedral angle and γ is taken in
the range from -180° to +180°. Both torsional angles have
a value of 0° in the ground state and indicate the deviation
for planarity. These angles correspond to the torsional motion
around the C11-C12 and C12-C13 bonds which are double
and single in the ground state, respectively. We note that
geometries corresponding to the angles (θ, γ) and (-θ, -γ)
are equivalent since the molecules are planar in the ground
state and there is no preferential direction for torsion.

In Figure 10, we show the results from the MEP calcula-
tion for model B and report the energies, the bond lengths
for the formal double and single bonds along the conjugated
chain, and the torsional angle θ for the central C11-C12 cis
bond. The CASSCF MEP is characterized by two sequential
modes. The initial relaxation is toward a planar structure
similar to the CASSCF Cs minimum discussed above, which
exhibits bond-length inversion with respect to the ground
state, with the central C11-C12 bond being the longest in
the excited state. This in-plane motion is followed by a
torsion around the central bond toward an angle θ of about
65°, where a conical intersection region is encountered and
the excited-state MEP is stopped. The CASSCF MEP is
barrierless, while there is a small barrier of about 0.1 eV in
the CASPT2//CASSCF energies.

The CASPT2 MEP is distinctly different from the CASS-
CF one even though the final outcome of the photoisomer-
ization process is similar. The first difference is that the initial
planar relaxation is toward a structure similar to the CASPT2
Cs minimum, which is therefore not characterized by bond
inversion. The three middle bonds become almost equal, and
the C12-C13 bond, which is long in the ground state, is the
longest in the excited state. The subsequent torsional motion
is around the central C11-C12 bond where we observe a
plateau in the excited-state energy up to an angle θ of about
22°. When θ is about 17°, the three middle bonds begin to
change dramatically: The central C11-C12 bond lengthens
while the two neighboring bonds shorten, so their lengths
become similar to those of the CASSCF MEP. The excited-
state energy starts then decreasing at a faster pace, and the
torsional motion continues toward θ ≈ 69° where a conical
intersection region is encountered and the excited-state MEP
is stopped. A similar behavior is observed in the constraint
excited-state optimization of the minimal model (A) in ref
41, where an energy plateau is observed for θ between 0°
and 25°, followed by a sudden drop in the energy and change
in geometry between 25° and 30°. In addition, studies on
the minimal model (A) have found that conical intersection
geometries obtained with CASSCF and CASPT2 are very
similar.19,20,23 This is consistent with the results obtained
here as the CASSCF and CASPT2 MEPs show similar
structures near the conical intersection.
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To investigate the effect of lengthening the conjugated
chain, we compute the MEP of model C, as shown in Figure
11. The CASSCF and CASPT2 approaches give a different
isomerization mechanism, and the relevant torsional angles
are not only θ around the C11-C12 bond (formal double)
but also γ around the C12-C13 bond (formal single). The
CASSCF MEP is similar to the one of model B and is
characterized by two sequential modes, namely, an initial
in-plane bond-length inversion followed by a torsional
motion around the C11-C12 bond until the conical intersection

region is encountered at θ ≈ 88°. There is also a small torsion
around the C12-C13 bond with an angle γ ≈ 13° at the end
of the MEP. Differently from model B, the CASPT2//
CASSCF excited-state energies show no barrier.

The CASPT2 MEP is rather different from the CASSCF
one. The initial relaxation is toward a planar structure which
is similar to the CASPT2 Cs minimum and exhibits a largely
preserved bond-length pattern with respect to the ground state

Figure 10. CASSCF and CASPT2 excited-state MEPs for
the PSB3(1) model (B), obtained with a CAS(6,9) expansion
and the cc-pVDZ basis. We report the CASPT2//CASSCF and
CASPT2//CASPT2 ground- and excited-state energies (a), the
bond lengths for formal double (b) and single bonds (c), and
the absolute value of the torsional angle θ around the central
C11-C12 bond (d). All energies are relative to the ground-state
energies of the CASSCF and CASPT2 ground-state geom-
etries, which are the starting point of the corresponding MEPs.

Figure 11. CASSCF and CASPT2 excited-state MEPs for
the PSB4(1) model (C), obtained with a CAS(8,8) expansion
and the cc-pVDZ basis. We report the CASPT2//CASSCF and
CASPT2//CASPT2 ground- and excited-state energies (a), the
bond lengths for formal double (b) and single bonds (c), and
the absolute values of the torsional angles θ and γ around
the C11-C12 and the C12-C13 bonds, respectively (d). For
CASSCF, θ < 0° and γ < 0°, while, for CASPT2, θ > 0° and
γ < 0°. All energies are relative to the ground-state energies
at the CASSCF and CASPT2 ground-state geometries, which
are the starting point for the corresponding MEPs.
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and an overall lengthening of most bonds. This in-plane
motion is followed by a concerted increase of θ (also active
in the CASSCF isomerization) and γ up to a MEP coordinate
of 0.5 au. Beyond this point, γ keeps increasing while θ
changes only slightly, so the molecule is twisting only around
the C12-C13 bond (formal single), while all bond lengths
remain almost constant. At a MEP coordinate of 1.5 au (γ
≈ -49°), a barrier is encountered and the MEP optimization
cannot proceed further. Both the ground- and excited-state
energies vary very little along the whole MEP, and both states
display a long plateau. At the final MEP coordinate, the
excited-state energy is only 0.20 eV lower than the
Franck-Condon point and the ground-state energy higher
by about 0.44 eV, so the vertical excitation has decreased
from 3.44 to 2.80 eV.

In order to compare the CASSCF and CASPT2 isomer-
ization mechanisms with the CC2 results, we also perform
straight geometrical excited-state optimization with all three
approaches since the code we use to perform CC2 calcula-
tions does not have the capability of computing MEP. For
consistency, all optimizations are started from the DFT/
B3LYP ground-state geometries. For model B, all the
approaches yield isomerization around the central C11-C12

bond and proceed toward the same final point in the conical
intersection region. However, from the CASSCF and CASPT2
MEP results, we know that the isomerization proceeds rather
differently even though the final structures are equivalent.
Therefore, we cannot infer too much about the behavior of
CC2 from the agreement of the method on the final structure
of model B but proceed with model C, where the final
outcomes of the CASSCF and CASPT2 MEP are distinc-
tively different.

We show the optimal CC2 and CASPT2 excited-state
structures of model C in Figure 12. We observe that CC2
isomerizes around the C12-C13 bond as CASPT2, while
CASSCF is consistent with the MEP behavior and yields
isomerization around the C11-C12 bond (not shown in the
figure). The CASPT2 optimal geometry has a torsional angle
γ ) 43.6° and is energetically between the MEP geometries
at 1.3 and 1.4 au. Even though the isomerization is around
the same bond, the optimal CC2 torsional angle of γ )
100.1° is however significantly different from the CASPT2
value. To understand this difference, we investigate the
possible existence of a barrier in the CASPT2 potential
energy surface and perform a constrained excited-state
geometrical optimization in CASPT2 by varying the angle
γ between 45° and 85°. The resulting excited-state energies
are shown in Figure 13 and display a small barrier of about
0.03 eV. If we perform an excited-state CASPT2 optimiza-
tion starting from the constrained structure just beyond the
barrier, we recover a minimum excited-state structure which
has a torsional angle of γ ) 112.7° (Figure 12c) and is in
much closer agreement with the CC2 optimal geometry. The
CASPT2 excited-state energy is only 0.09 eV lower than
the value for the minimal structure at γ ) 43.6°. An analysis
of the CASPT2 geometries along the constrained path of
Figure 13 reveals that the origin of the barrier is due to steric
interactions of the methyl group with the nearby hydrogens
since the main difference between the geometries before and

after the barrier is a small rotation of the methyl group. We
also note that a previous CC2 investigation on model C
without the methyl group [PSB4(0)] found a small barrier
of 0.01 eV at γ ≈ 30° and an absolute minimum at about
100°.29 Therefore, the apparent presence/absence of a barrier
in the CASPT2/CC2 optimization may possibly be due to
the particular geometrical optimization algorithm used in the
different codes or to slightly different initial configurations
in the optimization procedure.

Figure 12. CC2 (a) and CASPT2 (b) excited-state optimal
structures of the PSB4(1) model (C), obtained by starting the
optimization from the DFT/B3LYP ground-state geometry. The
CC2 torsional angles are γ ) 100.1° and θ ) 2.6°, while
CASPT2 yields γ ) 43.6° and θ ) -10.5°. The CASPT2
structure (c) is obtained by starting the optimization from the
constrained structure just beyond the barrier (γ ) 75°) in
Figure 13 and has angles γ ) 112.7° and θ ) 8.1°.

Figure 13. CASPT2 excited-state energies of the PSB4(1)
model (C) optimized at constrained torsional angles, γ, from
45° to 85°. The energy is shown relative to the ground-state
value at the starting point of the CASPT2 MEP (Figure 11). A
CAS(8,8) expansion and the cc-pVDZ basis set are used.
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7.2. Reactive versus Nonreactive Paths. The CASPT2
MEP of the retinal model C gives isomerization around a
single bond, does not lead to a conical intersection region,
and corresponds to a nonreactive path. To investigate whether
a rotation around a double bond may give a reactive path
and lead to a photoproduct, we optimize the excited-state
CASPT2 geometry of model C at constrained torsional
angles, θ, around the C11-C12 cis bond and show the results
in Figure 14.

At θ ) 0°, the molecule is unstable toward single-bond
rotation, which is not surprising since the CASPT2 MEP
gives isomerization around the same single bond and is

always characterized by small values of the angle θ (less
than 10°). The resulting constrained geometry has an angle
γ of about 51° and is in fact very similar to the last point of
the CASPT2 MEP. If we increase θ from 0° to 35°, the angle
γ diminishes while the bond lengths become closer to the
values in the initial part of the CASPT2 MEP. Concurrently,
the excited-state energy rises and displays a small barrier of
about 0.06 eV, which peaks at θ ) 35°. The barrier is
overcome at θ ) 40°, where we suddenly observe bond
inversion and a large increase in the ground-state energy and
a decrease in the excited-state energy. The degree of bond
inversion is however not as pronounced as in the CASSCF
MEP, and the geometries are characterized by a larger
residual rotation around the single bond. If we further
increase θ, the excitation energy continues to decrease, and
we encounter a conical intersection region. The CASPT2
isomerization around the double bond corresponds therefore
to a reactive path which is characterized by a small barier
and eventually leads to a conical intersection region whose
topology is rather similar to the CASSCF one.

To assess the behavior of the CC approach, we also
perform constrained CC2 optimization around the double
bond. The CC2 optimization at small values of θ leads to a
single-bond rotation with very large values of γ (greater than
90°). This is compatible with the previous observation that
the small steric barrier observed in CASPT2 (see Figure 13)
is practically absent in the single-bond isomerization at the
CC2 level. If we increase θ up to 60° and always start
the optimization from the optimal constrained geometry at
the previous angle, we cannot sufficiently reverse the large
rotation around the single bond and the excited-state energy
increases instead of decreasing. To assess the existence of a
path leading to a conical intersection, we follow therefore a
different procedure and simply compute the CC2 energies
on the optimal constrained CASPT2 geometries of Figure
14. We find that the ground- and excited-state CC2 energies
are in very good agreement with the CASPT2 values up to
θ ) 45°. As expected and also discussed in ref 37, CC2
encounters convergence problems at larger values of θ as
the system is approaching the conical intersection region.
Consequently, the use of CC2 confirms the existence of a
reactive path which corresponds to double-bond rotation,
displays a small barrier, and leads to lower excited-state
energies. However, the approach is not suitable for following
the system through the conical intersection toward a
photoproduct.

8. Discussion and Conclusions

We have presented a systematic investigation of model retinal
chromophores in the gas phase with special emphasis on
geometrical relaxation in the excited state. One aim of the
work is to assess the relative performance of very diverse
computational approaches as CASSCF, CASPT2, CC, and
QMC in describing conformational changes in the excited
states. The other major goal is to determine the validity of
the generally accepted picture resulting from CASSCF
calculations that the excited-state relaxation of retinal chro-
mophores proceeds via bond inversion and torsional motion
around formal double bonds. Differently from previous

Figure 14. CASPT2 excited-state optimization of the PSB4(1)
model (C) at constrained torsional angles, θ, from 0° to 60°.
We report the CASPT2//CASPT2 ground- and excited-state
energies (a), the bond lengths for formal double (b) and single
bonds (c), and the absolute value of the torsional angle γ
around the C12-C13 bond (d). The quantities computed at the
CASPT2 Franck-Condon (FC) point are also shown in all
panels. A CAS(8,8) expansion and the cc-pVDZ basis set are
used. For the torsional angle, θ < 0° and γ > 0°.

1288 J. Chem. Theory Comput., Vol. 6, No. 4, 2010 Valsson and Filippi



studies, we employ approaches such as CASPT2 and QMC,
which are superior to CASSCF as they offer a balanced
description of both dynamical and static correlations.

We have also computed the vertical excitations of the
retinal models using CASPT2, CC, and QMC, and we begin
our discussion with a few comments on these results. We
find that the CC and DMC methods give similar excitations
for all retinal models and that the CASPT2 excitations are
quite sensitive to the internal parameters of the theory. In
particular, the excitations computed with the IPEA zero-order
Hamiltonian are in close agreement with the CC and DMC
values, while resorting to the original CASPT2 formulation
lowers the excitations by as much as 0.3 eV. The IPEA
Hamiltonian was developed to give on average more accurate
excitations,79 and its use is here corroborated by the good
agreement with other highly correlated approaches. We also
find that the IPEA excitations are more robust as they
converge faster with the size of the CAS expansion and are
less sensitive to the use of a single- or multistate approach.

For a comparison with experiments, we consider the 11-
cis chromophore where gas phase photodestruction spec-
troscopy experiments are available.92 To interpret the
complex absorption spectrum of retinal chromophores, we
follow the recent reassessment of similar experiments on a
different chromophore93 and suggest that the lowest-energy
peak may correspond to the adiabatic transition while the
vertical lies in the broad shoulder around 2.34 eV. Our
CASPT2 and DMC vertical excitations computed on the DFT
and MP2 ground-state geometries span an energy range of
2.2-2.4 eV, which is consistent with this experimental
estimate especially given that we did not include vibrational
effects which are strong in this system. The excitations
computed on the CASSCF geometry are instead significantly
higher but can be discarded as our CASPT2 optimizations
of planar retinal models show that DFT and MP2 give more
accurate geometries than the CASSCF approach.

We discuss now the core of our work and analyze the
performance of the various theoretical approaches in describ-
ing the excited-state relaxation of retinal models. Our in-
plane optimization of the retinal chromophores indicates that
the excited-state structures optimized with CASPT2, CC2,
CCSD, and VMC agree rather closely, while they are at
variance with the CASSCF geometries. The CASSCF
approach gives strong bond inversion in the excited state,
which is not observed when optimizing the structures with
the other approaches. According to CASPT2, CC, and VMC,
photoexcitation weakens all bonds, which stretch and become
partly more similar in length while preserving the general
bond-length pattern of the ground state. To investigate a
nontrivial out-of-plane relaxation, we need to consider a
chromophore larger than the model with three double bonds
(A or B) since we find that model B isomerizes around the
central bond at both the CASPT2 and CASSCF levels, even
though the initial skeletal relaxation proceeds rather differ-
ently in the two approaches. Therefore, we investigate the
minimal energy path for the out-of-plane motion of model
C with four double bonds and find that excited-state
relaxation at the CASPT2 level proceeds preferentially via
a torsional motion around a bond which is formally single

in the ground state in agreement with the previous CC
calculations by Send and Sundholm.29,31,35,37 This torsional
motion stops at an angle of about 45° and does not lead to
a conical intersection region. On the other hand, in the
CASSCF approach, bond inversion is followed by torsion
around the cis bond, and the molecule is immediately
funneled into a conical intersection region from where
isomerization can proceed toward the trans product. To
investigate the existence of a reactive path at the CASPT2
level, we also consider the constrained excited-state opti-
mization of model C around the cis double bond and find a
small barrier to isomerization at rather large angles of
rotation. Beyond this barrier, the model finally reaches the
conical intersection region similarly to the CASSCF approach.

In summary, our CASPT2 results support the picture of a
very flexible retinal chromophore in the excited state, where
photoexcitation lengthens all bonds so that torsional motion
around nearly any bond may contribute to the dynamics.
These findings are consistent with recent CC studies37 which
show that retinal models in the excited state have small or
vanishing torsional barriers around both formal single and
double bonds. This picture must be contrasted to the results
of CASSCF calculations, which give a stiff chromophore
that can only twist around formal double bonds. The flex-
ibility of the excited chromophore in the gas phase observed
in CASPT2 and CC calculations is also compatible with the
observation in solution experiments of the existence of
multiple minima possibly corresponding to different torsional
conformations.67 Moreover, it has been proposed that the
multiexponential decays observed in solution are related to
the possible presence of multiple excited-state paths, some
of which are reactive and lead to the photoproduct via the
crossing of a conical intersection region, while others are
nonreactive, do not lead to conical intersection, and are
dominant in solution.67 This interpretation is compatible with
our observation of torsional motion around formal single
bonds, which is favored starting from the Franck-Condon
region, stops at intermediate angles, and does not lead to
photoproducts via a conical intersection.

Finally, our results demonstrate the importance of includ-
ing a balanced description of dynamical and static correlation
in the computation of the excited-state gradients. The
favorable comparison with the CASPT2 approach indicates
that the CC2 method is a useful tool for the study of retinal
systems (at least far from the conical intersection region)
and that QMC can give accurate gradients when all param-
eters in the wave function are optimized in energy minimiza-
tion. Our results raise serious concerns about the common
use of the CASSCF approach to investigate the geometrical
relaxation of retinal systems and show that computing single-
point CASPT2 excitations on CASSCF geometries to
partially include the neglected dynamical correlation is
generally not a valid procedure to obtain reliable potential
energy surfaces. In conclusion, our findings call for a
reinvestigation of the photoisomerization mechanism of
retinal chromophores in the gas phase as well as in the protein
environment with higher-level methods than the CASSCF
approach.
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