Accurate and unbiased estimation of power-law exponents from single-emitter blinking data
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Single emitter blinking with a power-law distribution for the on and off times has been observed on a variety of systems including semiconductor nanocrystals, conjugated polymers, fluorescent proteins, and organic fluorophores. The origin of this behavior is still under debate. Reliable estimation of power exponents from experimental data is crucial in validating the various models under consideration. We derive a maximum likelihood estimator for power-law distributed data and analyze its accuracy as a function of data set size and power exponent both analytically and numerically. Results are compared to least-squares fitting of the double logarithmically transformed probability density. We demonstrate that least-squares fitting introduces a severe bias in the estimation result and that the maximum likelihood procedure is superior in retrieving the correct exponent and reducing the statistical error. For a data set as small as 50 data points, the error margins of the maximum likelihood estimator are already below 7%, giving the possibility to quantify blinking behavior when data set size is limited, e.g., due to photobleaching. © 2006 American Institute of Physics. [DOI: 10.1063/1.2387165]

I. INTRODUCTION

In the past 20 years single-molecule spectroscopy has become an important tool in physics, chemistry, and biology. One of the defining and intriguing observations on single emitters is a pronounced blinking behavior: the fluorescence or luminescence intensity of almost any type of single emitter is found to randomly switch off and on despite continuous excitation. In general, this emission intermittency is the result of temporary excursions from the excited state to a dark state from which the excited electron returns to the ground state via a nonradiative pathway. A well-known and intensively studied example is the symmetry forbidden population and depopulation of the triplet state in organic fluorophores. This triplet blinking results in a single-molecule intensity trace interrupted by off periods with a typical duration of several milliseconds. In this case the durations of on and off periods each follow a single-exponential distribution. The averages of both distributions are the triplet lifetime and the intersystem crossing yield, respectively.

On/off intermittency with a much broader range of on and off period durations was first observed on fluorescent proteins and multichromophore conjugated polymers and was later intensively studied on single semiconductor nanocrystals and quantum dots. Here, the distribution of on and off times, ranging from milliseconds up to hundreds of seconds, was found to follow a power-law $t^{-\alpha}$ behavior, with $\alpha > 1$. Several implications of the occurrence of such a power-law distribution are as follows: (i) there is finite probability of observing an on or off period with a duration as long as the measurement time, (ii) average on or off times are not defined, and (iii) the system behaves nonergodic, i.e., the result of time-averaging single-emitter data does not equal ensemble averaging. Recently, this power-law blinking has also been observed for the emission intensity of fluorescent organic molecules. For both semiconductor nanocrystals as well as for organic molecules, the occurrence of power-law blinking is generally ascribed to a charge separation reaction. When the emitter switches off, it is in a charged state that either does not absorb the excitation light or that follows a nonradiative pathway. The ejected electron or hole is trapped by a charge acceptor in the environment. How this charge separation reaction exactly results in power-law distributed on and off periods is under debate. Several models discuss the power-law behavior in terms of (i) one-dimensional spatial diffusion of charge donor and acceptor energy levels, (ii) charge separation and recombination controlled by three-dimensional spatial diffusion of charge acceptors, (iii) electron or hole tunneling from the excited state to a spatial distribution of acceptors, or (iv) the formation of mult...
tiple localized excitons that each have competing pathways for charge recombination. The differences between these models are evidenced in different predictions for the observed power-law exponent $\alpha$. For instance, $\alpha$ can be expected to show a universal value of 1.5 [models (i), (ii), and (iv)], may be environment dependent [models (ii) and (iii)], related to charge tunneling barriers [model (iii)], or dependent on the dielectric properties of the medium in which the emitter is embedded [models (ii) and (iii)].

Clearly, the experimental determination of the precise value for the power exponent on the level of single emitters is crucial in understanding the nature of power-law blinking.

Several techniques exist to retrieve the power exponents governing the blinking of single emitters. These include calculation of the intensity correlation function, determination of the power spectral density of intensity fluctuations, and direct evaluation of the distributions of on- and off-time durations. The latter technique is most commonly used and has the advantage that it assesses the on and off kinetics separately. Assessment of the power-law behavior requires an evaluation of the functional form of either intensity correlation function, power spectral density, or on- and off-time duration probability densities over multiple orders of magnitude in time. Usually this is done by performing a double logarithmic (log-log) transformation followed by least-squares (LS) fitting in which the power exponent $\alpha$ is determined. The combined use of a log transformation and LS is, however, known to introduce bias in the fitting results.

Recently, Stefani et al. have noted this discrepancy between the power exponent that was put into simulated blinking traces and the one retrieved from those traces with LS. They then retrieved power exponent estimates by comparing the experimental results to the outcome of iteratively performed simulations with known power exponent. A direct, unbiased estimation method has not yet been identified, nor have the error margins involved in the estimation techniques been evaluated.

Maximum likelihood estimation (MLE) is a general estimation routine that involves calculation of the likelihood that a data set is drawn from a model distribution characterized by a certain parameter. Maximization of the likelihood with respect to this parameter yields the best estimation for this model parameter. MLE has previously been shown to be a more reliable estimation routine than LS for evaluating the single-exponential (log-linear) relation for single-molecule fluorescence lifetime data. Also for various other problems in single-molecule physics, MLE has appeared as a robust estimation routine that can overcome a bias, e.g., when data are bound to physical constraints. In the case of evaluation of on- and off-time distributions, MLE has the further advantage that it can be performed directly on the data, while LS requires additional binning in the construction of on- and off-time histograms. Note that if measurement errors are normally distributed for all data points, LS can be derived as a special case of MLE. However, the log-log transformation together with a low number of events per bin distorts the measurement errors unequally.

Recently, MLE has been suggested as an estimation procedure superior to LS in assessing power-law data. To our knowledge, the MLE technique has not yet been used for quantifying blinking data and the statistical errors involved in both MLE and in LS fitting have not yet been addressed. This information is crucial in validating the various models for single-emitter blinking, especially where one needs to evaluate whether single-emitter exponents are universal or exhibit a broad distribution of values. The size dependence of the accuracy of estimation routines is particularly important in the recently reported case of single-molecule fluorescence blinking, where photoinduced bleaching poses a severe restriction on data set size.

In this article, we compare the accuracy and applicability of LS and MLE algorithms for estimation of power exponents in single-emitter blinking data and we assess the reliability of both techniques as a function of data set size. Our results demonstrate that LS introduces a severe bias that is not present in the MLE procedure. This bias in the LS can be overcome by applying a logarithmic binning in the construction of the on- or off-time histogram. However, the MLE algorithm is superior in statistical accuracy and can be performed in a computationally simple and fast way directly on the sequence of on or off times. With MLE the power exponent can be reliably estimated up to the first decimal for data sets containing as few as 50 events and power exponent $\alpha \sim 1.5$. We evaluate the accuracy and statistical error of the MLE procedure as a function of $\alpha$ both analytically and numerically. Finally, we will discuss an easy computational procedure that can be used in combination with MLE to discriminate power-law behavior against, e.g., single-exponential behavior without the need for graphical inspection of the data distribution. The results presented here are essential for assessing the homo- or heterogeneity of power exponent distributions of single luminescent nanocrystals or fluorescent molecules. Furthermore, MLE can be used to check for possible dynamic effects by evaluating power exponents over small subsets within a single-emitter data set.

The remainder of this paper is organized as follows: First, we briefly illustrate single-emitter blinking and the occurrence of power-law blinking. Then the MLE procedure is summarized and the derivation of the likelihood function for a power-law distribution is presented. For the MLE estimator we derive analytical expressions for the average estimator retrieved from a finite-size data set and for the standard deviation, or statistical error, on this estimator. The details of the calculations used to compare MLE and LS are described in Sec. IV. Section V, containing the results and discussion of the evaluation of the two estimation routines for power-law data, is divided into three parts. First, we compare LS techniques with the MLE method for different data set sizes. Then the accuracy and statistical error margins involved in the MLE method will be investigated in detail as a function of both data set size and power exponent. Finally, we will discuss the assessment of whether or not data actually follow a power-law behavior and an easy to use computational test that can for this purpose be used in combination with MLE is presented. All results are summarized together with some concluding remarks in Sec. VI.
II. SINGLE-EMITTER BLINKING

The occurrence of power-law distributed on/off blinking in semiconductor nanocrystals and recently in organic fluorophores has been previously described in detail. In Fig. 1, we present an example of an intensity trajectory of a blinking fluorophore. The molecule under investigation, a tetraphenoxy-perylene diimide dye, was under continuous illumination with 10 kW/cm² at a wavelength of 568 nm from an ArKr laser. Photons were collected per time bin of 2 ms and we observed an emission level of approximately 30 counts/2 ms. The stream of photons is, however, repeatedly interrupted; the emission intensity drops to the background level and jumps back to the emission level at a later time. The periods that the trace spends at the background level vary from the time bin to several seconds. This behavior persists when zooming in or out to smaller or larger time scales.

The kinetics of this blinking behavior can be retrieved from the intensity trace by determining the durations of all on and off periods occurring in the intensity trace. Similarly, one can evaluate the intensity correlation function, but by analyzing on- and off-time durations both on-to-off and off-to-on kinetics can be evaluated separately. Based on a histogram of the number of photon counts per time bin (see Fig. 1), a threshold can be defined that separates the emissive behavior from the non-emissive behavior.

In Fig. 2 we show the probability densities for the off-period and on-period durations for the molecule in Fig. 1. Both quantities are displayed on double logarithmic axes and can be seen to span a broad range of decades on both axes. We observe a clear log-log dependence of the probability density for both off- and on-time durations, as indicated by the straight lines. Thus, both probability densities obey a power law \( \sim t^{-\alpha} \) behavior, where the power exponent \( \alpha \) may be different for the off times compared to the on times. In the remainder of this paper, we will be concerned with the determination of \( \alpha \) from experimental data.

III. THE MLE ALGORITHM

Maximum likelihood estimation has been described before in relation to problems such as analyzing single-exponential lifetime data, polarization modulation data, and constrained single-molecule data. Here, we are concerned with extracting the power exponent from power-law distributed data and as such we will limit our description to the implementation of the MLE procedure for this case. The power-law distributed probability is characterized by a prefactor \( A \) and a model exponent \( \alpha \),

\[
P(t) = A t^{-\alpha}.
\]

A measurement yields a finite set of \( N \) discrete data points \( \{t_i\} \), with \( i = 1, \ldots, N \). Here, the \( \{t_i\} \) are the sets of observed on or off times in a single-molecule trace. The observable range of data points is limited by the experimental time resolution \( t_{\text{min}} \) and the time window of the experiment, \( t_{\text{max}} \). The prefactor \( A \) is set by requiring normalization,

\[
\int_{t_{\text{min}}}^{t_{\text{max}}} P(t) dt = 1.
\]

Thus, we get for Eq. (1)

\[
P(t) = \frac{\alpha - 1}{t_{\text{max}} - t_{\text{min}}} (t_{\text{min}} - t)^{1-\alpha}.
\]

The likelihood function \( L \) in terms of the model parameter \( \alpha \) is constructed by multiplying the probabilities of all data points \( t_i \),

\[
L(\alpha) = \prod_i P(t_i|\alpha).
\]

The best estimate for \( \alpha \) given the data set \( \{t_i\} \)) can now be retrieved by maximizing \( L \) with respect to \( \alpha \). This maximization is equivalent to maximizing the logarithm of \( L \), so we can take

\[
\left. \frac{\partial \ln L(\alpha)}{\partial \alpha} \right|_{\alpha=m} = 0.
\]
Here and in the remainder of this paper, we use α to denote the model power exponent and m for the best estimation given the data set \{t_i\}. Using Eqs. (3) and (4), Eq. (5) can be rewritten as

$$\frac{1}{N} \sum_{i=1}^{N} \ln(t_i) = \left( \frac{\partial}{\partial \alpha} \left\{ \ln \left( \frac{\alpha - 1}{t_{\min}^{\alpha} - t_{\max}^{\alpha}} \right) \right\}_{\alpha=m} \right).$$  \hspace{1cm} (6)

Now, on the left-hand side of Eq. (6), we encounter a simple summation over all data points \{t_i\}. Performing the differentiation on the right-hand side and presuming m ≠ 1 lead to

$$\frac{1}{N} \sum_{i=1}^{N} \ln(t_i) = \frac{1}{m-1} + \frac{[\ln(t_{\min})]^{1-m} - [\ln(t_{\max})]^{1-m}}{t_{\min}^{1-m} - t_{\max}^{1-m}}. \hspace{1cm} (7)$$

In general, the experimental time window spans several orders of magnitude so that \(t_{\max} \gg t_{\min}\). Scaling all \(t_i\) with \(t_{\min}\), taking \(t_{\max}/t_{\min} \rightarrow \infty\), and \(m > 1\), we have

$$m = 1 + \frac{1}{S}, \hspace{1cm} (8)$$

$$S = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{t_i}{t_{\min}} \right).$$

Equation (8) shows that the maximum likelihood estimate \(m\) for the power exponent \(\alpha\) can be obtained by a simple summation over all individual data points. No binning, e.g., to build a histogram or probability density, is necessary. Thus, the MLE estimate for \(\alpha\) can be retrieved in a simple and computationally fast way from the series of on or off times.

Now, we are interested in the accuracy and statistical error contained in the MLE result in Eq. (8) as a consequence of the use of a finite \(N\)-sized data set. We have seen in Eq. (8) that the information retrieved from the data series is contained in the factor \(S\), which is simply the expectation value \(S = \langle \ln(t_i/t_{\min}) \rangle\). Calculation of \(\langle \ln(t_i/t_{\min}) \rangle\) over a power-law probability density with exponent \(\alpha\) yields the obvious result

$$\langle S \rangle = \frac{1}{\alpha - 1}. \hspace{1cm} (9)$$

Similarly, we can calculate the second order moment for \(S\) for which we find \(\langle S^2 \rangle - \langle S \rangle^2 = (\alpha - 1)^{-2}\). For a data set consisting of \(N\) data points \(\{t_i\}\), we thus have for the standard deviation of \(S\)

$$\sigma_s = \frac{1}{(\alpha - 1) \sqrt{N}}. \hspace{1cm} (10)$$

We are interested in the expectation value \(\langle m \rangle\) and the standard deviation \(\sigma_m\). A single measurement yields a series of \(N\) data points \(\{t_i\}\), from which the value \(S_j\) is calculated according to Eq. (8). Thus, with \(S_j\) we denote the outcome of a single measurement on a system characterized by power exponent \(\alpha\). Performing multiple measurements on the same system and averaging over all measured \(S_j\) result in the average \(\langle S \rangle\) given in Eq. (9). Now, the \(S_j\) will deviate from the average \(\langle S \rangle\) with standard deviation \(\sigma_s\) given in Eq. (10), and we write \(S_j - \langle S \rangle = dS\). Note that \(\langle (dS)^2 \rangle = \sigma_s^2\). With \(S_j\), we calculate the power exponent estimate \(m_j\), for which we have \(m_j = 1 + 1/S_j\). With \(m_j = 1 + 1/S_j\), we find

$$\langle m \rangle + dm = 1 + \frac{1}{\langle S \rangle + dS}. \hspace{1cm} (11)$$

For the last term on the right-hand side of Eq. (11) we can perform a Taylor expansion around \(\langle S \rangle\),

$$\frac{1}{\langle S \rangle + dS} = \frac{1}{\langle S \rangle} - \frac{dS}{\langle S \rangle^2} + \frac{(dS)^2}{\langle S \rangle^3} + \text{h.o.t.} \hspace{1cm} (12)$$

Here, h.o.t. stands for higher order terms. Now, we can find the expectation value for \(m\) by averaging over all possible \(dS\) and using \(\langle dS \rangle = 0\),

$$\langle m \rangle = 1 + \frac{1}{\langle S \rangle} + \frac{\langle (dS)^2 \rangle}{\langle S \rangle^2} + \text{h.o.t.} \hspace{1cm} (13)$$

Combining Eq. (13) with the results in Eqs. (9) and (10) and neglecting all terms of order four and higher, we arrive at

$$\langle m \rangle = \alpha + \frac{\alpha - 1}{N}. \hspace{1cm} (14)$$

Furthermore, insertion of Eqs. (12) and (13) into Eq. (11) yields an expression for \(dm\), which, after squaring, averaging, and again neglecting higher order terms, leads to

$$\langle (dm)^2 \rangle = \frac{\langle (dS)^2 \rangle}{\langle S \rangle^4}. \hspace{1cm} (15)$$

Using Eqs. (9) and (10), and \(\sigma_m^2 = \langle (dm)^2 \rangle\), we arrive at an expression for the standard deviation of the power exponent estimate retrieved from an \(N\)-sized data set,

$$\sigma_m = \frac{\alpha - 1}{\sqrt{N}}. \hspace{1cm} (16)$$

Now, in Eqs. (14) and (16) we have expressions for the accuracy of the maximum likelihood estimate \(m\), and its statistical error margin \(\sigma_m\). We can see from Eq. (14) that the maximum likelihood estimator \(m\) defined in Eq. (8) very well approximates the true exponent \(\alpha\), but with an overestimation that is inversely proportional to the number of measured data points. Furthermore, the statistical error in the MLE result exhibits the usual \(1/\sqrt{N}\) dependency.

IV. CALCULATIONS

In order to evaluate and compare the accuracy of the MLE and LS techniques, both procedures were applied on sets of data points following a power-law distribution with known power exponent. To this end, we started with a series of random numbers \(\{x_i\}\), uniformly distributed over the interval \((0, 1]\). The random numbers were generated using either a random number generator or atmospheric noise. Both procedures yielded similar results. The data series \(\{x_i\}\) was transformed to a power-law \(t^{\alpha}\) distributed series by taking

$$t = x^{1/(1-\alpha)}. \hspace{1cm} (17)$$
As in Eq. (5), we will use $\alpha$ to denote the power-law exponent input to the transformation, which thus is the “ideal” model power exponent. Similarly, the estimates retrieved from the finite series of random numbers will be denoted by the symbol $m$. Note that after the transformation in Eq. (17), we have $t_{\min} = 1$.

For evaluation of the MLE procedure a series of in total $N_{\text{tot}} = 10^5$ random numbers was drawn from a power-law distribution with exponent $\alpha$ using Eq. (17). The estimator $m_{\text{MLE}}$ was then calculated according to Eq. (8). To investigate the accuracy of $m_{\text{MLE}}$ as a function of data size $N$, the total series was divided into $N_{\text{tot}}/N$ subseries of size $N$. For each subseries $m_{\text{MLE}}$ was calculated. One of the advantages of the MLE procedure is that it can be performed directly on the sequence of on and off times. In an experimental situation, however, all data are usually binned in terms of the time resolution $t_{\min}$. Both these situations will be compared and we will refer to the MLE result on the sequence generated using Eq. (17) as the “exact times” result. The binning was performed by rounding the exact times series to the nearest integer multiple of $t_{\min}$ and these will be denoted as the “binned times.”

The LS procedure was similarly evaluated as a function of $N$ using a master series of $N_{\text{tot}} = 10^6$. The procedure for extracting $m_{\text{LS}}$ is illustrated in Fig. 3(a). First, a frequency histogram is constructed and normalized to assess the measured probability for the occurrence of a specific time in the $N$-sized data set. As can be seen in Fig. 3(a), the long range of the power-law distribution leads to a three order of magnitude tail in the histogram with single encounters. The power-law exponent can now be assessed by introducing an (arbitrary) cutoff to remove the single-event bins from the histogram and analyzing the linear regime only, but the statistical information contained in these rare events can better be used by calculating the corresponding probability density, i.e., scaling the histogram data to the surrounding interval in which there was no event. Clearly, from the probability density in Fig. 3(a), the power-law dependency and the full range of the data set are immediately evident. The LS estimator for the power exponent is now retrieved by least-squares fitting of the log-log transformed probability density depicted in Fig. 3(a).

**V. RESULTS AND DISCUSSION**

**A. Comparison between MLE and LS**

Using the procedure outlined before, we have assessed the accuracy of the MLE and LS procedures in reproducing model power exponents as a function of data set size. In Fig. 4, we plot the distribution of power exponent estimators as a function of data set size for both methods. In both cases, the underlying power exponent had a value of $\alpha = 1.5$. For every value of data set size $N$, the distribution of $m_{\text{MLE}}$ can be seen to be markedly broader than the distribution of $m_{\text{MLE}}$. Even more important, whereas the distribution of $m_{\text{MLE}}$ is correctly centered around $m_{\text{MLE}} = 1.5$ for every $N$, the distribution for $m_{\text{LS}}$ is seen to be shifted towards $m_{\text{LS}} = 1.4$ for all values of $N$. Thus, the LS procedure underestimates the actual value of the power exponent. This underestimation persists even up to $N = 10^5$, for which we find a MLE estimator of $m_{\text{MLE}} = 1.502$. The LS result over the entire data series gives $m_{\text{LS}} = 1.42$ for $N = 10^6$ indicating persistent underestimation. Furthermore, for exponents differing from $\alpha = 1.5$, similar underestimation in the LS estimator is found. For instance, for $\alpha = 1.2$ and $\alpha = 1.7$, we find $m_{\text{LS}} = 1.14$ and $m_{\text{LS}} = 1.58$, respectively, with $N = 100$ and averaged over 1000 data sets.

In the example that we have given on the LS procedure in Fig. 3(a), the underestimation is also apparent: LS fitting of the log-log transformed probability density gives an estimator of $m_{\text{LS}} = 1.37$, compared to an input value of $\alpha = 1.50$. We can compare the data set to both the power-law models with $\alpha = 1.50$ and $\alpha = 1.37$, respectively, by looking at the cumulative distributions [Fig. 3(b)]. This procedure is known as the Kolmogorov-Smirnov test, which is commonly used to test the equivalence of two data sets or a data set and a model. The cumulative distribution gives, for every value of $t$, the fraction of data points with a value smaller than or...
equal to $t$. In the lower panel of Fig. 3(b), the cumulative distribution of the $N=50$ data series used in Fig. 3(a) is given, together with the expected distributions for $\alpha=1.50$ and $\alpha=1.37$, respectively. As can be seen, the $\alpha=1.37$ result well reproduces the data cumulative distribution in the middle region. Here we find closely spaced bins with a single or few events and this is where the unequal distribution of statistical noise by the log-log transformation is manifested. For the statistically reliable first data points, as well as for the tail of the distribution, the $\alpha=1.37$ result deviates considerably from the data cumulative distribution. In contrast, the $\alpha=1.50$ result better represents the behavior at the low and high ends of the distribution. This is also apparent from the top panel in Fig. 3(b), where the difference $\Delta$ between the data cumulative distribution and both models is given. Whereas for $\alpha=1.37$ $\Delta$ is bound to positive values only, $\alpha=1.50$ gives a more evenly distributed difference with a smaller $\Delta_{\text{max}}$, indicating a larger significance $^{32}$ for the correspondence between data and model: for $m=1.50$, we have $\Delta_{\text{max}}=0.103$ with a significance of 64%, compared to $\Delta_{\text{max}}=0.168$ with a significance of 14% for $m=1.37$. Thus, from the evolution of the cumulative distributions and $\Delta$, we see that indeed the LS result is biased by the statistical noise in the bins with a low number of events.

The bias in the LS result can be overcome by applying a nonlinear binning scheme in the construction of the frequency histogram. In Fig. 4(c) we present the distribution of power exponents retrieved by performing a logarithmic binning of the data followed by least-squares fitting (LBLS) of the probability density. The distributions are, especially for low $N$, markedly asymmetric, but contrary to the LS results in Fig. 4(a), the distribution average approaches $m_{\text{LBLS}}=1.5$ for all $N$. Comparing the distributions in Fig. 4(c) with the MLE results in Fig. 4(b) we can clearly see that the MLE distributions are not only symmetric around their mean value, but that these distributions are also markedly narrower than the distributions of the LBLS results. Thus, the MLE procedure appears to have smaller statistical error margins than the LS method.

In order to better illustrate the differences between MLE, LS, and LBLS results in Fig. 4, we directly compare the distributions of $m_{\text{MLE}}$, $m_{\text{LS}}$, and $m_{\text{LBLS}}$ retrieved from evaluating 500 (MLE) and 5000 (LS, LBLS) data sets of $N=200$ data points each. This comparison is given in Fig. 5. The bias in the LS results is again clearly visible, while the MLE results are centered around $\alpha=1.50$. The LBLS removes the bias in the LS result, but maintains the asymmetry and width of the LS distribution. Thus, apart from a better convergence of MLE results towards the correct power exponent, the MLE results also have a reduced statistical error.

In Fig. 6, we show the average estimator as a function of data set size for both estimation procedures in red. Again, the bias in the LS results is clearly visible, and more importantly, it can be seen that with increasing data set size, the average power exponent estimator diverges from the actual model parameter $\alpha=1.50$. The use of logarithmic binning removes this underestimation and the LBLS average estimator shows slight deviations from $\alpha=1.50$, around 0.01 in magnitude, for all $N$ investigated. In Fig. 4(c) we have seen that the distribution of $\hat{m}_{\text{LBLS}}$ estimators is asymmetric around the distribution maximum, especially for smaller data set sizes. Here, we see that the LBLS distribution average closely reproduces the value of $\alpha=1.50$ even for small $N$, while in Fig. 4(c) the distribution maximum for, e.g., $N=50$
is found to be around $m = 1.41$. Thus the values retrieved with LBLS are spread over a wide range and, as we will see below, this indeed leads to a considerable statistical error in the LBLS result.

The average estimator retrieved with MLE on the other hand, rapidly and consistently converges towards $1.50$ with increasing data set size. For data sets containing as few as $50$ data points, the average exponent retrieved with MLE shows a slight, about $0.5\%$, deviation from the model value. This deviation is manifested as a slight overestimation, in line with the analytical result in Eq. (14). Apart from the fact that the overestimation is as small as $0.5\%$ for $N = 50$, we can also see in Fig. 6 as well as in Eq. (14) that it rapidly decreases to zero with increasing data set size. We will compare the numerical results in more detail to the analytical expressions in Eqs. (14) and (16) in Sec. V B. Here, we will focus on the comparison between MLE, LS, and LBLS procedures. Clearly, the MLE procedure constitutes a more reliable estimation technique for extracting power-law blinking exponents than LS fitting of the logarithmically transformed probability density.

Apart from the average retrieved exponents, also indicated in Fig. 6 are the standard deviations of the distributions of $m_{\text{MLE}}$, $m_{\text{LBLS}}$, and $m_{\text{LS}}$. These constitute a measure for the statistical error in these procedures as a function of data set size. While we have seen before that the LBLS yields, on average, a more accurate estimation of the true power exponent than LS, here we see that the error in the $m_{\text{LBLS}}$ values is similar to or larger than that in the $m_{\text{LS}}$ values. For both these procedures the error margins are consistently two to three times larger than for the MLE procedure. With the MLE technique, we see that the result is already reliable up to the first decimal for data set size as small as $N = 50$. Furthermore, we can see that the statistical error for $m_{\text{MLE}}$ converges an order of magnitude in data set size faster to zero than for $m_{\text{LS}}$. Thus, we conclude that the MLE procedure is superior in retrieving the correct model exponent and reducing the statistical error involved in the estimation.

### B. MLE accuracy and error margins

We now investigate the MLE accuracy in more detail. One of the advantages of the MLE procedure is that it can be performed directly on the “exact times” sequence, while the LS methods need additional binning in the construction of a probability density function. In practice, however, experimental data are binned by the time resolution $t_{\text{min}}$ and this binning will influence the MLE. We want to stress that this binning procedure is inherent to the experimental situation and that the LS and LBLS procedures would still need additional binning in construction of the probability density.

In Fig. 7, we present the results of MLE calculations on “binned times” sequences. The binned times MLE result is
seen to follow the same consistent convergent behavior upon increasing data set size as the exact times MLE but with a small additional overestimation. The deviation from the actual exponent $\alpha=1.5$ is comparable to the LBLS result. The statistical error in the binned times MLE result is, however, hardly affected by the binning and, thus, like the exact times MLE result, considerably smaller than with the LBLS procedure. As with the exact times result, the power exponent is already correctly estimated up to the first decimal for data set size of $N=50$.

Before, we have seen that the statistical error margins are particularly important for data set size below $N=1000$. All investigations thus far have been performed for power-law distributions with exponent $\alpha=1.5$. We will now investigate the accuracy and error margins of the MLE procedure as a function of the power exponent and compare the numerical results with the analytical expressions in Eqs. (14) and (16) derived before. For $\alpha$ ranging from 1.1 to 3.0, we have applied the same procedure as before and thus determined the distribution of retrieved exponents $m_{\text{MLE}}$ for data set size $N=50$, 100, 200, and 400, respectively. First, we will focus on the results of exact times sequences.

The relative deviation of the average $\langle m \rangle$ with respect to $\alpha$ is depicted in Fig. 8(a). There is a small overestimation for almost all $\alpha$ that grows with increasing $\alpha$, but this remains below 1.5% even for the smallest data set size of $N=50$. This overestimation is very well represented by Eq. (14), the results of which are indicated in Fig. 8(a) by the solid lines. When the number of data points increases to above 100, this overestimation rapidly decreases to below 0.5% for all $\alpha$ and thus becomes nearly negligible.

In Fig. 8(b), we show the relative full width at half maximum of the distribution of power exponent estimates, again as a function of both $\alpha$ and $N$. This provides a measure of the statistical error of the MLE procedure. We observe an increase of the relative error with increasing $\alpha$, but again, the errors remain relatively small, below 10% for data set size as small as 50 points, and furthermore, rapidly decrease with growing data set size. Like the result for the overestimation of $\alpha$, the statistical errors retrieved from our calculations smoothly follow the result obtained from Eq. (16), which is indicated by the solid lines. For the smallest value of $\alpha$ investigated, $\alpha=1.1$, we observe a slight increase in the statistical error for a larger data set size together with a deviant underestimation. This is probably due to the increased probability of observing events in the tail of the power-law distribution. In any case, for this $\alpha$, the underestimation and the statistical error are, in absolute values, limited to $-0.006$ and 0.02, respectively, which will in general be negligible compared to measurement errors.

The results for binned times sequences are displayed in Fig. 9. With respect to the accuracy of the average estimator in Fig. 9(a), we again observe the overestimation of the power exponent due to the data binning. For values around $\alpha=1.5$ this overestimation remains relatively small, about 1% of the power exponent, and comparable to the analytical result for the exact times series. For increasing above $\alpha=1.6$ the overestimation in the binned times result grows more rapidly than for the exact times, but remains limited to at maximum 3% for $\alpha=2$. With $\alpha$ rising above $\alpha=2$, this overestimation rapidly increases from about 8% for $\alpha=2.5$ up to almost 15% for $\alpha=3.0$. This behavior is intrinsic to the binning process as it is seen to be hardly dependent on the data set size. Regarding the power-law blinking of single emitters, most data and models reported so far indicate power exponents in between $\alpha=1.0$ and $\alpha=2.0$. The overestimation by MLE in this range remains below 3%, which is negligible compared to the bias in the LS estimator observed before and comparable to the fluctuating bias in the LBLS estimator.

Next, we turn to the relative statistical error in the binned times MLE results, which is depicted as a function of $\alpha$ in Fig. 9(b). Comparing the binned times results with the exact times results in Fig. 8(b), we can see that the two figures mainly differ for $\alpha>2.0$. For the exact times result we observed a flattening of the growth of $\sigma_m/\alpha$ in this region corresponding to the $(1-\alpha^{-1})$ dependency that results from Eq. (16), while for the binned times $\sigma_m/\alpha$ increases almost in linear dependency with $\alpha$. For the range of $1.0<\alpha<2.0$, which is most relevant for blinking chromophores, however, the differences between the error margins of the exact times
C. Assessment of power-law behavior

Finally, we want to note on the use of the maximum likelihood estimator derived in this paper and the assessment whether or not the data set actually obeys a power-law relationship. One of the aforementioned advantages of the MLE procedure is that the calculation given in Eq. (8) can be easily performed directly on the data set, contrary to LS procedures. However, this calculation will have an outcome for any underlying distribution and although many distributions will render results that are far off with respect to the expected range of power exponents ($\alpha \approx 1.5$), the maximum likelihood estimator in itself does not prove whether or not data are actually distributed according to a power-law model. This can be illustrated with a single-exponential (SE) distribution $P(t) \sim e^{-\gamma t}$, for which it can be easily seen that Eq. (8) gives results around 1.5 if $\gamma \approx 1/3$. The significance of the power-law behavior can be separately assessed by evaluation of the probability density, as in Fig. 3(a), or by applying a Kolmogorov-Smirnov test, as in Fig. 3(b). In the evaluation of a large amount of data sets these procedures, however, become quite laborious. Here, we want to present a simple mathematical procedure that in these circumstances can be applied to quickly detect possible deviations from the power-law model.

Taking a closer look at Eq. (8), we see that the last term on the right-hand side is equivalent to the expectation value $\langle \ln(t) \rangle$ over a power-law distribution, where $t=t/t_{\text{min}}$ denotes the measured time scaled to the time resolution. Equivalently, we can derive expressions for the expectation values of a variety of other data functions, provided that these expectation values yield a finite result over the power-law distribution. An example of such a function is $t^k$, for which we can derive

$$\langle t^k \rangle = \int_1^\infty t^k t^{-\alpha} dt = 1 - \frac{k}{k + \alpha - 1}. \quad (18)$$

With Eq. (18) we find an estimator $m_k$ for $\alpha$ that can be calculated by evaluating the expectation value $\langle t^k \rangle$ over the data set,

$$m_k = 1 - k - \frac{k}{\langle t^k \rangle - 1}. \quad (19)$$

In the case of power-law behavior Eq. (19) gives a result comparable to $m_{\text{MLE}}$, while for other data distributions the $m_k$ rapidly run to values an order of magnitude different from $m_{\text{MLE}}$. In Fig. 10 we show the average estimator $\langle m_k \rangle$ retrieved by evaluating 2000 random power-law distributed sequences of size $N=50$. For $k=0$ we list the result for $\langle m_{\text{MLE}} \rangle$. The $\langle m_k \rangle$ on exact times sequences give results similar to $\langle m_{\text{MLE}} \rangle$, and, in fact, the slight overestimation in the MLE result for $N=50$ is found to decrease for $\langle m_k \rangle$ with increasing $k$. This is due to the fact that the $m_k$ estimator, because of its $t^k$ dependency, is less sensitive to undersampling in the tail of the distribution. For the binned times data series, the average $m_k$ estimators for increasing $k$ gradually rise with respect to the MLE result and we observe a similar behavior for the standard deviation, which rises to about 10% for $k=5$. For the exact times series, the behavior of the $m_{\text{MLE}}$ with respect to the sequence of $m_k$ provides a unique indication for power-law behavior: for other distributions, including the $\gamma=1/3$ SE distribution mentioned above, either the MLE result or the sequence of $m_k$ estimators give widely differing values. For a SE distribution it can, e.g., be easily

---

FIG. 9. (Color online) (a) Relative accuracy of the MLE procedure applied to sequences of binned times. The overestimation of the power exponent due to the use of binned times is persistent for each data set size and rapidly increases for $\alpha > 2$. The black solid line indicates the theoretical result for "exact times" for $N=50$ [following Eq. (14)]. (b) Relative statistical error in the MLE procedure on binned times. The solid lines indicate the theoretical relative standard deviation [Eq. (16)] for exact times for $N=50$ (black), 100 (green), 200 (red), and 400 (blue). Compared to the exact times result, the statistical error is mostly affected by the binning procedure for $\alpha > 2$. estimator and the binned times estimator are negligible, corresponding to the observations for $\alpha = 1.5$ in Fig. 7. For both exact times as well as for binned times, the relative standard deviation of the estimators remains below 8% for $N=50$ and below 5% for $N=200$. Thus, we see that the observations made for $\alpha = 1.5$ on the accuracy and reliability of the MLE procedure hold for the range of $1.0 < \alpha < 2.0$ and can to good approximation be represented by the analytical expressions in Eqs. (14) and (16). Care should be taken for values $\alpha > 2.0$, where the overestimation due to data binning as well as the statistical error margins rapidly increase and an assessment of their magnitude, as presented here, becomes indispensable in the interpretation of retrieved power exponents.
seen that the sequence of \( m_k \) rapidly decays to \( m_k = 1 \), irrespective of the value of \( n_{\text{MLE}} \).

For the binned times, the situation more commonly encountered in experiments, the ability of the \( m_k \) estimators to detect power-law behavior is less straightforward because of the less consistent behavior of the sequence of \( m_k \) estimators and their increasing standard deviation observed in Fig. 10. Here, however, most distributions again show very different behavior from the typical power-law behavior illustrated in Fig. 10. In these situations, either \( n_{\text{MLE}} \) or the \( n_k \) sequence display values differing over an order of magnitude, while the power-law distribution shows an upward trend bounded approximately to \( m_{\text{MLE}} + 1 \). This bounded upward trend is illustrated in Fig. 11 for five different random “binned” data sets \((N=50)\) for an \( \alpha = 1.5 \) power law. Also indicated in Fig. 11 is the behavior of five random data sets from a SE distribution with \( \gamma = 1/3 \). As can be seen, the MLE \((k=0)\) results on both distributions are similar for all data sets. For the sequence of \( m_k \) estimators on the five SE distributed data sets, we observe a rapid and consistent decay to \( m_k = 1 \) with increasing \( k \) for all data sets. This behavior is typical for SE distributions. The power-law data sets, on the other hand, show the typical rising behavior that was indicated by the MLE estimators to \( k = 1 \) or the right axis, blue dashed lines, all five curves fall on each other. At \( k=0 \) the MLE result is indicated.

Detection of these constraints still requires (visual) inspection of the on- and off-time probability densities and subsequent selection of the appropriate range over which power-law behavior is observed. With respect to short time scale triplet blinking, this can simply be done by applying a millisecond time scale binning to the intensity trace, thus averaging out all triplet kinetics (cf. Fig. 1).

VI. SUMMARY AND CONCLUSIONS

In this paper, we have analyzed the accuracy of estimation routines for extracting the power exponents from power-law distributed data such as single-emitter blinking times. Sequences of power-law distributed random numbers were generated and the power exponent was estimated by least-squares fitting of the log-log transformed probability density and by using a maximum likelihood procedure. We have demonstrated that least-squares fitting exhibits a severe underestimation of the actual power exponent. This underestimation can be circumvented by applying a logarithmic binning scheme prior to construction of the probability density or by using the maximum likelihood procedure. The maximum likelihood procedure already correctly predicts the power exponent for data set size as small as 50 numbers and was found to be superior in both estimating the correct power exponent as well as in reducing the statistical error. Furthermore, this procedure involves only a simple summa-
tion, given in Eq. (8), over the series of (power-law distributed) data points and can thus be performed in an easy and fast way.

For the maximum likelihood procedure, we have numerically and analytically investigated the accuracy and error margins of the estimation result as a function of both data set size and power exponent. For data consisting of “exact times,” these results are displayed in Fig. 8, and the analytical expressions are given in Eqs. (14) and (16). We observed a very good correspondence between the numerical data and the analytical expressions. For a data set size as small as 50 numbers there is a slight overestimation of the power exponent, which increases when the exponent increases. This overestimation decays as 1/N with data set size N and its magnitude can be evaluated using Eq. (14). For N=50, the overestimation is less than 1% for power exponents in between α=1.0 and α=2.0, and becomes negligible when the data set size increases above 100 numbers.

For “binned times,” i.e., data limited by a finite experimental time resolution, the numerical results are displayed in Fig. 9. Using Eqs. (14) and (16), together with Figs. 8 and 9, the accuracy and error margins of experimentally obtained power exponent can be evaluated. For binned times there is an additional small overestimation of the power exponent by about 2% for all data set sizes, which rapidly increases for α>2.0. The statistical error in the maximum likelihood result for 1.0<α<2.0 is below 8% for a data set size of only 50 numbers and decays further to below 5% for 200 numbers. For α<2.0 the statistical error margins for binned data can to good approximation be evaluated using the exact times result of Eq. (16).

Using maximum likelihood estimation it should be readily possible to determine blinking exponents up to first decimal even when data set size is limited, e.g., due to photobleaching of organic fluorophores. Power-law blinking in the fluorescence of organic molecules has only recently been reported, its detection being seriously hindered by the low amount of observable long-time scale events before photobleaching. So far, data have been mainly analyzed by adding blinking data from multiple molecules.9,12,20

The maximum likelihood procedure presented here can be used to investigate this phenomenon at the level of single emitters.9,12,20 Furthermore, given the relative error margins presented in Fig. 9(b), one can establish whether a distribution of exponents retrieved from several single emitters is homogeneous, i.e., exhibits a universal value of α, or is heterogeneous. Recently, there have been indications that in quantum dot blinking the on state is not adequately described by a simple one state picture, but rather consists of multiple or even a continuous distribution of on states characterized by different luminescence intensities and lifetime levels.15,40 The different on states then result from different charge distributions surrounding the quantum dot. The multitude of on states then explains the power-law dependence observed when a simple two state on/off model is applied to the intensity trace. We want to note that it is this resulting power-law behavior that can be evaluated using the MLE procedure. Only when multiple levels can be unambiguously defined can the MLE procedure be applied to analyze the distribution of durations of each of these levels. Dynamic effects in the power-law distribution could be probed by applying the MLE procedure to small subsets in the intensity trace and comparing the width of the distribution of retrieved exponents to the calculated distributions presented here. Finally, we want to note that data in many other research areas exhibit power-law frequency distributions such as links and site sizes on the world wide web,41 baby name giving,42 human dynamics,43 journal references,44 and earthquake data.45 The results presented above can be applied in the study of any system displaying power-law behavior.
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