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ABSTRACT

One of the keywords that describe next-gen-
eration wireless communications is “seamless.”
As part of the e-Japan Plan promoted by the
Japanese Government, the Multimedia Integrat-
ed Network by Radio Access Innovation project
has as its goal the development of new technolo-
gies to enable seamless integration of various
wireless access systems for practical use by 2005.
This article describes a heterogeneous network
architecture including a common tool, a com-
mon platform, and a common access. In particu-
lar, software-defined radio technologies are used
to develop a multiservice user terminal to access
different wireless networks. The common plat-
form for various wireless networks is based on a
wireless-supporting IPv6 network. A basic access
network, separated from other wireless access
networks, is used as a means for wireless system
discovery, signaling, and paging. A proof-of-con-
cept experimental demonstration system will be
available in March 2002.

INTRODUCTION
Since the late 1980s, the use of second-genera-
tion mobile communication services has been
explosively expanding worldwide. More and
more wireless communication systems such as
IEEE 802.11a/b wireless LAN, Bluetooth, IMT-
2000, and fixed wireless access (FWA) systems
are coming into our lives, providing us more
convenient ways to access the Internet and com-
municate with one another. Looking at the spec-
trum of frequencies ranging from several tens of
megahertz to several tens of gigahertz, we find
that there are dozens of (digital) communication
systems. These ubiquitous systems are indepen-
dently designed, implemented, and operated
(Table 1) to meet different requirements for
mobility, data rates, services, and so on. Some (if
not all) of these systems can simultaneously pro-

vide services at a specific geographic location,
creating a heterogeneous wireless environment
for users in overlaid service areas. The seamless
integration of heterogeneous wireless systems
will bring about a revolution in the wireless com-
munications industry that will affect vendors,
service/application/context providers, policy mak-
ers, and users.

With the adoption of IMT-2000 in Japan,
researchers in both academia and industry
have begun to show more and more interest in
new-generation wireless communication net-
works. Japanese government adopted the so-
called e-Japan Strategy in early 2001, including
an explicit goal for wireless communications: to
create an IPv6-based high-speed wireless Inter-
net access environment and to enable seamless
mobile communication services. The e-Japan
Plan to achieve this goal requires developing
fourth-generation mobile communication sys-
tems that will support a data rate as high as
100 Mb/s in a vehicular environment by 2010
and key technologies for the seamless integra-
tion of various wireless access systems for prac-
tical use by 2005. MIRAI (Japanese for future,
and an acronym of Multimedia Integrated net-
work by Radio Access Innovation), a project
we at the Communications Research Laborato-
ry are working on, is  one of the Japanese
national projects of the e-Japan Plan for the
seamless integration of heterogeneous wireless
systems.

Although the terms broadband and seamless
are the main keywords for next-generation
wireless networks, it is still unclear what these
networks are. Figure 1 shows our understand-
ing of the meaning of generation. We have no
doubt about the meaning of second- and third-
generation systems/networks. However, fourth-
generation wireless networks should include
not only new-generation cellular systems but
also other new broadband wireless access sys-
tems such as ITS, HiSWAN, high-speed wire-
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less LAN, and high-altitude platform station
(HAPS). That is, fourth-generation wireless
networks should be heterogeneous networks
that support multiple broadband wireless access
technologies and global roaming across systems
constructed by individual access technologies.
Table 2 summarizes our understanding of a
heterogeneous network.

Research on software-defined radio (SDR)
technologies has shown that wireless physical
layers can be created dynamically by introducing
a code into programmable radio with tunable
front-ends. An SDR-based user terminal may
provide a common tool for users to access a het-
erogeneous network supported by different wire-
less access technologies. On the network side, a
common platform is required to integrate differ-
ent wireless access systems into a heterogeneous
network. The Internet provides such a common
platform, and the IPv6 technologies are poten-
tial technologies for network construction. Theo-
retically, with an SDR-based air-interface-
reconfigurable user terminal and an IPv6-based

heterogeneous network, a service can be deliv-
ered via the wireless access network most effi-
cient for that service.

As shown in Table 1, different wireless access
systems are distributed in spectrum. It takes time
and consumes battery power to find an available
and preferable wireless access system(s) at the
place where the user is even with a reconfig-

■ Figure 1. A definition of generations for wireless networks.
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■ Table 1. Various wireless access systems, especially in Japan.

Mobility/frequency Static Pedestrian Vehicle

< 1 GHz 2G cellular
Two-way pager, MCA

1–3 GHz WLAN(802.11b), Bluetooth, PHS, DECT 2G/3G cellular, LEO
WPAN, VSAT

3–20 GHz WLAN (802.11a). BRAN, HiSWANa BRAN, HiSWANa 4G cellular, ITS

Up to 60 GHz FWA, mm-wave WLAN, HAPS, HiSWANb HAPS, HiSWANb ITS, HAPS

BRAN: Broadband radio access network; DECT: digital enhanced cordless telecommunications; HAPS: high
altitude platform station; HiSWAN: high-speed wireless access network; ITS: intelligent transportation sys-
tem; LEO: low earth orbit; MCA: multi channel access; mm-wave: millimeter wave; PHS: personal handy-
phone system; WLAN: wireless LAN; WPAN: wireless personal area network; VSAT: very small aperture
terminal.

■ Table 2. Definition of heterogeneous network.

Network Same wireless Different wireless
with/in access technology access technologies

Same administrative Homogeneous Heterogeneous 
domain (company) (limited services,

easy implementation)

Different administrative Heterogeneous Heterogeneous 
domains (companies) (limited services, (general services,

complicated most complicated
implementation.) implementation)
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urable SDR terminal. Supporting heterogeneous
paging, vertical handoff, and so on is also techni-
cally quite difficult. We propose a basic access
network that provides a common access function
for all wireless access systems used for service
delivery in a heterogeneous network to support
heterogeneous paging, location update, wireless
system discovery, vertical handoff, and so on.
The basic access network may have a cellular
configuration with a low-data-rate but reliable
communication channel. Each base station will
have a much wider service area than do the base
stations in other wireless access systems.

With the goal to design a flexible and open
architecture suitable for a variety of different
wireless access technologies, as well as for appli-
cations with different QoS requirements and dif-
ferent protocols, the MIRAI project focuses on
the research and development of a common
tool, a common platform, and a common access.
The solution is based on an SDR-based multi-
service user terminal (MUT), an IPv6-based
wireless supporting common core network
(CCN), and a basic access network (BAN). This
article describes the MIRAI architecture.

The article is organized as follows. First, we
introduce the concept of a heterogeneous net-
work. Then we present an overview of related
work in the field of micromobility and quality of
service (QoS) mechanisms over the Internet. We
present the main concepts of our architecture,
describe the MIRAI architecture in detail, and
finally describe the challenges we meet when
implementing the architecture.

MODELS OF
HETERGENEOUS NETWORKS

There are several architectures using multiple
radio access networks (RANs). The main models
are illustrated in Fig. 2 by using two RANs, net-
works A and B. The main distinction between
these models is in the layer on which the RANs
communicate. Many derivatives of these models
are possible (e.g., [1, 2]).

TUNNELED NETWORKS

In this model a user has a service agreement
with the operators of several RANs indepen-
dently. Based on a certain policy, the optimal
network for the requested service is selected.
The connectivity between networks is based on
relatively high network layers of the Internet
(i.e., transport or session layers), which increases
the service latency. This system requires no
modification to existing access networks. More-
over, all the networks have their own infra-
structure (e.g., signaling, handover, and billing).
This makes it very difficult for existing network
systems to cooperate efficiently.

HYBRID NETWORKS
In this model we have a hybrid core that inter-
faces directly between RANs and the Internet.
In this model RANs implement the network
layer and the layers below. The advantages of
this model include fewer duplicate functions and
more advanced services at the network or data
link layer (e.g., it can provide a better handover
between RANs).

HETEROGENEOUS NETWORKS
In this model there is a CCN that deals with all
network functionality and operates as a single
network. Different RANs handle only those
tasks that are specifically related to a certain
radio access technology. In general, wireless
access radio incorporates the physical and data
link layers only. Communication between RANs
belonging to the same CCN is based on lower
network layers (link or network). This reduces
the overhead and improves network perfor-
mance. A major challenge here is that different
RANs must converge, which requires much
effort to standardize the networks and a com-
mitment from business to support this stan-
dardization.

Note our differentiation between hybrid and
heterogeneous networks. Various kinds of
architectures are often referred to as hybrid [2].
We prefer to call them heterogeneous to stress

■ Figure 2. Architecture models.
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the fact that there can be multiple networks
simultaneously, all working together. Hybrid
networks describe a more traditional view of
having multiple networks from which one can
be chosen for use.

RELATED WORK
Future wireless network infrastructures must
support a wide variety of users, applications,
and access needs. High-speed access can be
achieved by using small cells. However, as the
base station density increases, so will the hand-
off rates. Currently, related work is focusing on
the routing and handoff aspects of wireless net-
works. The Mobile IP protocol [3] supports
mobility transparently above the IP level and
allows nodes to change their location. Mobile IP
is generally seen as a macromobility solution; it
is less well suited for micromobility manage-
ment, in which a mobile host moves within a
subnetwork. A typical example of micromobility
is a handoff among neighbor wireless
transceivers, each of which covers only a very
small geographical area. Quite a few schemes
have been proposed to support micromobility
(e.g., Cellular IP [4], HAWAII [5]). The differ-
ence among all these schemes is related to the
mechanisms used to route packets within a local
(home or foreign) domain.

Related work on QoS over the Internet is
mainly based on integrated services [6] and dif-
ferentiated services [7]. Recently, there have
been a number of initiatives specifically related
to heterogeneous networks, but this research has
just begun [1]. Other related research mainly
focuses on hybrid network architectures or sup-
port for macromobility [8, 9]. Given that asyn-
chronous transfer mode (ATM) can support
QoS, there has been much interest in developing
wireless ATM technologies (e.g., [10]).

Current work merely provides solutions to
roaming mobile hosts by supporting protocols
for mobility. Heterogeneous networks may be
used, but more in a traditional sense of selecting
one or another. This is different from our view
of heterogeneous networks, in which mobile
hosts can communicate over one or more RANs
simultaneously.

CONCEPTS
A major challenge for the future-generation
wireless Internet is that the architecture will
have to be very flexible and open, capable of
supporting various types of networks, terminals,
and applications.

SYSTEM REQUIREMENTS
The fundamental goal is to make the heteroge-
neous network transparent to users. Another
goal is to design a system architecture that is
independent of the wireless access technology.
These considerations lead to the following
requirements:

Multiservice user terminal (MUT) for access-
ing different RANs: Having multiple wireless air-
interface modules (may be implemented by
either multimode air interfaces or an SDR-based
reconfigurable air interface), an MUT is capable

of using one or more specific air interface(s) to
access one or more available RAN(s).

Wireless system discovery: For an MUT at a
specific geographic location to use the RAN that
meets the user’s physical capability as well as the
utilization policy, it must discover how many RANs
are available in that area. This is an important but
sometimes difficult and time-consuming process.
Generally, three discovery methods are used: dis-
tributed (MUT searches for available RANs), cen-
tralized (the network announces how many RANs
are available), and a combination of both.

Wireless system selection: An important fea-
ture of a heterogeneous network is that an
MUT can select, from a number of available
RANs, the most appropriate one(s). The wire-
less system selection is based on both the user’s
utilization policy (e.g., price, data transmission
rate, battery life, service grade) and the current
traffic status of RANs (e.g., available band-
width, congestion status). The result is that each
service is delivered via the network most effi-
cient for this service.

Mobility management: The system must
enable QoS guaranteed seamless handover with-
in the same RAN (horizontal) and among differ-
ent RANs (vertical) through the development of
corresponding technologies.

Location update and paging: The system
must be RAN-independent and user-transpar-
ent; it must be secure and must enable low sig-
naling load, integrated controlling and managing,
and roaming-supported location update. Loca-
tion update technologies should enable hetero-
geneous paging for MUTs.

Simple, efficient, scalable, low-cost: All these
requirements are closely related to each other.
These requirements are of particular importance
in future picocellular networks in which one
access point should support up to several hun-
dred megabits per second. It is not efficient to
have many complex access points.

Energy-efficient: We expect that wireless IP
communicators will be switched on, ready for
service, and constantly reachable by the Internet.
This implies that such functions as maintaining
location information and wireless system discov-
ery should be energy-efficient (and bandwidth-
efficient). Cellular systems employ the notion of
passive connectivity to reduce the power con-
sumption of idle mobile hosts.

Secure: Mobile systems face a number of
security problems that do not exist in their sta-
tionary counterparts. Mobile hosts must update
their location while moving. These location mes-
sages make impersonation possible unless the
systems are secure. In systems and applications
where seamless handover is of primary impor-
tance, session keys used by mobile hosts must be
promptly available at the new base station (in
the same or a different RAN) during handoff.

QoS support: End-to-end QoS mechanisms
should be available. Since RANs provide ser-
vices specialized for some service, QoS in het-
erogeneous networks is of primary importance.
End-to-end QoS implies that there must be
interoperation with local QoS mechanisms, and
that lower layer protocols (link and physical lay-
ers) should be “aware” of the traffic characteris-
tics to meet different requirements for QoS.
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Personal mobility: Personal mobility in het-
erogeneous networks is more important than in
homogeneous ones. A user with a personal ID
should be able to access different RANs.

It should be noted that some of these require-
ments are closely related to each other. Finding
a solution for one requirement may provide
solutions for others. In developing our architec-
ture, we try to the extent possible to build on the
existing protocols to minimize the required
effort, and to ensure system compatibility with
existing protocols and applications.

BASIC ENTITIES
Our solution is based on three major entities:

¶Common core network (CCN). This can be a
managed IPv6 network providing a common
platform through which all MUTs will communi-
cate with correspondent nodes in the Internet.
In principle all access points of RANs are con-
nected to this network. The network provides
QoS-guaranteed routing and seamless handover
among RANs. This enables natural integration
of various heterogeneous networks. The main
functional entity of the CCN is a resource man-
ager, which coordinates traffic distribution and
selects the most appropriate RAN. It has a com-
mon database for managing users’ profiles
through entries such as authentication, location,
preferred access system, billing, policy, and
users’ terminal capabilities.

¶Basic access network (BAN). It provides a
common control/signaling channel to enable all
MUTs to access the common platform. The net-
work is basically used to provide location update
and paging and support wireless system discovery
and vertical handoff for all other wireless systems.
Consisting of base stations and basic access com-
ponents (BACs, terminals), the BAN will have a
broad coverage area, preferably larger than that
of the RANs it supports, and a reliable communi-
cation means for signaling transmission, where a
high data rate is not necessary.

¶Multiservice user terminal (MUT). The MUT

is equipped with a multi-radio system. All ter-
minals have a BAC to communicate with the
BAN. Apart from this radio system, an MUT is
equipped with one or more radio subsystems to
access the CCN. These subsystems are essen-
tially (or preferably) based on SDR technolo-
gies, which allow an MUT to adapt its radio
hardware to the wireless infrastructure avail-
able and required.

THE NETWORK MODEL
The MIRAI architecture provides communica-
tion between mobile hosts and correspondent
nodes in the Internet. Figure 3 illustrates the
network configuration. The main component is
the base station, which serves as a wireless access
point and interfaces with the CCN. CCNs are
connected to the Internet via gateway routers. A
CCN provides services for several RANs. In gen-
eral, the RANs will overlap, and a mobile host
can have access to several RANs in one location.
The area covered by these wireless networks can
be quite large.

Mobile IPv6 is the envisioned protocol for
connecting CCNs and providing global (macro)
mobility management. In a CCN-managed area,
fast handover between base stations often
belonging to different RANs with high-speed
wireless access requires local (micro) mobility
management. Mobile hosts attached to a base
station use the IP address of the gateway as their
Mobile IP care-of address. Inside a CCN, mobile
hosts are identified by their home address. Base
stations are connected to (or integrated with) a
regular IP forwarding engine. These engines are
connected through some network topology that
allows packets to be transmitted between the
base stations and the gateway.

Note that, although in our concept the base
station is equal to a wireless access point, this is
not a strict requirement. Wireless access pro-
viders may want to use their own network of
interconnected access points, and share one
base station to connect to the core network. An

■ Figure 3. The MIRAI network concept.
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important concept in our architecture is simplic-
ity, which enables low-cost implementation of
the network. The concept of a CCN and a sepa-
rate BAN offers providers of wireless services
the possibility to set up an infrastructure with-
out a huge investment of resources. New pro-
viders can easily connect to the core network,
provided they use a correct interface. They do
not need to have their own infrastructure ready
before they can start their business, but instead
can use the infrastructure provided by the core
and the BAN. All they have to do is develop
their wireless service and concentrate on the
wireless access only. The infrastructure general-
ly needed to set up a whole new service is
already provided by the architecture. This
includes both technical issues (e.g., setting up an
interconnection network between base stations
enabling routing and handoff, and providing
Internet access) and business issues (e.g., billing
and managing consumer profiles). The compo-
nents they have to build are base stations and
an access mechanism for terminals. In general,
the access mechanism can be a software module
suitable for SDR.

A consumer can have a contract with a
CCN provider and buy various services (pro-
vided by a RAN) from the provider. If the
consumer has a contract that enables him to
use multiple services, the system and the user
can select the most appropriate service. Access
networks can also be combined to increase the
available capacity. Different access networks
can be used for the uplink and downlink traf-
fic. This can be advantageous for many user
applications such as Web browsing and e-mail,
which in many cases are asymmetrical result-
ing in more downlink than uplink bandwidth.
The result is that each service is delivered via
the network that is most efficient (in many
ways) to support the service. In effect, the
consumer is unaware of the wireless technolo-
gies used to provide the service.

MIRAI ARCHITECTURE
In this section we will introduce the functional enti-
ties of our architecture and the protocols used.

OVERVIEW
The architecture as depicted in Fig. 4 is com-
posed of four major building blocks: a mobile
host, RANs, a CCN, and an external network (or
the Internet). Within the external network, there
are correspondent nodes (CNs). One or more
gateway routers (GRs) connect the external net-
work to the CCN. The external network uses
Mobile IPv6 is assumed. The GR detunnels tun-
neled packets destined to a mobile host and for-
wards them to a base station. Two important
functional entities within the CCN are a resource
manager (RM) and a mobility manager (MM).
They are primarily responsible for traffic distri-
bution and mobility-related problems.

The CCN supports communication with the
base stations, and thus with RANs. A base sta-
tion interface (BSI) is primarily used to provide a
uniform access mechanism for the base stations
to access the CCN. The BSI can be a component
of a base station. The base stations (BSs) deal

with wireless access problems in the normal link
layer and collect status information of the wire-
less network they support. They use a network
interface (NI) to access the network.

All mobile hosts have a BAC to communicate
with the BAN. Besides this interface, mobile
hosts also have an NI. However, in contrast to
the NI of the BSs, this interface is generally
based on SDR technologies to enable it to use
multiple RANs. A network selector (NS) commu-
nicates with the RM to tune the radio for the
RANs to use. A network selection control proto-
col is used to enable the proper selection of an
access network. A locator (LOC) provides the
RM with information on the location of mobile
hosts. A local resource manager (LRM) deals
with the local resources of the terminal and
interacts with the RM at the CCN.

FUNCTIONAL ENTITIES OF THE
COMMON CORE NETWORK

The main goal of our architecture is to integrate
different access technologies into a common
architecture. Through this integration, the sys-
tem can be used efficiently and a mobile user
can receive the services it requested. To achieve
this goal, the main tasks to be fulfilled by the
architecture are resource management to coordi-
nate traffic distribution in the system and mobili-
ty management to support roaming mobile hosts.

The RM is thus responsible for resource allo-
cation and admission control to support traffic
distribution in the CCN. It selects a RAN that
can provide the service requested by the mobile
host in the most efficient way. In essence, it
combines multiple wireless access systems and
exploits their specific strength to provide services
in a spectrum-efficient way [11]. Another task of
the RM is to interact with IP QoS architectures
(e.g., Intserv and Diffserv) that may be used in
the external network. This is merely a mapping
between QoS parameters of both worlds. We
envision using several basic classes in the core
network (e.g., best effort, real-time, adaptive).
This mechanism enables a wireless link to prop-

■ Figure 4. Hetereogeneous system architecture.
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erly support IP packets with varying IP QoS
parameters. This functional entity is located in
the network layer.

The RM enables service selection by using
certain criteria. These criteria originate from
various sources: the mobile host (i.e., the LRM),
mobile user, applications, and BSs. Specific
inputs are:
• QoS requirements of sessions
• User preferences such as cost and a pre-

ferred RAN
• Terminal capabilities such as supported access

networks, protocols, and available resources
• Status (i.e., available resources) of the CCN

and RANs
• Location of the mobile host

The RM should also incorporate costs
involved in changing access networks (e.g., costs
involved in reconfiguration of the software
radio). This management task is by no means
trivial, especially with mobiles roaming quickly
through the region.

The mobility manager (MM) deals with all
mobility-related issues. It keeps track of the
location of mobiles, and determines which access
networks are available to a mobile host at a cer-
tain location. The RM uses this information.
The other main task of the MM is to provide
handoffs, both local within the CCN and for the
external network (based on Mobile IPv6). To
provide these handoffs, it needs to interact with
the RM. The MM is located at the network layer
and operates in the CCN. If a mobile host moves
within the core network, the mobility is transpar-
ent to the network layer, and the system tries to
maintain IP flows and IP QoS parameters. In
the case of inter-core-network mobility, reserva-
tions are recreated, due to which packets may be
transmitted as best effort traffic.

FUNCTIONAL ENTITIES OF THE
BASIC ACCESS NETWORK

In our architecture we use two separate net-
works: the BAN for common signaling-related
traffic, and the CCN for data and signaling traf-
fic related to individual RANs. The main func-
tional entities are as follows.

¶The BAN is mainly used to support heteroge-
neous paging. In a mobile environment, systems
must be energy-efficient since terminals rely on
batteries to operate. We expect that wireless IP
communicators will be online continuously (i.e.,
“always on”), although not necessarily communi-
cating most of the time. In essence, mobile hosts
will be in an idle state, but passively connected
to the network infrastructure. It is then extreme-
ly inefficient to have to scan all RANs and wait
for a paging message. Moreover, since wireless
networks are optimized for special services, they
may not be very efficient for paging messages. A
wireless network optimized for this kind of traf-
fic is more efficient.

¶The BAN can provide wireless system discov-
ery. The BAN enables common access; every
mobile host can use this BAN. The network pro-
vides the terminal with information about cur-
rently available wireless networks, so the terminal
does not have to scan all possible RANs.

¶The BAN is used as a signaling network espe-

cially to enable vertical handoffs. Such a dedicat-
ed network can provide this service efficiently
and securely.

¶The BAN can provide an infrastructure to
allow mobile hosts to determine their location.
This information can, in turn, be used by the
BAN to provide a mobile host with information
about available services in its region. Location
management becomes further important for
roaming and paging.

¶The BAN is used as a medium for most sig-
naling and control messages. This simplifies the
design of new wireless access services, since sig-
naling is performed by another entity (the basic
access component).

¶Since we have a heterogeneous architecture
in which multiple RANs can be used (semi)
simultaneously, we need to have a network access
synchronization mechanism so that a terminal
could know when to tune the SDR to another
access network. The BAN can provide such a
service straightforwardly.

¶Finally, the BAN can also be used as a wireless
access service when a user uses a BAC standalone.
It is, however, primarily suitable for very low-band-
width messaging services such as short messages.

Because the BAN is mainly used for short
messages, speed is of less importance; the total
capacity, however, must be sufficient for a large
number of mobile hosts.

FUNCTIONAL ENTITIES OF MOBILE HOSTS
Mobile hosts include all standard transport pro-
tocols and wireless-specific control services.
Control messages are transparently sent between
the core network and mobile hosts’ functional
entities.

As shown in Fig. 5, a mobile host will contain
a BAC with a locator and an SDR-based NI.
The BAC is used as a primary component to
communicate with the BAN and has an embed-
ded positioning capability offered by the locator
(e.g., a GPS receiver). The BAC sends out loca-
tion update data for paging (coarse update)
when the mobile host moves across the paging
boundary, and for system discovery (fine update)
when the mobile host initializes a call or requires
a vertical handoff. The NS is an entity that
selects the required access network. It communi-
cates with the RM in the CCN via a BAN to
determine which network should be used and
when it will be operational.

There will be one or more subsystems for
accessing (communicating with) subscribed ser-
vice systems or RANs. These are indicated as
subsystem A, ..., subsystem N. When an NI is
implemented with SDR technologies, using more
than one access network at the same time may
be difficult (except for transitional duration
required for a vertical handoff). The RM in the
CCN distributes the traffic based on user prefer-
ences, resources of the common core network
including RANs, and local resources of the ter-
minal. The LRM deals with the local resources
of the terminal and interacts with the RM in the
CCN. Applications should be able to use the
infrastructure and specify the traffic and QoS
requirements. A QoS API is used by the applica-
tions to specify their needs and establish a ses-
sion. If they do not use this application

The main goal of

our architecture

is to integrate

different access

technologies into

a common

architecture.

Through this

integration, the

system can be

used efficiently

and a mobile user

can receive the

services it

requested.



IEEE Communications Magazine • February 2002 133

programming interface (API), best-effort mecha-
nisms will be used for their session.

All radio access subsystems (including the
BAC) will be equipped with all necessary com-
ponents to independently operate with the cor-
responding air interfaces. Inbound (outbound)
data will be delivered to (received from) the
user equipment central processor (CP). The
CP (hosting an embedded operating system
with a TCP/IP stack) will coordinate all opera-
tions within a mobile host. For example, it will
handle the user interface, monitor channels,
configure and switch between service subsys-
tems, and so on.

CHALLENGES
We are currently in the process of designing the
architecture, analyzing its effectiveness, imple-
menting basic functions and protocols, and
preparing a proof-of-concept demonstration. In
the process we have also identified a number of
research issues for which no satisfactory solution
currently exists.

The envisioned architecture for wireless
Internet on heterogonous networks offers real
design challenges in many aspects. Its success
depends on a careful analysis and design of
required protocols and systems. However, we
envision prototypes of the architecture imple-
mented with existing technologies, using current
research results and protocols. For example, the
CCN architecture can be partially based, for
example, on Cellular IP or HAWAII. Current
two-way paging systems can be referred to imple-
ment the BAN. For the external network we rely
on existing mechanisms that support mobility
such as Mobile IPv6, and existing work on QoS
over IP (Diffserv and/or Intserv). As long as
proper software radio systems do not exist, we
can use multiple radio subsystems instead.

Nevertheless, much challenging work remains
to be done on various topics:

¶Signaling protocols. The design of the signal-
ing protocols between the mobile host and the
CCN is likely to be based on existing work of
protocols enabling micro-mobility. However, the
heterogeneous network poses some extra
demand on the protocols. For instance, a signal-
ing protocol has to be designed to implement
the Network Selection Control that enables the
software radio to tune to the right access net-
work at the appropriate times. Since one CCN
can support many mobile hosts, scalability and
complexity are very important.

¶Routing and handoff. Although we may opt
for adopting an existing mechanism, there are
still various specific problems to be solved (e.g.
how to handle differentiated flows). Scalability
in the CCN will probably be the major chal-
lenge. Hybrid solutions based on existing proto-
cols, like Mobile IPv6 for the top routers in the
hierarchy and Cellular IP for the lower routers
within the network, will be an option.

¶QoS management. For the external network
we rely on existing mechanisms. However, how
to manage QoS in the core network is still an
open question.

¶Location management. To enable the effi-
cient utilization of the heterogeneous network,

information about the current location of the
mobile hosts is very important. The location
mechanism should balance the cost of precision
or currency against the cost of location updates.
Also, various ways to determine the location of a
mobile must be revealed and evaluated.

¶Mobility manager (MM). This issue is closely
related to the previous one. The MM should
maintain the database with the location of all
mobile hosts in the coverage area of the CCN.
The number of entries can be very large. Other
tasks of the MM are to support handoffs. Again,
this raises the issue of scalability. It is envisioned
that the MM is distributed in a hierarchy among
various entities each dealing with a smaller
region.

¶Resource manager. This might be the most
challenging item since the complexity is large
(there are many input parameters), the required
performance is high (it should keep up with fast
moving mobiles), and the number of sessions on
the core network can be very large (a region is
envisioned to be as large a metropolitan area).
Distributing might be necessary, but is not
straightforward. A design with a hierarchy of
regional RMs is likely to be appropriate. A
proper API and interface, for the user to be in
control of what is happening, must be designed.

¶Software-defined radio. SDR technologies
are still in their infancy. A major design chal-
lenge here is to minimize the reconfiguration
time that is needed.

¶Security. Mobility exposes mobile host secu-
rity threats that are not trivially found and
solved. Mobile IP already provides several mech-
anisms that should be adopted. As a first step,
all signaling messages should be authenticated
and preferably encrypted. This is needed since
these signaling messages establish and change
network parameters. Encryption is needed to

■ Figure 5. An image of the mobile host.
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ensure privacy of, for example, location informa-
tion. Timeliness of the authentication process is
critical due to the requirement of fast handoff
control.

Performance and scalability are the most
prominent challenges within the CCN. Since the
envisioned range of the network should have the
size of a metropolitan area, the numbers of
mobile hosts and BSs may impose major perfor-
mance problems for many of the above-men-
tioned topics.

CONCLUSION
The presented architecture shows a novel
approach to enable the efficient use of available
RANs. The basic concept is that each service is
delivered via a network that is most efficient to
support the service. The result is that the mobile
user receives the requested service at the lowest
cost, and scarce radio resources are used efficient-
ly. The architecture solves many problems of the
wireless Internet over heterogeneous networks.

Currently, a proof-of-concept experimental
demonstration system based on the MIRAI archi-
tecture is being developed at the Communications
Research Laboratory and will be available by the
end of the Japanese Fiscal Year 2001 (March
2002). Personal Handyphone System (PHS) and
802.11b wireless LAN will be used as two differ-
ent wireless access technologies in the system.
The MUT is currently implemented by integrat-
ing two individual PCMCIA modules of PHS and
WLAN to meet the schedule and will be replaced
by SDR implementation by the end of 2002. An
experimental BAN with the basic functional enti-
ties described herein has been designed for oper-
ation in the 400 MHz band to support the
common signaling of integrated RANs. An adap-
tive modulation-based physical layer has been
designed to support a fixed symbol rate of 19
ksymbols/s in the reverse link and a dynamic
time-division-multiple-access-based medium
access control protocol has been designed for the
implementation. The design of the CCN is based
on the concept of region networks. There is a sig-
naling home agent (SHA) designed in each region
network to manage location updates, paging,
micromobility, and minimum authentication.
Modified Cellular IPv6 will be implemented in
the region networks. A region registrar has been
designed and implemented in the external IPv6
network. A modified Mobile IPv6 protocol will be
implemented for handoffs between two CCNs. A
related indoor/outdoor test field providing a phys-
ical handover environment is also being devel-
oped in the Yokosuka Research Park area.
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