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Abstract

This note provides a new, rigorous derivation of a key sampling formula for discretizing an analogue system. The required conditions are formulated in time-domain, and give a clear characterization of the classes of signals and systems to which the formula applies.
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1. Introduction

A formula that is crucial to the understanding of the frequency-domain properties of a sampled-data system is the following:

$$G_d(e^{sT}) = \frac{1}{T} \sum_{k=-\infty}^{\infty} G(s + jk\omega_s),$$

where $G$ is the Laplace transform of a continuous-time signal $g$, $G_d$ is the $\mathcal{Z}$ transform of the sequence of its samples, $(g(kT))_{k=0}^{\infty}$, and $T$ and $\omega_s = 2\pi/T$ denote the sampling period and sampling frequency, respectively. This formula displays the fundamental fact that the frequency response of a sampled signal is built upon the superposition of infinitely many copies of its continuous-time frequency response.

The formula has been known for some time in the literature of digital control systems (e.g., [17, 27]), and it has recently been at the basis of a considerable number of works on sampled-data systems [1, 3, 4, 13, 16, 20, 28, 30].

Unfortunately, despite the fact that the result appears in many textbooks (e.g., [2, 8, 12, 19, 23]), it is difficult to find in the literature a proof that is rigorous and self-contained, and which clearly delineates the classes of signals to which it is applicable. Indeed, this fact has stimulated discussion in the past (cf. [5, 10, 24-26]).

Many of the available proofs for (1) rely on the use of "impulse trains" (e.g., [2, 8, 17]). An impulse, however, is not well-defined as a function, which brings in technical difficulties in making the proofs rigorous. On the other hand, the proof by Doetsch [10, p. 183] avoids the impulse trains, but states a frequency-domain condition, and it is not obvious when a given time function satisfies this condition.

In this note we provide a rigorous proof of an extended formulation of (1) for the case in which the signal $g$ has discontinuities. We avoid impulse trains and their associated technical difficulties, and state precise time-domain conditions under which (1) is well-defined. Interestingly, as we show with a counter-example, the existence of the Laplace transform $G$ and the $\mathcal{Z}$ transform of its sampled version $G_d$ does not guarantee the validity of (1), even if $g$ is smooth. The bulk of the note is two appendices containing technical details of our main results.
The extended formulation of (1) that we present has implications in characterizing two important classes of signals and systems to which the result applies. These classes are concerned with: (i) sampling the output of a strictly proper finite dimensional linear time-invariant (FDLTI) system, and (ii) computing the discrete equivalent of an analogue system.

Accordingly,
\[ g(t^-) \triangleq \lim_{\varepsilon \to 0} g(t - \varepsilon) \quad \text{for } \varepsilon > 0, \]
denotes the left limit of \( g \) at point \( t \).

2. A key sampling formula

In this section we present an extended version of (1) that holds for functions that have discontinuities. As noted in [27, p. 25], Eq. (1) is closely related to an old identity in Fourier analysis known as the *Poisson Summation Formula* (e.g., [11]). Following this, we shall refer to our generalized formulation as the *Poisson Sampling Formula*.

In order to state the Poisson Sampling Formula, we need to introduce a class of functions for which the relation will hold. We start by defining the sampling operation.

**Definition 1 (Sampling operator).** If \( g \) is an analogue signal, we define the – ideal – sampling operator with sampling period \( T \), denoted by \( S^*_T \), as
\[ S^*_T g = \{g(kT + \varepsilon)\}_{k=0}^{\infty}. \]

We denote transformed signals with uppercase letters, keeping the subscript “\( d \)” to distinguish continuous and discrete domains, e.g., \( G = \mathcal{L}g, Y_d = \mathcal{Z}y_d \). A rational function \( G \) is said to be proper if \( |G(\infty)| < \infty \), biproper if \( G \) and \( G^{-1} \) are proper, and strictly proper if \( |G(\infty)| = 0 \). Whenever we write a double series as on the RHS of (1), we mean the limit
\[ \sum_{k=-\infty}^{\infty} G(s + jk\omega) = \lim_{n \to \infty} \sum_{k=-n}^{n} G(s + jk\omega). \]

Finally, for a continuous-time signal \( g \), we denote by \( g(t^+) \), whenever it exists, the right limit of \( g \) at point \( t \), i.e.,
\[ g(t^+) \triangleq \lim_{\varepsilon \to 0} g(t + \varepsilon) \quad \text{for } \varepsilon > 0. \]

1 Some authors refer to (1) as the *impulse modulation formula* [1, 16].

2 The choice of the right limit – rather than the left one – is natural for a “causal” sampler.
Lemma 2 (A counterexample). Let \( n_p \triangleq 2^{2^p} \), and let \( g \) be the continuous function on \( \mathbb{R}_0^+ \), depicted in Fig. 1, which is defined per interval as
\[
g(t) = \sin((2n_p + 1)t)
\]
for \( t \in [pn, (p + 1)n) \), \( p \in \mathbb{N} \).

The Laplace transform \( G(s) \) of \( g \) and the \( \mathcal{Z} \) transform \( G_d(e^{st}) \) of its sampled version, with sample period \( T = \pi \), are both well-defined in the open right-half plane. Nevertheless,
\[
\lim_{n \to \infty} \sum_{k=-n}^{n} G(s + jk\omega_s)
\]
does not converge for any \( s \in \mathbb{R}_0^+ \), and hence, (1) is ill-defined for this \( g \).

Proof. See Appendix B. \( \square \)

The problem with \( g \) is not that it is only continuous – indeed, any smooth function \( g \) “close enough” to the above function will render (1) meaningless – the problem with \( g(t) \) is that it oscillates arbitrarily rapidly as \( t \to \infty \). This we need to exclude.

Definition 3 (Bounded and uniform bounded variation). A function \( g \) defined on the closed real interval \([a, b]\) is of bounded variation (BV) if the total variation of \( g \) on \([a, b]\),
\[
V_g(a, b) = \sup_{a = t_0 < t_1 < \ldots < t_{n-1} < t_n = b} \sum_{k=1}^{n} |g(t_k) - g(t_{k-1})|
\]
is finite. The supremum here is taken over every \( n \in \mathbb{N} \) and every partition of the interval \([a, b]\) into subintervals \([t_k, t_{k+1}]\), where \( k = 0, 1, \ldots, n - 1 \), and \( a = t_0 < t_1 < \ldots < t_{n-1} < t_n = b \).

A function \( g \) defined on \( \mathbb{R}_0^+ \) is of uniform bounded variation (UBV) if for some \( \Delta > 0 \) the total variation \( V_g(x, x + \Delta) \) on intervals \([x, x + \Delta]\) of length \( \Delta \) is uniformly bounded,\(^3\) that is, if
\[
\sup_{x \in \mathbb{R}_0^+} V_g(x, x + \Delta) < \infty.
\]

A function of BV is not necessarily continuous, but is differentiable almost everywhere and its derivative is a function integrable on \([a, b]\) [29]. Moreover, the limits \( g(t^+) \) and \( g(t^-) \) are well-defined for every \( t \) in \((a, b)\), which means that \( g \) can have discontinuities of at most the “finite-jump type”. If \( g \) is continuously differentiable on \([a, b]\), then the total variation \( V_g(a, b) \) equals the \( L_1 \)-norm of its derivative, i.e.,
\[
V_g(a, b) = \int_{a}^{b} |\dot{g}(t)| \, dt.
\]

Functions \( g(t) \) of uniform bounded variation grow at most linearly with \( t \) and, as such, the Laplace transform \( G(s) \) of \( g \) and the \( \mathcal{Z} \) transform \( G_d(e^{st}) \) of its sampled version are well-defined for any \( s \) in the open right-half plane. It is easy to see now that the function of Lemma 2, for which (1) fails to converge, is of BV on every finite interval but not of UBV.

The following is the version of the sampling formula (1) that holds for functions of UBV.

Theorem 4 (Poisson sampling formula). If \( g \) is a function of UBV on \( \mathbb{R}_0^+ \), then for every \( s \in \mathbb{C}^+ \) the following relation holds:
\[
G_d(e^{st}) = \frac{g(0^+)}{2} + \sum_{k=1}^{\infty} \frac{g(kT^+) - g(kT^-)}{2} e^{-skT} + \frac{1}{T} \sum_{k=-\infty}^{\infty} G(s + jk\omega_s).
\]

If \( e^{-st} g(t) \) is of UBV on \( \mathbb{R}_0^+ \) for some \( \sigma \in \mathbb{R} \), then (5) holds for every \( s \) such that \( \Re s > \sigma \).

Proof. See Appendix A. \( \square \)

\(^3\) Note that the particular value of \( \Delta \) in (4) over which the total variation is taken is irrelevant to the definition of UBV.
Notice in (5) that if the signal $g$ has discontinuities at the sampling instants, then correction terms of half of the jumps at the corresponding sampling instants have to be included.\footnote{This is precisely the same property of the Laplace and Fourier inverse transforms, which converge to the average of the limits of the function from left and right at a jump discontinuity.} If $g$ is of $UBV$ and continuous except at most at $t = 0$ – as is the case if the Laplace transform of $g$ is rational and strictly proper – then we obtain the expression

$$G_d(e^{sT}) = \frac{g(0^+)}{2} + \frac{1}{T} \sum_{k=-\infty}^{\infty} G(s + jk\omega_k),$$

which is quoted in some books (e.g., [2, p. 104; 17, p. 9]), although frequently without proof. An exception is [10, p. 183], which derives the result under the assumption that the series $\sum_k G(s+jk\omega_k)$ is uniformly convergent. Theorem 4 characterizes the validity of the formula under time-domain conditions.

3. Two applications of the Poisson sampling formula

In this section we indicate how the time-domain conditions needed for Poisson sampling formula (5) affect its application.

Theorem 4 delineates two important classes of signals and systems to which the formula is applicable, as we shall see in the following two corollaries. The first one is concerned with sampling the response of a strictly proper FDLTI system, as sketched in Fig. 2. This represents a common practice in digital control engineering, i.e., to precede the sampler by a low-pass anti-aliasing filter, and also guarantees the boundedness of the sampling operator (e.g., [7]).

**Corollary 5 (Sampling of a filtered signal).** Let $u$ be a signal that is zero for negative time and such that $e^{-\sigma t}u(t)$ is of $UBV$ for some $\sigma \in \mathbb{R}$. Let $F$ be a strictly proper rational function with all its poles to the left of a shifted axis $\{\sigma_F + j\|\}$. Then, for every $s \in \mathbb{C}$ with $\text{Re} s > \max\{\sigma, \sigma_F\}$,

$$(FU)_d(e^{sT}) = \frac{1}{T} \sum_{k=-\infty}^{\infty} F(s + jk\omega_k)U(s + jk\omega_k).$$

**Proof.** For simplicity assume $\max(\sigma, \sigma_F) = 0$. The result follows essentially from two observations: The response $y$ of a stable FDLTI strictly proper system $F$

$$(PH)_d$$

Fig. 3. Discrete equivalent of the cascade of a hold and a FDLTI system.

to input $u$ of $UBV$ is (i) of $UBV$, and (ii) continuous. The latter implies that $y(0^+) = y(0^-) = 0$ and $y(kT^+) = y(kT^-)$. \(\square\)

Signals that are steps, ramps, sinusoids or exponentials are of uniform bounded variation when multiplied by some exponential decaying term $e^{-\sigma t}$. Yet, signals like $\sin(e^{-t^2})$ and signals that contain impulses are excluded, and thus, Corollary 5 establishes the validity of formula (1) for most standard signals in engineering analysis passed through a strictly proper FDLTI filter.

The second corollary deals with sampling the pulse response of a hold device followed by a FDLTI system, as pictured in Fig. 3, and displays the relation between the discrete equivalent of this cascade and the corresponding continuous-time Laplace transforms. A hold device performs the inverse operation of a sampler, i.e., it converts a sequence of numbers into an analogue signal. We consider a generalized hold function à la Kabamba [18], defined by the operation

$$u(t) = h(t-kT)u_k \quad \text{for } kT \leq t < (k+1)T,$$

where $\{u_k\}_{k=-\infty}^{\infty}$ is the discrete input to the hold, and $h$ is a function of BV with support on the interval $[0, T]$. As discussed in [22], we can associate a frequency response function to this hold device, defined by

$$H(s) = \int_0^T e^{-st} h(t) dt.$$  \(7\)

Since $h$ is supported on a finite interval, it follows that $H$ is an entire function, i.e., analytic at every finite $s$ in $C$. For example, in the case of the zero order hold (ZOH), $h = 1$ on $[0, T)$, and we have the well-known response $H(s) = (1 - e^{-sT})/s$. Frequency responses of other holds have been studied in [3].
We denote by \((PH)_d\) the discrete equivalent of the cascade connection \(PH\), defined as
\[
(PH)_d = \mathcal{Z} \mathcal{F}_T \mathcal{Z}^{-1}(PH).
\]

**Corollary 6** (Discretization of an analogue system). Let \(H\) be a hold frequency-response function as described in (7) and suppose that \(P\) is a proper rational function. Then, for every \(s \in \mathbb{C}\) such that \(\text{Re } s\) is larger than the real part of any pole of \(P\),
\[
(PH)_d(e^{sT}) = P(\infty) \frac{h(0^+) - h(T^-)e^{-sT}}{2} + \frac{1}{T} \sum_{k=-\infty}^{\infty} P(s+jk\omega_k)H(s+jk\omega_k),
\]
where \(P(\infty) = \lim_{s \to \infty} P(s)\).

**Proof.** Write \(P\) as \(P = P(\infty) + P_0\), where \(P_0\) is strictly proper. Since the pulse response of \(H\) is of UBV by definition, applying Theorem 4 with \(G = P(\infty)H\) yields
\[
(P(\infty)H)_d(e^{sT}) = P(\infty) \frac{h(0^+) - h(T^-)e^{-sT}}{2} + \frac{1}{T} P(\infty) \sum_{k=-\infty}^{\infty} H(s+jk\omega_k),
\]
and with \(G = P_0H\),
\[
(P_0H)_d(e^{sT}) = \frac{1}{T} \sum_{k=-\infty}^{\infty} P_0(s+jk\omega_k)H(s+jk\omega_k).
\]

Notice in (11) that we used the fact that the response of a FDLTI strictly proper system to a bounded input is continuous [9, p. 59]. The result then follows after superposition of (10) and (11).

If the plant \(P\) is strictly proper, then \(P(\infty) = 0\), and the classic result
\[
(PH)_d(e^{sT}) = \frac{1}{T} \sum_{k=-\infty}^{\infty} P(s+jk\omega_k)H(s+jk\omega_k)
\]
is recovered. Corollary 6 establishes that the same relation is not valid for a biproper \(P\) unless the hold is such that \(h(0^+) = 0 = h(T^-)\). In particular, this condition is not satisfied by the ZOH.

4. Conclusions

This paper has presented a generalized formulation of a well-known frequency-domain relation between the Laplace transform of a continuous-time signal and the \(\mathcal{Z}\) transform of its sampled version. We have provided a rigorous proof of this result, characterizing in the time-domain an important class of signals to which the formula applies. A key property of these signals is that they are of UBV when multiplied by an exponentially decaying term. This property is sufficient to guarantee the validity of the expression, and moreover, it is almost necessary, since, as we have shown via a counterexample, continuity or BV on their own may render the expression mathematically meaningless.

**Appendix A. Proof of the Poisson sampling formula**

In this appendix we prove the Poisson sampling formula (5), which generalizes (1).

Many of the proofs for (1) available in the literature rely on the use of the “infinite comb”
\[
\delta_T(t) = \sum_{k=-\infty}^{\infty} \delta(t - kT),
\]
defined as an infinite sum of impulses, or Dirac’s deltas [2, 5, 8, 24, 26]. A Dirac’s delta is not well-defined as a function, and so special care must be taken regarding the sense in which certain mathematical manipulations are performed (cf. [31]).

Our approach dispenses with the use of \(\delta_T\), and instead resources to the **Dirichlet kernel**, a classical tool in proving convergence of Fourier series. The Dirichlet kernel is defined by
\[
D_n(t) = \frac{\sin((2n + 1)t)}{n \sin(t)} = \sum_{k=-n}^{n} e^{-2jkt}.
\]
where \(n\) is a positive integer. \(D_n\) is periodic and its integral on \([0, \pi/2]\) has a fixed value independent of \(n\), i.e.,
\[
\int_{0}^{\pi/2} D_n(t) \, dt = \frac{\pi}{2}.
\]
A key property of the Dirichlet kernel is related to the following **Dirichlet integral**.
Lemma A.1 (Dirichlet integral). If \( g \) is a function of \( BV \) on the interval \( [0, \pi] \), then
\[
\lim_{n \to \infty} \int_0^\pi g(t) D_n(t) \, dt = \frac{\pi}{2} [g(0^+) + g(\pi^-)].
\]

Proof. See for example [6, Section 94]. □

Fig. 4 plots the Dirichlet kernel for \( n = 8 \). Note that \( D_n \) is very much like an approximation to the infinite comb \( \delta_T \), with several common properties, but is well-defined as a function. Convergence of the Dirichlet integral is slow but is bounded in the following sense.

Definition A.2. \( \|g\|_{V[a,b]} \overset{\Delta}{=} |g(a)| + V_0(a,b) \).

Lemma A.3. There is an \( M > 0 \) such that
\[
\left| \int_0^\pi g(t) D_n(t) \, dt \right| \leq M \|g\|_{V[0,\pi]},
\]
for all \( n \in \mathbb{N} \) and all functions \( g \) of \( BV \) on \( [0, \pi] \).

As the notation suggests, the \( \| \cdot \|_{V[a,b]} \) is indeed a norm (see [21, p. 24]), and moreover, \( \|g\|_{V[a,b]} \geq \|g\|_\infty \) on \( [a,b] \). The proof of this lemma relies on the property that any real-valued function \( g \) of \( BV \) on \( [a,b] \) can be expressed as the difference of two bounded non-decreasing functions,
\[ g = g_+ - g_- . \]

This is a useful result and is often used (e.g., see [6, p. 80]). It follows readily by letting
\[
\begin{align*}
g_+(t) &\overset{\Delta}{=} \frac{1}{2} (V_g(a,t) + g(t)), \\
g_-(t) &\overset{\Delta}{=} \frac{1}{2} (V_g(a,t) - g(t)).
\end{align*}
\]

The proof of Lemma A.3 makes use of a mean value theorem.

Lemma A.4 (Second mean value theorem). If a function \( f \) is continuous on \( [a,b] \) and if \( g \) is a bounded, non-decreasing function on \( [a,b] \), then for some \( c \in [a,b] \),
\[
\int_a^b g(t) f(t) \, dt = g(a^+) \int_c^a f(t) \, dt \quad + g(b^-) \int_c^b f(t) \, dt.
\]

Proof. See [6, p. 109; 14, p. 5]. □

Proof of Lemma A.3. Suppose \( g \) is non-decreasing. By the second mean value theorem we have that
\[
\int_0^\pi g(t) D_n(t) \, dt = g(0^+) \int_0^{c_n} D_n(t) \, dt \quad + g(\pi^-) \int_{c_n}^\pi D_n(t) \, dt,
\]
for some \( c_n \in [0, \pi] \). For any such \( c_n \) the integrals
\[
\left| \int_0^{c_n} D_n(t) \, dt \right| \quad \text{and} \quad \left| \int_{c_n}^\pi D_n(t) \, dt \right|
\]
are bounded by some \( L > 0 \). (This follows from the alternating property of \( D_n \).) If \( g \) is not monotonic we can still write \( g \) as the difference of two non-decreasing functions \( g = g_+ - g_- \) with \( g_\pm \) as in (A.2). Using the triangle inequality we then get
\[
\left| \int_0^\pi g(t) D_n(t) \, dt \right| \leq L (|g_+(0^+)| + |g_+(\pi^-)| + |g_-(0^-)| + |g_-(\pi^-)|).
\]

All four \( g_\pm(0^-) \) and \( g_\pm(\pi^-) \) are over bounded by \( \|g\|_{V[0,\pi]} \), which then proves the result with \( M = 4L \). □

A final technicality that we need before we can prove the Poisson sampling formula is a sub-multiplicative property of the norm \( \| \cdot \|_{V[a,b]} \).

Lemma A.5. If \( f \) and \( g \) are real-valued functions of \( BV \) on \( [a,b] \), and \( f \) is scalar, then \( \|fg\|_{V[a,b]} \leq \|f\|_{V[a,b]} \|g\|_{V[a,b]} \). If \( f \) and \( g \) are complex-valued there holds \( \|fg\|_{V[a,b]} \leq 4\|f\|_{V[a,b]} \|g\|_{V[a,b]} \).
Proof. Write \( f \) and \( g \) as the sum of a constant term and a term which is zero at \( a \), like

\[
f = f(a) + f_0,
g = g(a) + g_0.
\]

Note that \( f_0 \) and \( f \) have the same total variation and so do \( g_0 \) and \( g \). (To avoid clutter we write \( V_0 \) instead of \( V_0(a,b) \).) Because \( f_0(a) = g_0(a) = 0 \) it may be seen that \( V_{f_0,g_0} \leq V_{f,g} \):

\[
V_{f_0,g_0} = V(f_+ - f_-)(g_+ - g_-) = V_{f_+} + V_{f_-} + V_{g_+} + V_{g_-}
\]

\[
\leq V_{f_+} + V_{f_-} + V_{g_+} + V_{g_-} = f_+(b)g_+(b) + f_-(b)g_+(b) + f_+(b)g_-(b) + f_-(b)g_-(b)
\]

\[
= (f_+(b) + f_-(b))(g_+(b) + g_-(b)) = V_{f_0}V_{g_0} = V_{f,g}.
\]

Then

\[
\|fg\|_{V[a,b]} = \|f(a)g(a)\| + V(f(a)+f_0)(g(a)+g_0)
\]

\[
= \|f(a)g(a)\| + V(f(a)g(a)+f_0g(a)+f_0g_0) + V_0
\]

\[
\leq \|f(a)g(a)\| + V_0|g(a)| + |f(a)|V_0 + |f(a)|V_0 + V_0
\]

\[
= (|f(a)| + V_0)|g(a)| + V_0
\]

\[
= \|f\|_{V[a,b]}\|g\|_{V[a,b]}.
\]

The complex-valued case follows from a decomposition into real and imaginary parts. \( \square \)

Proof of Theorem 4. Without loss of generality we take \( \sigma = 0 \). So we have that \( g \) is of UBV. First we rewrite \( \sum_{k=-\infty}^{\infty} G(s+jk\omega_2) \).

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{k=-\infty}^{\infty} G(s+jk\omega_2)
\]

\[
= \lim_{T \to \infty} \frac{1}{T} \sum_{k=-\infty}^{\infty} \int_{0}^{\infty} e^{-(s+jk\omega_2)t} g(t) \, dt
\]

\[
= \lim_{T \to \infty} \frac{1}{T} \int_{0}^{\infty} e^{-st} g(t) D_n(\omega_2 t/2) \, dt.
\]

We need to show that the above limit is well-defined and that it equals

\[
G_d(e^{sT}) = \frac{g(0^+)}{2} - \sum_{k=1}^{\infty} \frac{g(kT^+)}{2} - \frac{g(kT^-)}{2}
\]

\[
eq \sum_{k=0}^{\infty} g(kT^+) e^{-skT} + g((k + 1)T^-) e^{-s(k+1)T}. \quad (A.3)
\]

That is, we need to show that \( \|g\|_{V[a,b]} \leq \frac{\varepsilon}{2} \) for all \( n > N \). Using the rule \( ||x + y|| \leq ||x|| + ||y|| \) it may be seen that \( (A.3) \) is indeed less than \( \varepsilon \) if the following three inequalities hold for some \( q \in \mathbb{N} \):

\[
\left| \frac{1}{T} \int_{0}^{\infty} e^{-st} g(t) D_n(\omega_2 t/2) \, dt \right| < \frac{\varepsilon}{3}, \quad (A.4)
\]

\[
\left| \frac{1}{T} \int_{qT}^{\infty} e^{-st} g(t) D_n(\omega_2 t/2) \, dt \right| < \frac{\varepsilon}{3}, \quad (A.5)
\]

\[
\sum_{k=q}^{\infty} \frac{g(kT^+)}{2} e^{-skT} + g((k + 1)T^-) e^{-s(k+1)T} < \frac{\varepsilon}{3}. \quad (A.6)
\]

We will show that such a \( q \) can be found, independent of \( n \). The most difficult bound to establish is \( (A.5) \). First we examine the integral over \([kT,(k+1)T] \).

\[
\left| \frac{1}{T} \int_{kT}^{(k+1)T} e^{-st} g(t) D_n(\omega_2 t/2) \, dt \right| \leq \frac{M}{T} \|e^{-s_\sigma}\|_{V[kT,(k+1)T]} \quad (by \ Lemma \ A.3)
\]

\[
\leq \frac{4M}{T} \|e^{-s_\sigma}\|_{V[kT,(k+1)T]} \left\|g\right\|_{V[kT,(k+1)T]}. \quad (A.7)
\]
The last inequality follows from Lemma A.5. By assumption \( g \) is of uniform bounded variation and therefore (A.7) decays exponentially as \( k \to \infty \). But then the integral
\[
\left| \frac{1}{T} \int_{qT}^{\infty} e^{-st} g(t) D_n(\omega t/2) \, dt \right|
\leq \sum_{k=q}^{\infty} \left| \frac{1}{T} \int_{kT}^{(k+1)T} e^{-st} g(t) D_n(\omega t/2) \, dt \right|
\]
is well-defined and also decays exponentially as \( q \to \infty \). For every \( \varepsilon > 0 \) there is therefore a \( Q \) such that (A.5) holds for all \( q > Q \). Among these \( q \)s there is a large enough \( q \in \mathbb{N} \) such that also (A.6) holds. Finally, the Dirichlet integral theorem guarantees that, given such a \( q \), there will be an \( N \in \mathbb{N} \) for which (A.4) is satisfied for all \( n > N \). \( \square \)

### Appendix B. A counterexample

In this appendix we prove Lemma 2, thus showing that there are functions \( g: \mathbb{R}_+^+ \to \mathbb{R} \) that are bounded, are continuous everywhere, are of BV, and whose Laplace transform is well-defined in the open right-half plane, but for which the Poisson sampling formula is not well-defined in any half-plane. Needless to say, the function in Lemma 2 is not of UBV. This serves to illustrate that the condition of UBV in the Poisson sampling formula (5) cannot be relaxed to mere BV.

We split the proof in several parts. Since \( g \) is continuous it is "samplable" and because \( \|g\|_\infty = 1 \) it is direct that \( G(s) \) and \( G_\infty(e^{st}) \) are well-defined in the open right-half plane. Denote by \( \Gamma_n \) the function \( \Gamma_n(s) = \sum_{k=-n}^{n} G(s + j\omega_k) \). From Appendix A (first steps in the proof of Theorem 4), we know that
\[
\Gamma_n(s) = \int_0^\infty e^{-st} g(t) D_n(t) \, dt.
\]
We prove Lemma 2 by showing that \( |\Gamma_n(s)| \) is unbounded, (which, obviously precludes convergence). The idea, roughly, is that both \( g \) and \( D_n \), change sign so often that the value of the integral \( \int_0^\infty e^{-st} g(t) D_n(t) \, dt \) will be dominated by the integral over \([\pi, (l + 1)\pi]\) which is the only interval where the integrand \( e^{-st} g(t) D_n(t) \) does not change sign. The contribution over that interval grows without bound as \( l \) goes to infinity.

We need one technical lemma. The bounds obtained in this lemma are conservative but are sufficient for our purposes.

**Lemma B.1.** There are constants \( C_1 > 0 \) and \( C_2 > 0 \) such that for any \( s \in \mathbb{R}_+^+ \) and any \( q,n \in \mathbb{N}, \ q > 1, \ n > 1 \) we have that
\[
\left| \int_0^\pi e^{-st} \sin((2q + 1)t) D_n(t) \, dt \right|
\leq C_1(q^2/n), \quad \text{if } q < n,
\geq C_2 \log(n) e^{-st}, \quad \text{if } q = n,
\leq C_1(n^2/q), \quad \text{if } q > n.
\]

**Proof.** First consider the case that \( q = n \).

\[
\int_0^\pi e^{-st} \sin((2q + 1)t) D_n(t) \, dt
= \int_0^\pi e^{-st} \frac{\sin^2((2n + 1)t)}{\sin(t)} \, dt
\geq e^{-st} \sum_{k=0}^{2n} \int_{[k/(2n+1)]\pi}^{[(k+1)/(2n+1)]\pi} \frac{\sin^2((2n + 1)t)}{\sin(t)} \, dt
\geq e^{-st} \sum_{k=0}^{2n} \int_{[k/(2n+1)]\pi}^{[(k+1)/(2n+1)]\pi} \frac{\sin^2((2n + 1)t)}{((k + 1)/(2n + 1))\pi} \, dt
\]
(this is because \( \sin(x) \approx x \))
\[
= e^{-st} \sum_{k=0}^{2n} \frac{\pi/[2(2n + 1)]}{[(k + 1)/(2n + 1)]\pi}
= e^{-st} \sum_{k=0}^{2n} \frac{1/2}{k + 1}
\geq e^{-st} C_2 \log(n),
\]
for some \( C_2 > 0 \) because \( n > 1 \).

The case that \( q < n \) follows from the case that \( q > n \) by interchanging \( q \) and \( n \). Suppose \( q > n \), and
let $h_n(t) = e^{-st}D_n(t)$.

$$\left| \int_0^\pi e^{-st} \sin((2q + 1)t)D_n(t) \, dt \right|$$

$$= \left| -h_n(t) \frac{\cos((2q + 1)t)}{2q + 1} \right|_{t=0}^{t=\pi}$$

$$+ \int_0^\pi \frac{\cos((2q + 1)t)}{2q + 1} \, h_n(t) \, dt$$

$$\leq \frac{1}{2q + 1} \left( 2\|h_n\|_{\infty} + \int_0^\pi |\dot{h}_n(t)| \, dt \right). \quad (B.1)$$

The term $\int_0^\pi |\dot{h}_n(t)| \, dt$ can be bounded with help of Lemma A.5 as follows:

$$\int_0^\pi |\dot{h}_n(t)| \, dt$$

$$= \dot{h}_n(0, \pi) \leq \|h_n\|_{\ell[0, \pi]} \leq \|e^{-s}\|_{\ell[0, \pi]} \|D_n\|_{\ell[0, \pi]}$$

$$= 2\|D_n\|_{\ell[0, \pi]}.$$

From the plot of the Dirichlet kernel it is direct that the interval $[0, \pi]$ can be divided in $2n$ subintervals on each of which $D_n$ is monotonic, and that on each of these subintervals $D_n$ varies at most $2(2n + 1)$. (This may also be verified formally.) Hence,

$$\|D_n\|_{\ell[0, \pi]} = |D_n(0)| + \sum_{k=0}^{2n} |D_n(k\pi)|$$

$$\leq (2n + 1) + \sum_{k=0}^{2n} (2n + 1) \leq Cn^2,$$

for some $C > 0$ because $n > 0$. So we have that $\int_0^\pi |\dot{h}_n(t)| \, dt \leq 2Cn^2$, and because $\|h_n\|_{\infty} = 2n + 1$ the expression in (B.2) is overbounded by some function of the form $C_1n^2/q$. \[\square\]

**Proof of Lemma 2.** As argued at the beginning of this appendix, we only need to show that for each $s \in \mathbb{R}_0^+$ the $\Gamma_n(s)$ diverges as $l$ goes to $\infty$. We have

$$|\Gamma_n(s)| = \left| \int_0^\infty e^{-st} \sin((2n + 1)t)D_n(t) \, dt \right|$$

$$= \left| \sum_{k \in \mathbb{N}} \int_k^{(k+1)n} e^{-st} \sin((2nk + 1)t) \, D_n(t) \, dt \right|$$

$$\geq \int_0^{(l+1)n} e^{-st} \sin((2nl + 1)t)D_n(t) \, dt$$

$$\geq \sum_{k \in \mathbb{N}} \int_k^{(k+1)n} e^{-st} \sin((2nk + 1)t)D_n(t) \, dt$$

$$= e^{-sl} \int_0^\pi e^{-st} \sin((2nl + 1)t) \, D_n(t) \, dt$$

$$\geq \sum_{k \in \mathbb{N}} e^{-skl} \int_k^{(k+1)n} e^{-st} \sin((2nk + 1)t) \, D_n(t) \, dt$$

$$\geq e^{-sl} \sum_{k \in \mathbb{N}} e^{-skl} C_2 \log(n_l)$$

$$- \sum_{k \in \mathbb{N}} e^{-skl} \frac{n_l^2}{n_l} - \sum_{k=l+1}^{\infty} \frac{n_l^2}{n_k}$$

(this is by application of the previous lemma)

$$\geq e^{-sl} \sum_{k=l+1}^{\infty} C_2 \log(2) 2^{2l}$$

$$- C_1 (l + 1) - C_1 \sum_{k=l+1}^{\infty} \frac{n_l^2}{n_k}$$

$$\geq e^{-sl} \sum_{k=l+1}^{\infty} C_2 \log(2) 2^{2l}$$

$$- C_1 \left( (l + 1) - \sum_{k=l+1}^{\infty} \frac{n_l^2}{n_k} \right).$$

The last inequality follows from the fact that $n_l^2/n_l < 1$. The last term in the last inequality can be over bounded as follows,

$$\sum_{k=l+1}^{\infty} \frac{n_l^2}{n_k} \leq \sum_{q=1}^{\infty} 2^{2q} \cdot \frac{2^{2q}}{2^{2q+1}}$$

$$= \sum_{q=1}^{\infty} \frac{2^{2q+1}}{2^{2q+2}} = \sum_{q=1}^{\infty} \frac{1}{2q} = 1.$$

Finally, then, we get

$$|\Gamma_n(s)| \geq e^{-sl} \sum_{k=l+1}^{\infty} C_2 \log(2) 2^{2l} - C_1 l.$$

For any $s \in \mathbb{R}_0^+$ the term $e^{-sl} \sum_{k=l+1}^{\infty} C_2 \log(2) 2^{2l}$ grows without bound as $l$ goes to infinity, and hence, also $|\Gamma_n(s)|$ grows without bound, which is what we set out to prove. \[\square\]
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