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Abstract
In this review we present an overview of the progress made in recent years
in the field of integrated silicon-on-insulator (SOI) waveguide photonics
with a strong emphasis on third-order nonlinear optical processes. Although
the focus is on simple waveguide structures the utilization of complex
structures such as microring resonators and photonic crystal structures is
briefly discussed as well. Several fabrication methods are explained and
methods which improve optical loss, coupling efficiency and polarization
dependence are presented.

As the demand for bandwidth increases communication systems are
forced to use higher bit rates to accommodate the load. A consequence of
high-bit-rate systems is that they require short pulses where the importance
of waveguide dispersion tailoring becomes increasingly important. The
impact of short pulses on the efficiency of all-optical processes is discussed
and recent accomplishments in this field are presented. Numerical results of
femtosecond, picosecond and nanosecond pulse propagation in SOI
waveguides are compared to provide an insight into the physical processes
that dominate at these different time scales. In this work we focus on
two-photon absorption (TPA), free-carrier absorption (FCA), plasma
dispersion and the optical Kerr effect. After describing these nonlinear
effects, some other important all-optical processes based on plasma
dispersion and the Kerr effect are described, namely cross-absorption
modulation (XAM), self-phase modulation (SPM), cross-phase modulation
(XPM), four-wave mixing (FWM) and stimulated Raman scattering (SRS).
The latter provides the best hope for practical and/or commercial
applications and finds its use in amplification and lasing. Furthermore, we
present some guidelines for efficient numerical modelling of propagation in
SOI waveguides.

This review is a good starting point for those who are new in this hot and
rapidly emerging field and gives an overview of important considerations
that need to be taken into account when designing, fabricating and
characterizing SOI waveguides for ultrafast third-order nonlinear all-optical
processing.
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Figure 1. Web of Science literature search on SOI. Search
condition: TI = (silicon∗ AND waveguide∗) OR TI = (silicon∗

AND resonator∗) OR TI = (silicon∗ AND photonic∗). Only part of
the total search results yielded topics that were relevant with respect
to integrated optics. The data for 2006 only includes the months
January through October.

(This figure is in colour only in the electronic version)

1. Introduction

Because of its potential for integration with microelectron-
ics [1] silicon photonics is receiving considerable attention.
This is in large part due to the fact that optical systems can
provide more bandwidth for data transport and switching than
any electronic approach. Figure 1 shows the results of a liter-
ature search on the Web of Science [2], which was conducted
on article titles with the words ‘silicon AND waveguide’, or
‘silicon AND resonator’, or ‘silicon AND photonic’ in the pe-
riod from 1988 till October 2006. The bottom bars indicate the
number of papers per year that turned out to be relevant with re-
spect to silicon integrated optics. Although this graph does not
represent all papers on silicon photonics, it is clear that there
is an exponential trend in the number of publications on this
topic; a clear indication of its popularity and future potential.
Furthermore, the shaded areas above the bar chart give an in-
dication about the main contents of the papers. For instance, it
shows that several groups were working on doping silicon with
erbium for light emission purposes between 1996 and 2000.
In the period from 2000 till 2004 a shift from porous silicon to
single crystalline SOI took place. From that moment, Raman
gain was studied by many groups and nonlinear processes such
as SPM and FWM became topics of particular interest.

Several review papers have already been published on SOI
photonics, focusing on the recent accomplishments of light
emission at telecommunication wavelengths [3,4], modulation
using p-i-n structures and free-carrier injection [3–6], and lin-
ear and nonlinear optical processes in SOI photonic devices [7].
For example, Soref recently presented an overview of the past,
present and future prospects of silicon photonics [8]. How-
ever, most of these papers discuss results on a broad range
of device geometries and material varieties (erbium doping,
P and N doping, Si–Ge, etc) for the emission and detection
of light in silicon optical waveguides. The fact that silicon
is an indirect bandgap material imposes physical limitations
with respect to light emission and detection in the infrared.
This is a serious drawback when compared with integrated

optical devices based on III-V direct bandgap materials which
are capable of efficiently emitting and detecting light. Over-
coming this limitation in silicon is considered to be the holy
grail of silicon photonics. Besides the work on light emitting
silicon [3,4,9], considerable effort has been put into engineer-
ing silicon-based devices that are capable of enhanced light
detection in the near infrared, such as laser assisted surface
texturing [10], proton [11] and Si-ion implantation [12], the
integration of germanium on pure silicon [13] and germanium
on silicon p-i-n photodiodes [14] and monolithically integrated
Si–Ge heterojunction photodetectors [15].

The development of active functions like emission
and detection of light in silicon waveguides is extremely
important for the future success of silicon nanophotonics. In
addition, all-optical processes are of similar importance, since
these typically high-speed processes offer the possibility to
overcome the physical speed limitations of today’s electronics.

The aim of this paper is to present the third-order nonlinear
optical properties of silicon optical waveguides and the
methods needed to influence and optimize these properties for
applications in next generation high-speed all-optical devices.
In recent years many types of nonlinear optical phenomena
have been investigated in silicon-based nanophotonic devices.
Substantial progress has been achieved, e.g. in the field
of Raman amplification, in both continuous-wave [16] and
pulsed pump–probe [17, 18] experiments. Further, nonlinear
effects such as two-photon absorption (TPA) [19], self-phase
modulation (SPM) [20–22], cross-phase modulation (XPM)
[23], continuum generation [24], four-wave mixing (FWM)
[25] and the optical Kerr effect [26] have also been successfully
demonstrated and thoroughly investigated, on time scales
ranging from the femtosecond to the nanosecond regime.

Aside from these nonlinear optical effects, which are
well known in the field of fibre optics, an increasing number
of exotic experiments and discussions are emerging within
the field of SOI photonics as time scales decrease and
local optical field densities increase. Despite the fact that
these non-conventional phenomena are beyond the scope
of this manuscript, they are worth mentioning. Some
examples of such recent accomplishments are the generation
of quasi particles in silicon using ultrashort (10 fs) laser
pulses [27] and broadband, high-efficiency, opto-mechanical,
wavelength conversion in photonic crystal devices exploiting
the radiation pressure of the optical field [28]. Furthermore, the
generation of correlated photons within a CMOS-compatible
silicon waveguide [29] opens the way to scaleable quantum
information processing devices.

As mentioned earlier, the scope of this review paper is
to present the third-order nonlinear all-optical processes that
can be exploited in SOI waveguides for high-speed optical
processing of data. Therefore, after a review of the nonlinear
processes in section 2, two efficient modelling methods are
presented in section 3 that give a good insight into the
propagation of short light pulses, the carrier dynamics, and
the nonlinear processes in straight SOI waveguides.

Thereafter, in section 4, various methods are listed to tailor
the waveguide properties, such that the propagation losses, the
optical coupling, dispersion, polarization and field intensities
can be optimized. All these properties are of major importance
for efficient all-optical switching.

Finally, some general conclusions are listed in section 5.
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2. Nonlinear processes in silicon

The polarization P of a medium through which optical signals
with frequency ω are propagating can be expressed in a power
series with respect to the applied electric field Eω in the
frequency domain:

P = ε0[χ(1)Eω + χ(2)EωEω + χ(3)EωEωEω + · · ·], (1)

where ε0 is the permittivity of free space (8.85×10−12 F m−1)
and χ(i) is the ith order susceptibility tensor of the medium.
The first-order tensor is responsible for the linear optical
properties, whereas the higher-order terms contribute to
nonlinear effects. In nonlinear optics the nonlinear interaction
between the laser field and the medium is studied. Since
a CW laser field typically has one or more monochromatic
Fourier components, the field-induced nonlinear polarization
can also be composed of a number of Fourier components
where, according to equation (1), the linear component is
given by

P (1)(ω) = ε0χ
(1)(ω)Eω. (2)

Similarly the second-order nonlinear polarization can be
written as

P (2)(ω) = ε0χ
(2)(ω; ω1, ω2)Eω1Eω2 . (3)

The nonlinear susceptibility χ(2) is a third-order tensor with 3×
9 = 27 elements and is responsible for the electro-optic effect.
In principle, silicon does not exhibit a linear electro-optic
(Pockels) effect due to its centro-symmetric crystal structure
[30]. However, we should point out that a significant linear
electro-optic effect has recently been induced in silicon by
breaking the crystal symmetry through deposition of a straining
layer on top of a silicon waveguide, resulting in an induced
second-order nonlinear coefficient χ(2) of ≈15 pm V−1 [31].
Materials with a high χ(2) value can be used for sum- and
difference-frequency generation and frequency doubling. In
sum-frequency (difference-frequency) generation, light with a
new frequency ω = ω1 + ω2 (ω = ω1 − ω2) can be generated
by two incident monochromatic waves having frequencies ω1

and ω2. Since the focus of this paper is on the nonlinear effects
of un-strained silicon, χ(2) is negligibly small and these effects
are not observed with any strength.

However, the third-order nonlinear polarization, which
takes the form

P (3)(ω) = ε0Kχ(3)(−ω; ω1, ω2, ω2)Eω1Eω2Eω3 , (4)

where K is a constant that depends on the particular optical
process is not negligible in silicon [7]. In equation (4) χ(3) is a
fourth-order tensor comprising 3 × 27 = 81 elements. In the
special case where the input is monochromatic two third-order
nonlinear polarizations are obtained [7]:

P (3)(ω) = ε0
3

4
χ(3)(−ω; ω, −ω, ω)|Eω|2Eω, (5)

P (3)(3ω) = ε0
1

4
χ(3)(−3ω; ω, ω, ω)E3

ω. (6)

Equation (5), which is discussed in sections 2.1 and 2.3
in greater detail, describes both the degenerate TPA and
the optical Kerr effect which are related to the imaginary

Figure 2. Schematic representation of TPA in silicon. (a)
Degenerate. (b) Non-degenerate.

and real parts of χ(3), respectively. Equation (6) represents
third-harmonic generation, which can be neglected when
working at telecommunication wavelengths, since the third-
harmonic green light that will be generated from signals with
a wavelength around 1500 nm is absorbed strongly by the
silicon.

2.1. Two-photon absorption

Two-photon absorption is of particular relevance when dealing
with high intensity infrared light propagation in silicon
waveguides. Figure 2 shows a schematic representation of the
TPA process in silicon. When the total energy of two photons
is larger than the bandgap energy of the silicon (Eg = Ec−Ev),
they can both be absorbed exciting an electron from the valence
band (upper energy Ev) to the conduction band (lower energy
Ec), producing an electron-hole pair. We can distinguish
between two types of TPA, i.e. a degenerate and a non-
degenerate process. In degenerate TPA, two photons with
the same wavelength are absorbed by means of a phonon-
assisted process. For instance this is the case when strong
pump lasers are used with a pump wavelength λp (see figure 2,
left). As a result the pump power will be depleted along the
waveguide [32].

In non-degenerate TPA, one photon with wavelength λp

from a pump source and one photon from a signal source
with wavelength λs are both absorbed by means of a photon-
assisted non-degenerate process [33]. Typically, λs > λp in
pump–probe experiments. This means that a signal photon is
only absorbed when a pump photon is present (see figure 2,
right). This phenomenon can be employed for cross-amplitude
modulation (XAM) [32] and is discussed in section 2.2 in
further detail.

The number of free carriers N in a silicon waveguide
subjected to a time-varying optical intensity is governed by the
free-carrier generation and recombination rates according to

dN(t)

dt
= β

2hv
I 2(t) − N(t)

τ
. (7)

Here, dN(t)/dt is the temporal change of the free-carrier
density. Of course when a continuous-wave (CW) light source
is used, equation (7) reduces to [34, 35]:

N = βI 2τ

2hv
. (8)

The first term at the right-hand side of equation (7) describes
the generation of free carriers, where hv is the energy of a single
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photon, I is the intensity of the field in W m−2 and β is the TPA
coefficient which ranges from 5 × 10−12 to 9 × 10−12 m W−1

[17,26,36–38]. The latter is related to the imaginary part of
χ(3) via

β = 3πχ
(3)
Im

cε0λn2
0

. (9)

Moreover, c is the speed of light, λ is the wavelength of the light
and n0 is the linear refractive index of the material. TPA will
induce a linear intensity dependence on the total absorption of
the medium:

α(I) = α + βI, (10)

where α is a linear absorption coefficient. The second term
on the right-hand side of equation (7) is responsible for a
decrease in the free-carrier density by means of electron–hole
pair recombination. The recombination lifetime τ is on the
order of 100 ns for bulk silicon but depends strongly on the
geometry particularly when dealing with submicrometre sized
planar waveguides [37], therefore reported values range from
picoseconds to 200 ns. The free-carrier lifetime limits the
switching or modulation speed of devices based on free-carrier
injection; some methods used to decrease the recombination
time will be discussed in section 4.2. The absorption of photons
causes depletion of the signal along the waveguide, which can
be described by

dI

dz
= βI 2. (11)

Free carriers will be generated as a result of TPA in silicon
due to the excitation of electrons from the valence band to the
conduction band. The generated holes and electrons give rise
to FCA and are responsible for the plasma dispersion effect,
which is described in the next subsection. The losses caused by
TPA and FCA prove to be a serious limitation that can severely
degrade the performance of ultrafast all-optical devices that are
based on the optical Kerr effect [39].

2.2. Free-carrier dispersion

The plasma dispersion effect is related to the free-carrier
density in a semiconductor and changes both the real and the
imaginary part of the refractive index, n0 = n+ik, respectively.
The imaginary part of the refractive index is related to the linear
absorption α via

α = 4πk

λ
. (12)

The changes in the complex refractive index are governed by
the Drude–Lorenz equations that describe how the electron and
hole concentrations (Ne and Nh expressed in cm−3) influence
the absorption α and the real part of the refractive index n:

	α = − e3λ2

4π2c3ε0n

[
	Ne

m2
ceµe

+
	Nh

m2
chµh

]
, (13)

	n = − e2λ2

8π2c2ε0n

[
	Ne

mce
+

	Nh

mch

]
. (14)

Here e is the electron charge, n the refractive index
of unperturbed crystalline silicon, mce and mch are the
conductivity effective masses and µe and µh the mobility of
electrons and holes, respectively. For silicon, the conductivity

effective masses are mce = 0.26m0 and mch = 0.39m0, with
m0 the free-electron rest mass, being 9.11 × 10−31 kg.

Soref and Bennett simplified these equations by
[40] deriving some empirical expressions that are almost
universally used in the literature to evaluate the changes
caused by injection or depletion of free carriers in silicon at a
wavelength of 1300 nm [30]:

	α = −[6.0 × 10−18	Ne + 4.0 × 10−18	Nh], (15)

	n = −[6.2 × 10−22	Ne + 6.0 × 10−18	N0.8
h ]. (16)

Similar expressions have also been derived for 1550 nm [30]:

	α = −[8.5 × 10−18	Ne + 6 × 10−18	Nh], (17)

	n = −[8.8 × 10−22	Ne + 8.5 × 10−18	N0.8
h ]. (18)

The subscripts e and h denote electrons and holes, respectively.
Since the number of electrons and holes created by TPA are
equal, Ne(t, z) and Nh(t, z) can be replaced by N(t, z) (in units
of cm−3) in equations (15)–(18).

The empirical relations are in good agreement with the
classical Drude–Lorenz model described earlier. However,
for the influence of holes on the refractive index Soref et al
included a N0.8

h dependence. From equation (17) the FCA
cross section σFC in cm2 for silicon at λ = 1.55 µm can be
derived [38]:

σFC = 1.45 × 10−17

(
λ

1.55

)2

, (19)

where the constant represents the experimentally determined
cross section obtained by Soref et al The quadratic term is a
scaling factor where λ is the wavelength of the incident photon
which is expressed in micrometres here. This equation reveals
that the apparent cross section of the free-carriers scales with
wavelength. The decrease in optical intensity I as a function of
propagation distance z as a result of the free-carrier absorption
can be written as

dI

dz
= −σFCNFCI, (20)

where NFC is the free-carrier density. Being induced by a
strong pump signal, both the TPA and FCA processes induced
by strong pump signals cause absorption of the pump signal
itself, and consequently self-limiting of the transmitted optical
power. For example, figure 3 shows the output intensity of
200 fs pulses with a centre wavelength of 1700 nm as they
pass through a silicon wire waveguide with a cross section of
300 nm × 400 nm. Clearly these absorption processes play
a dominant role for input powers >0.5 mW in this particular
experiment as one sees a marked decrease in the transmission
percentage. Similar data has been presented by Cowan et al
[41] who used 100 fs laser pulses. The effects of TPA and FCA
on pulses with 300 fs, 3.5 ps and 17 ns will be theoretically
discussed in section 3.1.1; our results are presented in figure 9.

In the presence of weaker probe pulses, the absorption
can be exploited for XAM, an effect which is discussed in
section 2.4.1.

The change in refractive index and absorption due to
free-carrier injection, either by current injection or by TPA,
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Figure 3. Experimentally observed pump saturation as a function of
the average power coupled into a SOI photonic wire.

can effectively be exploited, for example in the fabrication
of fast modulators [42, 43] and switches [44]. Free-carrier
injection by photo-excitation has also been exploited in silicon
microring resonators to demonstrate all-optical switching by
detuning the resonance wavelength of the resonator [45–47].
However, the switching speed of such resonators is limited by
the quality factor and the free-carrier lifetimes. The latter can
be effectively controlled using p-i-n junctions, as demonstrated
by Preble et al [42]. A drawback of free-carrier induced
refractive index changes in resonant structures is that it can
cause bistable operation [48], which is not always desirable.
Yet, bistable properties can be exploited in applications where
pulsating behaviour at the output ports is wanted [49]. Optical
pulses of 100 ns with MHz repetition rates have been predicted
by Johnson et al [50] due to thermo-optic bistability in silicon
microdisk resonators at input powers of 60 µW.

In addition to microring resonators other photonic crystal
structures have also been used to demonstrate all-optical
switching by detuning the optical bandgap through carrier
injection [51, 52]. As a consequence of their resonant
behaviour, photonic crystals are also prone to bistable
operation [53, 54], in a similar way as microring resonators.

All-optical switching in non-resonant structures has been
achieved through photo-induced carrier injection in one of
the arms of a directional coupler [55] or Mach–Zehnder
interferometer [24]. Furthermore, a photonic read-only
memory based on the free-carrier effects has recently been
proposed by Barrios et al [56].

2.3. The optical Kerr effect

The optical Kerr effect is responsible for the intensity
dependent refractive index n2 and is related to the real part
of χ(3) through [57, 58]:

n2 = 3χ
(3)
Re

4cε0n
2
0

. (21)

The Kerr effect causes the refractive index of a material to be
linearly dependent on the optical intensity I , according to

n(I) = n0 + n2I, (22)

Figure 4. Experimental demonstration of TPA and FCA in a silicon
waveguide with a cross section of 300 × 450 nm using 200 fs pulses.
The values at the right of the plots indicate the average optical
power inside the waveguide.

which is similar to the absorption increase described in
equation (10).

In many articles the value for n2 is expressed in
electrostatic units (esu). We refer to the definition used by
Samoc et al [59] and DeSalvo et al [60] to convert between
esu and SI units:

n2(SI) = 40π

cn0
n′

2(esu). (23)

Reported values for n2 range from 4 × 10−14 to 9 ×
10−14 cm2 W−1 [25, 26] and are frequently determined using
the well-known Z-scan technique [26]. Among other
applications the Kerr nonlinearity can be exploited for the
realization of all-optical phase-shifting devices [61] and
nonlinear resonators [39].

2.4. Applications

In the following subsections some applications of the third-
order nonlinear effects described above are presented.

2.4.1. Cross-absorption modulation The TPA-induced
absorption can be applied to modulate a probe signal through
a process called XAM. Consider two input signals, i.e. a
pump and a probe pulse with different frequencies ω1 and ω2,
respectively; in this case equation (5) simplifies to

P (3)(ω2) = ε0
3

2
χ(3)(−ω2; ω1, −ω1, ω2)|Eω1|2Eω2. (24)

This non-degenerate TPA process is two times stronger than
the degenerate TPA process described in equation (5). This
factor of two also holds for the non-degenerate Kerr effect.

Figure 4 shows results obtained from an XAM experiment
where the normalized intensity of a weak probe pulse is plotted
as a function of the delay time between a high intensity pump
pulse and the signal pulse itself. At negative delay times, when
the probe pulse is propagating ahead of the pump pulse, there
is no change in transmission. However, at zero delay time,
the probe pulse experiences both TPA and FCA and hence the
absorption is maximized. At positive delay times the probe
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pulse experiences losses due to FCA. The free-carrier lifetime
can be obtained by fitting an exponential decay curve through
the tail at positive delay times. The time to switch the probe
signal ‘OFF’ is related to the pump pulse envelope, whereas
the pump peak intensity determines the ‘ON/OFF’ ratio. A
considerable number of free carriers are generated at high
‘ON/OFF’ ratios; this can be seen in figure 4. The time needed
to switch the probe signal ‘ON’ again is determined by the
free-carrier lifetime. Therefore, for fast all-optical modulation
it is desirable to engineer the waveguide such that the free-
carrier lifetime is reduced (section 4.2) or to otherwise limit
or prevent free-carrier generation (section 3.1). An alternative
method is to electrically sweep the generated free carriers out
of the waveguide using PN junctions, similar to devices where
free carriers are injected on purpose for electrically driven
modulation [30, 62]. This method was most notably used to
realize the first continuous-wave Raman silicon laser [63].

Ultrafast all-optical switching was demonstrated by
modulation of a CW signal through non-degenerate TPA using
3.2 ps pulses by Liang et al [32]. A high-speed all-optical
NOR gate based on non-degenerate TPA has recently been
demonstrated as well [64].

It should be noted that both TPA and FCA will increase
the temperature of the silicon; however, modelling has shown
that FCA-induced heating dominates the heating due to TPA
[50]. Furthermore, the recombination of the free carriers
may lead to additional heating [7]. Of course a change in
temperature will also induce a change in the refractive index.
At 1550 nm the refractive index change associated with Si may
be approximated by [65]

dn

dT
= 1.86 × 10−4/K. (25)

A model for the values for dn/dT as a function of temperature
and wavelength was presented by Ghosha [66]. The positive
change in the refractive index is opposite to the refractive index
change caused by the free carriers. Although thermal effects in
silicon are typically slow compared with electro-optical effects
and free-carrier effects, they can be efficiently used to tune the
resonance frequency of a microring resonator [67] when ms
tuning is acceptable.

2.4.2. Phase modulation The refractive index changes
caused by both the optical Kerr effect and free carriers cause a
change in the phase of an optical signal. In the next section we
discuss two approaches to realize all-optical phase modulation,
i.e. phase modulation that is exerted on the signal itself (known
as SPM) and phase modulation acting on another signal (known
as XPM).

2.4.3. Self-phase modulation As a consequence of the Kerr-
nonlinearity and any generated free carriers, the refractive
index of a material is dependent on the optical power. When
a strong light pulse passes through a medium it will induce
a phase shift 	φ due to these nonlinearities. Under CW
operation the intensity and phase change can be assumed
constant as a function of time. However, when ultrashort pulses
are used the intensity rapidly varies in time which results in a
rapidly varying phase change. The time derivative of the phase

Figure 5. Schematic representation of the normalized induced
phase change and frequency shift due to the optical Kerr effect.

change yields a frequency chirp, 	ω (schematically shown in
figure 5), across the pulse, according to:

	ω = −d(	φ)

dt
. (26)

A chirped pulse (figure 5) is spectrally broader than an
unchirped pulse since its rising edge sees a positive d(	φ)/dt

(in the case of a pure Kerr nonlinearity), whereas the trailing
edge experiences the opposite phase change, resulting in a
red and blueshift, respectively. A rough estimation of the
induced phase shift expressed in units of π can be obtained by
counting the number of peaks in the output spectrum. Figure 6
shows examples of experimentally observed and simulated
SPM broadened spectra (derived by solving the nonlinear
Schrödinger equation described later in section 3.2.1) at several
points in a waveguide of length L, resulting in an increased
phase shift as a function of propagation length.

A careful analysis of the effect of self-phase modulation
on 1.8 ps pulses in submicrometre silicon waveguides was
recently presented by Dulkeith et al [22]. They investigated
the spectral broadening of picosecond pulses as a function
of power and wavelength during propagation through a Si
waveguide. SPM of subpicosecond pulses in silicon wires has
been reported by Dekker [21], Hsieh [68] and Boyraz et al [20].
The latter reported spectral broadening due to SPM of 4 ps
pulses as well.

An all-optical modulator has been demonstrated based on
filtering of an SPM broadened spectrum of 100 fs pulses using
an integrated Bragg grating [41]. At low powers the pulse
is simply reflected by the grating. As the pulse spectrum
broadens at increasing powers, however, the new spectral
components in the tails of the spectrum overlap with the
passband of the grating and are transmitted.

2.4.4. Cross-phase modulation In SPM new frequency
components are created within a strong pump pulse, since the
pulse temporally overlaps with the refractive index change it
has induced upon itself. However, the refractive index change
not only affects the pump pulse, but it can also alter a probe
pulse, when present, by inducing a phase change in the probe.
This non-degenerate process is called cross-phase modulation
(XPM) since the phase of the probe pulse is influenced by the
pump pulse (strictly speaking the pulses can have any strength).
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Figure 6. Top: experimentally observed SPM broadened spectrum,
taken from [21]. Bottom: simulation results of the resulting
wavelength spectrum as a function of propagation length due to the
Kerr nonlinearity. The scale along the horizontal axis is
intentionally blank. The pulse spectrum typically broadens from
15 nm to 100 nm for 300 fs (FWHM) pulses (with average powers of
∼500 µW) propagating through a 1 cm SOI waveguide.

Figure 7. Schematic representation of pump–probe pulses that
overlap in time. The dashed curve represents the high intensity
pump pulse, whereas the solid line represents the much weaker
probe pulse.

XPM can be used for all-optical switching and modulation
in different ways. One method is based on a phase
change induced in one of the arms of a Mach–Zehnder
interferometer. Boyraz et al [24] reported all-optical
switching based on constructive and destructive interference
exploiting cross-phase modulation of a CW signal in a Mach–
Zehnder interferometer. Although the optical pump beam
produced subpicosecond pulses, the off-switching time in their
experiments was limited to ∼7 ns, as a result of the free-carrier
lifetime.

An alternative way to exploit XPM for all-optical
switching is to use the wavelength shift of the probe pulses
which is induced by the pump pulses.

Four different configurations are shown in figure 7 in
order to illustrate the principle of XPM induced wavelength
conversion. It is important to correctly define the time axis
when depicting pump–probe experiments and in figure 7 the
left sides of the pulses are passing earlier in time than the right

side of the pulses. This means that in figure 7(a) the probe
pulse is propagating ahead of the pump pulse and does not feel
any influence of the pump pulse. Therefore, nothing happens
to the spectral distribution of the probe spectrum. However,
in (b), when the probe is overlapping with the leading edge of
the pump pulse, it is influenced by the positive change in the
refractive index as a function of time d(	n)/dt , which in turn
generates a positive phase change d(	φ)/dt . This positive
change of the phase induces a decreased carrier frequency,
which results in an increase of the centre wavelength of the
probe. In other words, the probe spectrum red shifts. In
configuration (c) the probe pulse is exactly centred within the
pump pulse and therefore it overlaps with both the leading and
trailing edge of the pump pulse. In this case the induced phase
changes will more or less compensate each other (depending
on the dispersion properties of the waveguide) and the shift of
the wavelength will be zero. Finally, in figure 7(d) the probe
overlaps with the trailing edge of the pump and consequently
experiences a negative refractive index change, resulting in a
blue shift of the probe carrier wavelength.

Xu et al [18] reported a 1.6 nm blue shift of a CW probe
signal due to the XPM induced by using 3.5 ps pump pulses.
They exploited the wavelength shift to demonstrate all-optical
switching by using a tunable grating filter at the output of
the waveguide. Since the wavelength conversion scales with
the slope of the pulse envelope, larger wavelength shifts can
be obtained by increasing the peak pulse intensity and by
decreasing the pulse duration. Dekker et al [23] reported sub-
picosecond all-optical wavelength conversion through XPM
using 300 fs pulses, resulting in wavelength shifts ranging from
−15 to 9 nm with 7.5 pJ pulse energies. They proposed an all-
optical switching and modulation scheme using XPM induced
wavelength conversion in a straight silicon port waveguide
and subsequent filtering of the wavelength converted signal by
an integrated low-Q passive silicon microring resonator. An
experimental demonstration of this device has recently been
presented by Dekker et al [69].

The wavelength shift of the probe in pump–probe
experiments depends not only on the pump intensity but also
on the length over which the pump and probe pulses overlap,
i.e. the interaction length. Since submicrometre silicon
waveguides are strongly dispersive, the probe pulse, in general,
travels at a different speed in comparison with the pump pulse.
The propagation length over which the pump and probe pulses
overlap is termed the walk-off length Lw. This walk-off length
is a linear scaling factor for the magnitude of the XPM induced
probe wavelength shift. Its relation to the dispersion of the
waveguide is presented in section 4.4.

2.4.5. Four-wave mixing Four-wave mixing is a nonlinear
effect that also arises from the third-order optical nonlinearity.
It can occur if at least two different frequency components, ω1

and ω2, propagate in a nonlinear medium. A refractive index
modulation at the difference frequency is obtained, which
creates sidebands for each of the input waves. As a result, two
new frequency components are generated (figure 8), namely,
ω3 = ω1 − (ω2 −ω1) = 2ω1 −ω2 and ω4 = ω2 + (ω2 −ω1) =
2ω2 − ω1.
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Figure 8. Generation of new frequency components via four-wave
mixing.

To describe the generation of ω3, equation (5) can be
rewritten as

P (3)(2ω1 − ω2)

= ε0
3

4
χ(3)(−2ω1 + ω2; ω1, ω1, −ω2)Eω12E∗

ω2. (27)

FWM is a phase-sensitive process in which the interaction
depends on the relative phases of all the involved beams; it can
only accumulate over a non-negligible distance when a phase-
matching condition (k2ω1−ω2 = 2kω1 − kω2) is satisfied. This
occurs when the involved frequencies are close to each other,
or when the dispersion profile has an appropriately engineered
shape (see section 4.4). In other cases, where there is a strong
phase mismatch, FWM is effectively suppressed. The phase-
matching requirement for FWM may be contrasted with TPA
and the Kerr effect, which are automatically phase-matched [7]
and Raman scattering which does not require phase matching.
Despite the added complexity imposed by phase matching,
FWM can be exploited for broadband signal amplification
and frequency conversion [25,70–73]. Foster et al [74]
demonstrated net gain over a wavelength range of 28 nm and
frequency conversion through FWM with peak conversion
efficiencies of +5.2 dB using phase-matched SOI nanowires.
Furthermore, Lin and Agrawal proposed to use FWM for the
generation of quantum correlated photon pairs [75].

2.5. Stimulated raman scattering

The nonlinear response of a transparent optical medium to the
intensity of the light propagating through the medium is very
fast, but not instantaneous. In particular, a non-instantaneous
response is caused by vibrations of the crystal (or glass) lattice.
When these vibrations are associated with optical phonons, the
effect is called Raman scattering, while acoustical phonons are
associated with Brillouin scattering. When, for example, two
laser beams with a frequency difference matching a Raman
transition propagate together through a Raman-active medium,
the longer-wavelength beam can experience optical gain at the
expense of the shorter-wavelength beam. In addition, lattice
vibrations are excited which leads to a temperature increase.
The gain for the longer-wavelength beam is commonly used
in Raman amplifiers and Raman lasers. Apart from the
mentioned stimulated Raman scattering effect, there is also a
spontaneous Raman scattering effect caused by quantum noise.
One may interpret this as Raman amplification of vacuum
noise. In solid state media, like silicon, the Raman effect
occurs together with the Kerr effect, which results from the
(nearly) instantaneous response of the electrons.

In SOI waveguides, which are based on single crystalline
silicon, the Raman transition is dominated by a single peak
at ∼520 cm−1 [76] having a spectral width of ∼0.9 nm [77].
This narrow gain spectrum is beneficial for laser operation, but
results in a significant drawback for broadband amplification
of optical signals on a silicon chip. The width of the Raman
peak broadens and shifts to lower values in very thin silicon
nanowires with diameters below 20 nm [78]. Furthermore, the
width and position of the Raman peak tends to broaden [79] and
shift to slightly lower values compared with single crystalline
silicon in the case of polycrystalline and amorphous material
structures [80–82].

The generation of free carriers strongly hinders gain
performance [16,36–38,83] and should be avoided or limited
when designing amplifiers, similar to the case of ultrafast all-
optical modulation using TPA, as discussed in section 2.2.
Reducing the free-carrier lifetime is one technique that can
be used to decrease the free-carrier concentration. Jalali et al
showed the impact of the free-carrier lifetime on the achievable
CW Raman gain as a function of pump intensity [35]. The
monolithic integration of p-i-n diode structures has also been
successfully applied to sweep out the generated free carriers
in order to reduce the free-carrier concentrations [34, 63, 84].

For more information on the physics of Raman effects and
Raman amplification in silicon we refer the interested reader
to the works of Xu et al [18, 77], Espinola et al [85], Dadap
et al [86] and Claps et al [87]

3. Modelling methods

In this section we discuss two approaches commonly used
to model the propagation of short optical pulses in silicon
waveguides. The first method, described in section 3.1,
describes the propagation of an intensity profile in the time
domain. Since this approach propagates an intensity profile, it
is not able to include dispersion. Therefore, this model is only
suitable for propagation of pulses through short waveguides
that show little dispersion. Nevertheless, it gives good insight
into the temporal distortion of the pulse under the influence of
both TPA and FCA. Based on this simple model, numerical
results of femtosecond, picosecond and nanosecond pulse
propagation in SOI waveguides are presented and compared
with recent experimental data from the literature. For instance,
an indication of the XPM induced wavelength shift can be
derived based on the temporal shape of the pump pulse.

The second method, which is more extensive and
described in section 3.2, is based on the nonlinear Schrödinger
equation (NLSE). The NLSE is solved using the split-step
Fourier method. This method includes the dispersive effects of
the waveguide, provides a means by which to study the effects
of phase matching and may also be extended to incorporate
Raman effects.

For both methods it is important to know the initial
shape of the pulse in the time domain; typically a Gaussian
or hyperbolic-secant shaped pulse is assumed. The spectral
distribution of the pulse is then obtained by Fourier
transforming the optical field during the pulse’s evolution in
the time domain. In this paper we assume the pulse shapes are
Gaussian for simplicity.
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Table 1. Parameters used in the simulations of section 3 for pulse
propagation in different SOI waveguides and pulse durations.

Par 300 fs 3.5 ps 17 ns

Ref [23] [18] [17]
w × h 450 nm × 300 nm 450 nm × 250 nm 1520 nm × 1450 nm
Aeff ∼ 0.15 µm2 ∼0.14 µm2 ∼1.5 µm2

L 7 mm 7 mm 48 mm
τ 5 ns 5 ns 25 ns
Imax ∼15 GW cm−2 ∼15 GW cm−2 ∼50 MW cm−2

Frep 80 MHz 76.8 MHz 10 KHz
λp 1554 nm 1589.5 nm 1545 nm
λs 1683 nm 1731.5 nm 1680 nm

Furthermore, it should be noted that both methods assume
that individual pulses are separated in time and are not
influenced by the presence of a free-carrier background; the
number of free carriers generated by a previous pulse are
assumed to have diminished to a negligible level when the
next pulse passes through the device. For a repetition rate of
80 MHz this would require the free-carrier lifetime to be less
than 12.5 ns, which is often the case for submicrometre shaped
silicon wire waveguides.

3.1. Dispersion free propagation

3.1.1. Single wavelength experiments — pump pulses We
begin by assuming a Gaussian intensity profile

I (t) = Imax exp

(
−0.5.

( |t − t0|
δ

)2
)

(28)

is incident on the input facet of a SOI waveguide where Imax

is the peak power of the pulse (in W m−2), t represents time
and t0 is the centre location of the pulse (in seconds) and δ

characterizes the pulse width.
During propagation through the waveguide, where the

propagation direction is coincident with the z-axis, the
intensity of the pulse I (t, z) decreases due to several loss
mechanisms. These loss mechanisms include linear absorption
including scattering, TPA and FCA. Therefore, the change in
pump intensity along the waveguide may be described by [17]

dI (t, z)

dz
= −αI (t, z) − βI 2(t, z) − σN(t, z)I (t, z), (29)

where α is the linear absorption, N(t, z) is the free-carrier
density and σ is the free-carrier absorption cross section
described in equation (19). Because the losses are a
function of time, via the free-carrier density N(t, z) and the
pulses intensity profile I (t, z), the original pulse shape is
not conserved during propagation through the waveguide.
The time dependence of the free-carrier density in a silicon
waveguide can be written in terms of electron–hole pair
generation and recombination rates [17] (see equation (7)),
however, it now also depends on the propagation distance z

and can be generalized to

dN(t, z)

dt
= β

2hv
I 2(t, z) − N(t, z)

τ
. (30)

The set of coupled differential equations, equations (29) and
(30), can be solved numerically by dividing the waveguide into
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Figure 9. Pulse envelopes as a function of propagation distance.
Top: 300 fs pulses. Middle: 3.5 ps pulses. Bottom: 17 ns pulses.

discrete propagation steps dz. The results of a discretization
of the pulse shape I (t, z) into finite time steps dt can be
stored in a two-dimensional array that holds the pulse shape
as a function of propagation distance z. The carrier density
N(t, z) can be stored in a similar fashion as I (t, z). As a
starting condition the original pulse is used to fill array I (t, 0)

and N(t, 0) is determined by using I (t, 0) in equation (30).
This is valid when dz is chosen small enough that errors are
minimized, a condition that can be verified by reducing dz until
the solution no longer depends on dz. Using this approach,
equations (29) and (30) can be solved alternatively within a
single step of size dz. This straightforward method generates
two data arrays that hold the predicted pulse intensity and
carrier-density as a function of time and position within the
waveguide. Some examples of the results obtained by using
this method are presented in figures 9–11 for pulse durations
of 300 fs, 3.5 ps and 17 ns, respectively. The input parameters
for these simulations are listed in table 1.

In figure 9 we are able to conclude that the nonlinear losses
for the 300 fs pulses are dominated by TPA, since the losses
are almost symmetric around the pulse centre. However, as
the pulse length is increased to 3.5 ps the additional losses
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Figure 10. Free carrier densities as a function of propagation
distance. Top: 300 fs pulses. Middle: 3.5 ps pulses. Bottom: 17 ns
pulses.

due to FCA become more prominent. This causes a stronger
absorption for the trailing pulse edge due to the free-carrier
buildup experienced during the pulse’s leading edge and centre.
When an even longer pulse duration of 17 ns is used, the losses
are dominated by FCA, which can be concluded from the fact
that the leading edge is not strongly attenuated and the peak
intensity is only weakly influenced by the propagation length.

The time-dependent free-carrier densities generated by the
three different pulses of figure 9 are shown in figure 10.

From figure 10 it can be seen that the free-carrier
accumulation for a 300 fs pulse is an order of magnitude
lower than it is for a 3.5 ps pulse. Therefore, the Kerr
nonlinearity dominates over the free-carrier nonlinearities
for subpicosecond pulses. This conclusion has also been
experimentally confirmed by Hsieh et al [68] who studied
SPM and dispersion effects in SOI wire waveguides using
200 fs pulses and by Boyraz et al [20] who used <1 ps pulses.
Through these simple simulations we also find that although
the carrier densities for the 17 ns pulses are the lowest (one
order of magnitude lower than those experienced by the 300-fs
pulses), they cause considerable loss since the pulse duration

Figure 11. Kerr- and free-carrier-induced refractive index changes
as a function of propagation distance. Top: 300 fs pulses. Middle:
3.5 ps pulses. Bottom: 17 ns pulses.

is four orders of magnitude longer. This causes a stronger
overlap between the pulse and the carriers it has generated.

3.1.2. Pump–probe experiments Short pulses propagating
through a silicon waveguide experience not only loss but also
refractive index changes caused by the Kerr effect and the
generated free carriers. The Kerr-induced refractive index
change as a function of time and propagation distance is
described by

	nKerr(t, z) = n2I (t, z), (31)

where a value of n2 = 4 × 10−14 cm2 W−1 has been used
in the simulations shown in figure 11. The free-carrier
induced refractive index change carries a negative sign and
can be described by the empirical relation presented by
Soref et al [40]:

	nFC(t, z) =
−(8.8 × 10−22Ne(t, z) + 8.5 × 10−18Nh(t, z)

0.8). (32)

The Kerr- and free-carrier-induced refractive index changes of
the 300 fs, 3.5 ps and 17 ns pulses presented in section 3.1.1.
are shown in figure 11 according to equations (31) and (32).
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From figure 11 it can be concluded that the Kerr
nonlinearity dominates over the free-carrier-induced refractive
index for subpicosecond pulses. We also find that the effects
are balanced for the 3.5 ps pulse, while for the 17 ns pulse the
Kerr effect is negligible.

Next, we consider a pump–probe experiment where the
delay time between the pulses is such that the probe signal has
a temporal overlap with the pump signal on either the rising
or trailing edge, as shown by the cartoon in figure 7(b) or in
figure 7(d). In this case, the probe signal will experience a
time-dependent phase shift 	φ(t, z) caused by the temporal
change in the pump–pulse induced index changes [18] via

	φ(t, z) = 2πLint

λ
[	nKerr(t, z) + 	nFC(t, z)], (33)

where Lint is the interaction length. This temporal variation
in phase will result in a frequency shift of the probe pulses
according to

	ω(t, z) = − d

dt
	φ(t, z). (34)

This frequency shift changes the centre wavelength of the probe
pulses and can be described by [23]

λs = λ0

1 − (Lint/c) · (d	n(t, z)/dt)
, (35)

where λs is the centre wavelength of the frequency converted
probe pulse and λ0 represents the centre wavelength of the
original probe spectrum.

Although not exact, a good indication of the wavelength
shift can be derived from the slope of the refractive index
profiles shown in figure 11. The wavelength shifts for the
three different pulse lengths previously examined have been
derived using equation (35) at the middle of the waveguide
and are shown in figure 12. A comparison with experimental
data is presented in figure 13.

3.2. Modeling including dispersion — NLSE

The modelling approach described in section 3.1 gives
good insight into the dynamics of the pulse intensity.
However, as pulse durations and waveguide dimensions
decrease, dispersive effects become increasingly important
and must be taken into account. A convenient model that
describes nonlinear pulse propagation in a waveguide is the
Nonlinear Schrödinger Equation. In the next two subsections
this equation will be applied to model both single-pulse
propagation experiments and pump–probe experiments.

3.2.1. Single wavelength experiments — pump pulses The
propagation of short electromagnetic pulses inside a channel
waveguide with Kerr nonlinearities, TPA and dispersion can
be described by a modified nonlinear Schrödinger equation
[88–90]:

dψ

dz
= − i

2
· β2 · d2ψ

dτ 2
+

i

6
· β3 · d3ψ

dτ 3
+

i

24
· β4 · d4ψ

dτ 4

− 1

2
· α0 · ψ − αTPA

Aeff
|ψ |2ψ + i · γ |ψ |2ψ

− γ

ω0
· d

dτ
(|ψ |2ψ) − i · γ · TR · ψ · d

dτ
(|ψ |2), (36)

Figure 12. Predicted wavelength shifts as a function of delay time
between pump and probe pulses. Top: 300 fs pulses. Middle: 3.5 ps
pulses. Bottom: 17 ns pulses.
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Figure 13. Experimental and simulated wavelength shift for 300 fs
pulses through SOI wire waveguides with a cross section of
300 nm × 450 nm and a length of 7 mm. Pulse energy was 7.5 pJ.
Taken from [23].

where ψ(z, τ ) represents the slowly varying complex envelope
of the optical field. The shape of the electric-field envelope
as a function of propagation distance ψ(z, τ ) can be found
by solving equation (36). A convenient way to solve this
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Table 2. List of terms in the nonlinear Schrödinger equation.

Term Description

dψ

dz
Change of the slowly varying complex

pulse envelope with propagation z

− i
2 · β2 · d2ψ

dτ2 Group velocity dispersion
i
6 · β3 · d3ψ

dτ3 Third-order group velocity dispersion
(becomes important for pulses with
large bandwidths)

i
24 · β4 · d4ψ

dτ4 Fourth order group velocity dispersion
(becomes important for pulses
with large bandwidths)

− 1
2 · α0 · ψ Linear propagation losses

− αTPA
Aeff

|ψ |2ψ Two photon absorption (TPA)

i · γ |ψ |2ψ Self phase modulation (SPM)

− γ

ω0
· d

dτ
(|ψ |2ψ) Self-steepening and shock formation

−i · γ · TR · ψ · d
dτ

(|ψ |2) Intrapulse Raman scattering

equation is to make use of the well-known split-step Fourier
method (SSFM), which is explained later in this section. In
equation (36) γ is the nonlinear parameter, which can be
expressed as

γ = 2π

λ
× n2

Aeff
= ω0

c
× n2

Aeff
= k0 × n2

Aeff
, (37)

where k0 represents the wave vector. Furthermore, in the
modified NLSE, α0 accounts for propagation losses, αTPA

incorporates two-photon absorption and the βj ’s represent the
higher-order dispersion terms. In this section we introduce
αTPA as the TPA coefficient (instead of β) to avoid confusion
with the dispersion coefficients βj . Two other interesting
nonlinear terms related to n2 are γ /ω0 and γ ·TR. These terms
include the effects of self-steepening or shock formation and
an approximate treatment of intrapulse Raman scattering. All
the individual terms are summarized in table 2 for convenience.

In order to determine which of the terms listed in table 2
are important for a specific experiment, it is useful to define
some characteristic length scales. These lengths, together with
their calculated values for the SOI waveguides, described in
this section are presented in equations (38)–(45):

LNL = 1

γP0
= λAeff

2πn2P0
, (38)

LD2 = T 2
0

β2
, (39)

LD3 = T 3
0

β3
, (40)

LD4 = T 4
0

β4
, (41)

La = 1

a0
, (42)

LW = T0

|d| = T0

|β1p − β1s| , (43)

LS = ω0T0LNL, (44)

LIRS = T0

TR
LNL, (45)

where LNL is the nonlinear length, LD2, LD3 and LD4 are the
second-, third- and fourth-order dispersion lengths, La is the
absorption length, Lw the walk-off length, Ls the shock length
and LIRS represents the Raman length. By comparing these
length scales to each other or the actual device length L, one
can obtain a rough estimate of which terms need to be taken
into account in order to construct an accurate model. Intrapulse
Raman scattering (IRS) is, in principle, not present in SOI
waveguides, because the narrow Raman spectrum is separated
from the pulse spectrum by ≈520 cm−1. This means that for a
wavelength of 1550 nm, the Raman spectrum is located around
1685 nm. For Gaussian shaped pulses it can be shown that

λFWHM = 	λ = λ2
0 · T BPGaussian · n

tFWHM · c
, (46)

where TBPGaussian is the time-bandwidth product of a
transform-limited Gaussian pulse, c is the speed of light in
vacuum, λ0 represents the centre or carrier wavelength and
tFWHM is the temporal full-width at half-maximum (FWHM)
of the pulse. It should be pointed out that equation (46)
is an approximation which is only valid when the spectral
width is small compared with the centre wavelength, i.e.
λminλmax ≈ λ2

0. Since the time and spectral domains may be
related using a Fourier transform, the spectral width of the pulse
is inversely proportional to the temporal pulse width. This has
the practical consequence that when extremely short pulses are
used, the Raman phonons excited by the shorter wavelengths
that are present in the broad pulse spectrum might interact with
the longer wavelengths within the pulse. However, we point
out that this is generally only important when, for example, a
transform- limited pulse has a width below 30 fs.

In most cases, modified NLSE’s cannot be solved
analytically. Therefore, numerical methods are needed
when nonlinear effects are present. Several approaches can
be used such as the finite-difference time-domain (FDTD)
method, the inverse scattering method, various perturbation
techniques, Runge–Kutta schemes, or the split-step fourier
method (SSFM). In general, the latter approach is the most
efficient because of its inherent stability and reasonable
calculation speeds, and as a consequence we will discuss its
application in more detail. To use the SSFM, an appropriate
temporal discretization is needed; this leads to a system of
ordinary differential equations [90] with both higher-order
linear terms and nonlinear terms:

∂Ã

∂z
= L̃Ã + Ñ(Ã). (47)

The split step method is based on splitting the equation into a
linear part:

∂Ã

∂z
= L̃Ã (48)

and a nonlinear part:

∂Ã

∂z
= Ñ(Ã), (49)

and solving these equations alternatively. A drawback to this
approach is that it makes the assumption that the dispersive and
nonlinear effects act independently, however, by choosing a
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sufficiently small step size any deleterious consequences can be
averted. The numerical approach followed is sketched out here
for an asymmetric split step; this is the the simplest split-step
scheme, however it is only accurate to first order. To propagate
a field A a distance L, under the influence of equation (48), we
first determine our spatial resolution by splitting z = 0 . . . L

into n steps of size h = L/n = 0. Then equation (49) is
solved from 0 to h using the initial condition A(t, 0) the result
we obtain is subsequently substituted into equation (48) as
the initial condition. In this manor the solution over a short
propagation interval for the simple asymmetric split step is
approximated by

A(z + h, t) = exp(hL̃) exp(hÑ)A(z, t). (50)

The symmetric split step, which is a better choice than the one
outlined above since it is globally accurate to second order
with only minimal overhead, is used in practice. Although
other variations of the split step exist (see, for example, [91]),
their discussion is beyond the scope of this paper and ultimately
ones accuracy is dictated by the step sizes chosen.

3.2.2. Pump–probe experiments In this section a system
of coupled generalized nonlinear Schrödinger equations is
presented, which includes the effect of the Raman gain
spectrum. Phase-matching terms have been ignored under
the assumption that this condition is not satisfied. In these
equations we have assumed that the pump and probe pulses
may be defined as separate fields, an assumption which requires
that the pulses do not spectrally overlap. The equations,
which can be solved numerically using a more complicated
implementation of the SSFM that includes convolution, follow
directly from the work of Headley and Agrawal [92] and Lin
et al [73]. Similar expressions can also be found in the work
of Chen et al [93]:

dψp

dz
= i

∞∑
n=1

inβnp

n!

dn

dtn
ψp − 1

2
[αp + αFCp ]ψp

+ iξe

[
γ + i

1

2
βTPA

]
[|ψp|2 + 2|ψs|2]ψp

+ iξRγψp

∫ ∞

−∞
gR(t ′)[|ψp(z, t − t ′)|2 + |ψs(z, t − t ′)|2] dt ′

+ iξRγψp

∫ ∞

−∞
gR(t ′)ψp(z, t − t ′)ψ∗

s (z, t − t ′)ei�spt
′
dt ′,

(51)

dψs

dz
= i

∞∑
n=1

inβns

n!

dn

dtn
ψs − 1

2

[
αs + αFCs

]
ψs

+ iξe[γ + i
1

2
βTPA][|ψs|2 + 2|ψp|2]ψs

+ iξRγψs

∫ ∞

−∞
gR(t ′)[|ψp(z, t − t ′)|2 + |ψs(z, t − t ′)|2] dt ′

+ iξRγψs

∫ ∞

−∞
gR(t ′)ψs(z, t − t ′)ψ∗

p (z, t − t ′)e−i�spt
′
dt ′.

(52)

The terms inside the sum on the right-hand side of
equations (51) and (52) take into account the dispersive effects

to all orders, with βnj = βn(λj ), where n = 1, 2, 3, . . . , N and
j = p, s, represents the pump and signal, respectively. Losses
are accounted for in the third term; static losses are represented
by αj and the free-carrier absorption by αFCj

. The free-carrier
losses are determined by solving

αFCj
= 1.45 × 10−17

(
λj

λref

)2

N(t, z). (53)

where λref is the reference wavelength of 1550 nm and λj is
the carrier wavelength of the pump and probe fields. For the
calculation of the free-carrier concentration N(t, z) we can
define the electron-hole pair generation and recombination in
a fashion similar to that used in equation (7); however it is now
written in terms of the optical field:

dN(t, z)

dt
= ξeβTPA

2h̄ω

∣∣ψp(t, z)
∣∣4 − N(t, z)

τFC
. (54)

The fourth term in equations (51) and (52) is responsible for
the degenerate processes TPA and SPM as well as the non-
degenerate processes XAM and XPM. The factor of two for the
squared field of the co-propagating signal follows directly from
the polarization presented in equation (24), which is twice as
strong as the polarization for the degenerate process described
by equation (5). The fifth term takes the intrapulse Raman
scattering (IRS) and intrapulse cross Raman scattering (XRS)
into account. Finally, the sixth and final term is responsible
for Raman amplification. In the final two terms gR(t) is an
impulse response function which incorporates the effects of
the Raman process in silicon. Although gR(t) is a material
dependent function it may be approximated by a Lorentzian
shape in the frequency domain and reasonable agreement may
be obtained by using the well-known approximation [91]

gR(t) = τ 2
1 + τ 2

2

τ1τ
2
2

exp

(
− t

τ2

)
sin

(
t

τ1

)
h(t), (55)

where τ−1
1 is the phonon frequency, τ−1

2 is related to the
bandwidth of the Raman spectrum and h(t) is the heavy-side
step function which ensures causality. For silicon these values
are τ1 = 10.2 fs and τ2 = 3.4 ps. Since it is more convenient
to solve this part of the generalized NLSE in the frequency
domain, it is useful to express the terms in the frequency
domain:

gR(�) = gR�R�R

�2
R − �2 − 2i�R�

, (56)

where gR = 2 × 10−10 m W−1 is the Raman gain coefficient at
1550 nm, �R/2π = 15.6 THz is the Raman shift (520 cm−1)
and the FWHM of the Raman spectrum is given by �R/2π =
52.5 GHz (∼0.9 nm).

The nonlinear refractive index is accounted for through
γ = n2ωj/cAeff and βTPA is the two-photon absorption
coefficient. The coefficients ξe and ξR describe the electronic
and Raman contributions related to the crystal symmetry of
the silicon lattice, its orientation with respect to the waveguide
and the excited mode [73]. For excitation of a TE mode in
a [1 1 0] × [0 0 1] faceted waveguide ξe = 5/4 and ξR = 1.
However, for excitation of the TM mode ξe = 1 and ξR = 0,
indicating that Raman effects are not present when the TM
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mode is excited. Finally, τFC is the free-carrier lifetime and
�sp = ωs − ωp.

The presence of free carriers changes the refractive index,
which could change the relative velocities of the pump and
signal in the SOI waveguide causing them to walk off from
one another at a different rate than that predicted by the two
first-order dispersion terms. This effect will change the pump–
probe interaction length in general; however, such changes are
likely to be small, since SOI waveguides lengths are typically
short (<5 cm). As a consequence, these effects have been
ignored in this model. Nevertheless, we point out that such
effects can be incorporated in a straightforward manner by
using the Drude model, equation (14), or the empirical model
from Soref, equations (16) and (18) augmenting the first-order
dispersion terms in the above equations.

Equations (51) and (52) can be simplified when it is
assumed that the intensity of the pump pulses is much greater
than that of the probe pulses, |ψp|2 � |ψs|2. Furthermore,
when modelling pump–probe experiments, probe-induced
SPM and probe-induced XPM are negligible and can be
ignored. The same holds for the contribution probe pulses
have on stimulated Raman scattering. However, the Raman
amplification term in the probe equation is important, since
we assume that a weak probe can be amplified by stimulated
Raman scattering induced by the pump. Under these
assumptions the coupled set of NLSEs can be reduced
somewhat to

dψp

dz
= 	

dψp

dt
− i

β2p

2

d2ψp

dt2
+ i

β3p

6

d3ψp

dt3
− 1

2
[αp + αFCp ]ψp

+ iξe
[
γ + i 1

2βTPA
] |ψp|2ψp

+ iξRγψp

∫ ∞

−∞
gR(t ′)|ψp(z, t − t ′)|2dt ′

+ iξRγψp

∫ ∞

−∞
gR(t ′)ψp(z, t − t ′)ψ∗

s (z, t − t ′)ei�spt
′
dt ′,

(57)

dψs

dz
= −	

dψs

dt
− i

β2s

2

d2ψs

dt2
+ i

β3s

6

d3ψs

dt3
− 1

2
[αs + αFCs ]ψs

+ 2iξe
[
γ + i 1

2βTPA
] |ψp|2ψs

+ iξRγψs

∫ ∞

−∞
gR(t ′)|ψp(z, t − t ′)|2dt ′

+ iξRγψs

∫ ∞

−∞
gR(t ′)ψs(z, t − t ′)ψ∗

p (z, t − t ′)e−i�spt
′
dt ′.

(58)

A new quantity 	 = (β1s − β1p)/2 has been introduced in
equations (57) and (58) in order to make sure that both the
pump and probe pulses have the same distance from the centre
of the calculation window.

4. Fabrication and optimization of single-mode
silicon waveguides for all-optical processes

4.1. Fabrication

Single-mode operation of a SOI waveguide is preferred if
one wishes to leverage third-order nonlinear effects because
of the need for strong modal overlap and well-defined

peak intensities. There are several methods to fabricate
single-mode SOI waveguides (see section 4.5) of which a
silicon wire waveguide with submicrometre cross sectional
dimensions is the most attractive. For the fabrication of
these waveguides state-of-the-art fabrication techniques are
needed for the definition of the waveguide geometry, like deep
UV lithography in combination with mask steppers [94], e-
beam lithography (EBL) [95], nano-imprint lithography (NIL)
[96, 97] and focused ion beam (FIB) etching [98–100], also
known as ion milling.

Before reactive ion etching, electron cyclotron resonance
etching [101] or wet chemical etching the pattern is often
transferred into a silicon oxide hardmask to protect the
underlying silicon. FIB can also be applied to directly pattern
the silicon surface. The implantation, however, of gallium ions
will cause additional losses due to the resulting crystal damage
and free carriers. A protective layer of Al2O3 can drastically
reduce the propagation losses of FIB fabricated structures [98].
For waveguides with larger dimensions, typically larger than
1µm, standard UV lithography can be used in combination
with reactive ion etching [102, 103]. References on how
to keep large cross sectional rib waveguides in single-mode
operation are given in section 4.5. An alternative method
for the fabrication of single-mode SOI waveguides is to
inscribe crystalline silicon using femtosecond laser pulses
(λ = 2.4 µm). This approach yields graded index waveguides
with modal diameters ranging from 10–20 µm having losses
as low as 0.7 dB cm−1 at 1550 nm [104].

Table 3 shows an overview of examples of several
components and devices that have been realized in silicon and
SOI using different fabrication methods.

To obtain high-quality waveguides, most devices are
fabricated using SOI wafers as a starting material. However,
a low-cost solution to obtain the silicon core material is to
deposit hydrogenated amorphous silicon (a-Si:H) using plasma
enhanced chemical vapour deposition (PECVD) instead of
using expensive SOI wafers. Harke et al [139] reported losses
of 0.5 dB cm−1 at 1550 nm for multimode waveguides and
2.0 dB cm−1 for single-mode a-Si : H waveguides fabricated
using standard photo-lithography and dry etching with
alternating SF6 and O2 gases and C2F8 for sidewall passivation.
It should be noted, however, that the single-mode rib
waveguides did not have submicrometre dimensions and
therefore the propagation losses are most likely caused by the
material absorption and material structure. That is, significant
losses are not likely to come from sidewall roughness and
substrate leakage, as is the case with submicrometre shaped
waveguide cross sections (section 4.2). The rib waveguides
were designed such that they showed single-mode operation
(see section 4.5).

In principle, every conventional type of integrated optical
component can be realized in silicon, either through standard
lithography or state-of-the-art high-resolution methods, using
amorphous, polycrystalline or single crystalline silicon,
depending on the application. As a guideline, it can be
concluded that most devices having multimode propagation
regions, such as star couplers, MMIs and straight waveguides
can easily be engineered such that standard lithography
offers sufficient resolution. However, when small footprints,
accurately shaped spotsize converters and evanescent coupling
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Table 3. Overview of silicon components and devices realized with
different fabrication methods.

Device Technology References

Straight, wires EBL [101]
Straight, wires DUV [94, 105]
Straight, rib Standard lithography [103]
Straight, graded index Fs-writing [104]
Beam splitter Standard lithography [106, 107]
Polarizing beam splitter Standard lithography [108]
Start coupler (1 × 2) [109]
Start coupler (39 × 39) Standard lithography [110]
MMI (2 × 2) Standard lithography [111]
MMI (1 × 8) [112]
Switch matrix (2 × 2) Standard lithography and

ion implantation [44]
Switch matrix (2 × 2) Standard lithography [113, 114]
Switch matrix (4 × 4) Standard lithography [111, 115]
Switch matrix (8 × 8) Standard lithography [116]
Photonic bus Standard lithography [117]
Phased arrays EBL and ion implantation [118]
Phased arrays Standard lithography [119, 120]
Turning mirrors Standard lithography [111, 120]
Turning mirrors UV contact [102]
Turning mirrors EBL [121]
Turning mirrors Dry and wet etching [122]
Turning mirrors [123]
Photonic crystals EBL [124]
Photonic crystals 193 nm DUV/stepper [125]
Photonic crystals 248 nm DUV/stepper [105]
Photonic crystals Soft UV NIL [97, 126]
Photonic crystals FIB [100]
Trenches FIB [99]
Microring resonators Standard lithography [127]
Microring resonators 248 nm DUV/stepper [49, 94, 105]
Microring resonators EBL [95, 101, 128]
Microring resonators

+(air suspended) EBL [129]
Microdisks MEMS Standard lithography [130]
Microdisks (buried) SIMOX 3D sculpting [131, 132]
Microdisks (p-i-n) [133]
Racetrack resonators Standard lithography [134]
Racetrack resonators EBL [135]
Multiple racetracks [136]
Bragg gratings FIB [137]
Grating couplers FIB [98]
Grating couplers 248 nm DUV/stepper [105]
Grating couplers [123]
Spotsize converters 193 nm DUV [138]
Spotsize converters Standard lithography [114]
Spotsize converters UV contact [102]
Spotsize converters EBL [128]

between port waveguides and resonator structures are needed,
standard lithography is not suitable anymore and the previously
mentioned submicrometre fabrication methods, like deep UV
lithography, EBL, NIL and FIB are needed.

4.2. Reduction of propagation losses

The strengths of the third-order nonlinear effects scale with the
intensity of the optical signals in the waveguide, as discussed
in section 2. It is therefore beneficial to keep the propagation
losses in the waveguide as low as possible in order to effectively
benefit from the nonlinearities. With this in mind we note that
the losses in SOI wire waveguides are primarily dominated
by the substrate leakage and scattering losses induced by the
sidewall roughness of the waveguides. With small waveguide

cross sections, the evanescent field of the mode will increase to
dimensions that exceed the underlying buffer oxide, leading to
substrate leakage [140]. A proper buffer thickness is therefore
crucial for SOI waveguides with submicrometre dimensions.
Furthermore, as the waveguide cross section decreases, the
fraction of the light which interacts with the sidewall roughness
increases. This leads to increased scattering. The scattering
losses αsc are also related to the refractive index contrast
	n between the SOI waveguide and the cladding material,
the RMS value of the roughness σ and the normalized field
intensity at the waveguide interface and may be determined
according to Tien [141] by

αsc = σ2k2
0nSOI

neff
· E2

S∫∫
E(x, y)2dxdy

· 	n2, (59)

where k0 is the free-space wave number, nSOI is the refractive
index of bulk silicon, neff is the effective refractive index of
the mode, ES is the field intensity at the waveguide surface
and E(x,y) is the two-dimensional field profile. Several other
models have been reported to calculate the scattering induced
by sidewall roughness, such as the model proposed by Grillot
et al [140] and the methods proposed by Lee [142], Marcuse
[143] and Payne [144]. E-beam lithography typically yields
SOI waveguides with lower losses compared with standard
UV lithography. Vlasov et al [145] reported propagation
losses of 3.6 dB cm−1 using a SiO2 hardmask defined with
e-beam lithography and HBr dry etching chemistry to pattern
the SOI. There are several methods, however, to reduce the
sidewall roughness when the fabrication process results in
waveguides with unacceptable scattering losses. An efficient
and straightforward method is thermal oxidation of the SOI
waveguide and subsequent removal of the oxide using a HF
wet etch step. A loss reduction from 32 to 0.8 dB cm−1 has
been demonstrated this way for a waveguide with a cross
section of 200 nm × 500 nm (h × w) fabricated using G-line
(436 nm) stepper lithography, indicating a roughness reduction
from 10 to 2 nm [146]. A similar procedure using wet
oxidation chemistries yielded a loss reduction from 9.2 to
1.9 dB cm−1 for waveguides fabricated using 248 nm stepper
lithography [147]. An alternative method is to make use of
the crystallographic orientation of the silicon and use a wet
anisotropic etchant (25% NH4OH at 80 ◦C) in combination
with a SiO2 hard mask [146]. One of the drawbacks of
this method is that it only works for waveguides that are
aligned with respect to the 〈1 1 0〉 crystal direction. Another
drawback is that this method results in angled waveguide
edges, which can cause a considerable amount of polarization
conversion (see section 4.5). A dramatic sidewall roughness
reduction from 20 to 0.26 nm has recently been reported by
Lee et al [130, 148] by using 5 min annealing steps in a
hydrogen environment at temperatures around 1100 ◦C. This
method yields submicrometre rounded structures due to silicon
atom migration. If the quality of the lithography process is
too poor, the photoresist can be smoothened after photoresist
development by thermal reflowing before the dry etching of
the SiO2 hardmask. Borselli et al [149] reported propagation
losses as low as 0.1 dB cm−1 in silicon microdisks that were
fabricated this way.

In addition to losses caused by substrate leakage and
surface roughness, additional losses are caused by FCA, which
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Figure 14. Schematic representation of a rib waveguide.

is often a problem when working with the intense optical fields
that are typically needed for third-order nonlinear processes.
From equations (7) and (8) it can be seen that the free-carrier
density N is proportional to the free-carrier lifetime τ . This
lifetime depends strongly on the method used for fabrication
of the SOI wafer [24] and the waveguide geometry [38]. The
free-carrier diffusion away from the waveguide mode area
and recombination at the waveguide surface are the dominant
effective lifetime reducing mechanisms in SOI waveguides.

Dimitropoulos et al [150] derived an analytical expression
to predict the effective free-carrier lifetime τeff as function of
the waveguide geometry for rib waveguides (figure 14):

1

τeff
= 1

τb
+

S

H
+

w + 2(H − h)

wH
S ′+2

h

H

√
D

w2

(
1

τb
+

S + S ′

h

)
,

(60)
where τb is the bulk carrier recombination lifetime in silicon, S
and S ′ are the interface and surface recombination velocities,
D is the ambipolar diffusion coefficient, w accounts for the
waveguide rib width, h represents the slab height and H

includes the total rib height [35]. The effective lifetime
is composed of the four terms in equation (60), i.e. the
bulk recombination, the interface recombination, surface
recombination and the diffusion of the free carriers away from
the rib waveguide, respectively. In general, the interface
recombination is the dominant mechanism and therefore the
total rib height H has a strong influence on the effective
lifetime, together with the interface recombination velocity S,
which is dependent on the carrier density [151].

From equation (60) it follows that the lifetime can be
reduced by decreasing the dimensions of the waveguide
cross section. However, losses due to substrate leakage and
surface scattering can increase as the waveguide cross section
decreases. Another method to reduce the free-carrier lifetime
is to induce recombination centres inside the waveguide, for
instance by ion implantation. A free-carrier lifetime reduction
from 100 to 1.9 ns has recently been demonstrated using
helium implantation of silicon waveguides [152]. In this
case, the recombination occurs primarily at recombination
centres introduced inside the waveguide instead of at the
waveguide interfaces. Free-carrier lifetime reduction after
oxygen implantation resulted in relaxation times of 1.4 ps in
silicon-on-sapphire (SOS) and 0.58 ps in amorphous silicon
[153]. It should be noted however, that the implantation
damage can result in high propagation losses, as noted by
Knights et al [154] who measured a linear dependence of the
optical loss in dB cm−1 as a function of the Si-ion implantation
dose experimentally. Nevertheless, it is worth pointing out that
the induced losses could be significantly reduced by thermal
annealing.

Figure 15. Coupling losses due to modal overlap mismatch for
high- and moderate-contrast waveguides. Vertical lines indicate the
beam waist at the focus point for different microscope objectives.

4.3. Improvement of the coupling efficiency

The coupling losses from free space or an optical fibre to
a silicon photonic chip are large because of the small cross
sectional dimensions of silicon wire waveguides. Specifically,
the coupling losses are caused by the modal overlap mismatch
between the fibre and waveguide mode, a mismatch in the
numerical apertures and Fresnel reflections. Figure 15 shows
the coupling losses due to the modal mismatch, calculated
with a finite-difference based modesolver [155], for a high
SOI contrast waveguide and relatively low contrast polymer
waveguide. It can be concluded that the losses are minimal
when the beam waist in the focal plane of the microscope
objective matches the mode size of the waveguide. For most
practical applications, however, the numerical aperture of the
microscope objective used does not exceed 0.8; this limits the
minimum beam waist to ∼1.9 µm at 1550 nm. This size beam
waist is much too large for high-index contrast single-mode
waveguides, which typically have a mode size ranging from
a few hundred nanometres up to 1 µm. Figure 15 shows that
the modal overlap mismatch losses are >10 dB per facet for a
silicon waveguide with submicrometre dimensions.

In order to enhance the coupling efficiency, several
methods can be applied, both on the chip itself or externally.
Among the methods that have been suggested and reported in
the literature we mention the covering of the SOI waveguide
with a graded index layer stack [156, 157] or a step-index
top layer [157] to create a larger input facet, resulting in
a larger modal size at the input facet. One-dimensional
tapering [158, 159], two-dimensional tapering with [160] and
without a polymer top cladding [161] and bi-level tapering
[102, 162] have been used as spotsize converters. Out-of-
plane micro-mirrors [163], slanted gratings [164] and standard
gratings can be applied to couple perpendicular from free
space [98, 165] with high alignment tolerance. The coupling
efficiency of the gratings can be further increased using
top and bottom mirrors [166]. Other examples of on-chip
structures for efficient coupling are directional couplers [167]
and non-periodic waveguide sections of which the dimensions
have been optimized using genetic optimization algorithms
[168, 169]. Optimization outside the chip is also possible
through specially constructed fibre tips fabricated with a photo
polymerization technique [170] or commercially available
tapered and/or lensed fibre tips.
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4.4. Dispersion management

The higher-order dispersion terms depend on both waveguide
dimensions and material dispersion. The latter can be derived
from the wavelength dependent refractive index n(λ), which
may be approximated by either the Sellmeier, Hartmann or
Cauchy formulas. The latter type has the form

n(λ) = A +
B

(106λ)2
, (61)

where A and B are the Cauchy fitting parameters and λ

the wavelength (in nm). Since the NLSE (see section 3.2)
describes the propagation of optical fields in time and space,
it is convenient to express n(λ) in terms of frequency. The
frequency dependent refractive index n(ω) can simply be
expressed as follows:

n(ω) = A +
B

(106 × 2π(c/ω))2
, (62)

since ω = 2πc/λ in radians s−1. Now, a frequency dependent
propagation constant can be defined:

β(ω) = n(ω)
ω

c
. (63)

By performing a Taylor-series expansion of β(ω) around a
centre frequency ω0, we obtain an expression which facilitates
analytical and numerical investigations

β(ω) = β0 + β1(ω − ω0) + 1
2β2(ω − ω0)

2 + 1
6β3(ω − ω0)

3

+ 1
24β4(ω − ω0)

4 + · · · . (64)

The βj components in the expansion above describe the various
different physical effects governing the propagation of a pulse
through a medium. The first term β0 is related to the phase
velocity, according to

β0 = ω0

vφ

= 2πneff

λ
. (65)

The second term β1, commonly referred to as the reciprocal
group velocity, describes the group delay and is inversely
proportional to the velocity vg of the pulse envelope via

β1 = dβ

dω
= 1

c

(
n + ω

dn

dω

)
= 1

c

(
n − λ

dn

dλ

)
= 1

vg
. (66)

The group velocity dispersion (GVD) which causes symmetric
pulse broadening is represented by β2 and can be written as

β2 = dβ1

dω
= 1

c

(
2

dn

dω
+ ω

d2n

dω2

)
. (67)

At a wavelength where β2 equals zero there will be no change
to the temporal field envelope; consequently this wavelength is
called the ‘zero-dispersion wavelength’. For practical reasons
we point out that the frequently used dispersion parameter D

(expressed in ps (km × nm)−1) is related to β2 via [171]

D = dβ1

dλ
= −2πc

λ2
β2. (68)

Figure 16. Dispersion of bulk silicon and some silicon waveguides
with different cross sections etched in a SOI substrate.

When working with ultrashort high-power laser pulses, the
third-order dispersion (TOD, related to dispersion slope S)
and in some cases even fourth-order dispersion (FOD), terms
become significant and need to be taken into account. Here we
simply note that the TOD term is given by

β3 = dβ2

dω
= 1

c

(
3

d2n

dω2
+ ω

d3n

dω3

)
(69)

and the fourth-order term can be obtained by taking the
derivative of β3.

Dispersion is always an important issue when working
with short pulses or nonlinear mechanisms which require
phase matching, however, even in pump–probe experiments,
where the pump and probe pulses can have large wavelength
separations (for instance ∼135 nm for Raman gain), dispersion
becomes important. Figure 16 shows the dispersion of
bulk silicon (measured material dispersion) and the simulated
dispersion for various SOI waveguide geometries. It can be
concluded that the waveguide dispersion is about one order of
magnitude higher than the material dispersion. Dulkeith et al
[172] reported similar GVD values of 4400 ps (nm × km)−1 at
1550 nm, being almost three orders of magnitude higher than
in standard silica fibres.

The effective indices of the waveguides have been
determined using a fully-vectorial finite-difference method
(Olympios from C2V [155]). The extremely strong dispersion
effects cause a strong walk-off between pump and probe pulses.
For instance, assume that pump and probe pulses arrive at the
silicon waveguide input facet with zero time delay. The probe
pulse will propagate faster and exits a 7-mm waveguide about
7 ps earlier than the pump pulse. The average propagation time
is about 60 ps. This means that the pulses (T0 ∼ 300 fs) overlap
only as they propagate through a fraction of the waveguide.

Tsang et al [173] studied the first-order dispersion of a
4 µm wide rib waveguide using 54 ps pulses. They found that
the dispersion was only −910 ps (nm×km)−1. However, when
the SOI waveguide dimensions are in the submicrometre range,
the geometry-induced waveguide dispersion will dominate
the material dispersion [93], which can be concluded from
figure 16. It is therefore of great importance to understand
the dispersion characteristics of SOI nanowires when a large
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Figure 17. Left: first-order dispersion as a function of wavelength. Pump and probe wavelengths are marked with black dots. Right:
walk-off length as a function of waveguide width. The waveguide width of the waveguide used in the experiments is marked with a black
dot [23].

interaction between pump and probe pulses is desirable, i.e.
when one seeks to use XPM and/or FWM in experiments. The
characteristic walk-off length Lw represents the distance over
which the pump and probe pulses pass through each other’s
envelope [93] and is given by

Lw(λ) = T0/|β1p(λ) − β1s(λ)|, (70)

where T0 is the width of the pulse (at 1/e intensity), and β1p(λ)

and β1s(λ) are the first-order dispersion coefficients of the
pump and probe wavelengths, respectively. The XPM induced
wavelength conversion, for instance, scales with the walk-off
length, according to (35). In figure 17 the first-order dispersion
coefficients and walk-off lengths between 1554 nm pump and
1683 nm probe pulses are plotted for a SOI waveguide with a
height of 300 nm while the width of the waveguide is varied.
The effective mode indices needed for the determination of the
dispersion coefficients were obtained with the aid of a vectorial
finite-difference based mode solver [174] taking the silicon
material dispersion into account [175]. It can be seen that the
waveguide width is a critical parameter that strongly affects the
pump–probe interaction and therefore the maximum attainable
wavelength conversion as the conversion efficiency increases
with Lw. Focusing on Raman amplification we point out that
the dispersion is less critical, since the lifetime of the optical
phonons in silicon is in the order of 3 ps [77] facilitating a
temporal overlap of the phonon lifetimes and the probe pulses
up to delay times of a few picoseconds. Although the Raman
effect is nearly two orders of magnitude stronger than the Kerr
effect in silicon, for subpicosecond pulses, the pump pulses
are too short to efficiently excite Raman phonons [24]. The
Raman effect is suppressed as long as the pulse length is
less than the phonon de-phasing time, which is in the order
of 10 ps [176]. Since the walk-off length scales linearly
with the pulse length according to equation (70), it can be
concluded that the interaction length can easily be increased
by increasing the pulse lengths. However, at longer pulse
lengths the pulse envelope is less steep resulting in weaker
XPM-induced wavelength conversion.

The dots in the left graph of figure 17 indicate the pump
and probe wavelengths used in our experiments, respectively.
The dot in the right graph marks the walk-off length between
pump and probe pulses in 450 nm × 300 nm SOI waveguides.
In principle, a SOI waveguide can be designed such that there is
no walk-off for a given set of wavelengths; however, nanometre

Figure 18. First-order dispersion coefficients β1 for TM (top) and
TE (down) polarized light as a function of waveguide width and
wavelength for a SOI waveguide with a height of 300 nm.

fabrication precision would be needed to achieve this. It would
be easier to choose the pump and probe wavelengths such that
they show equal reciprocal group velocity, i.e. βp = βs.

To illustrate the influence of the waveguide geometry
on the first-order dispersion coefficients in greater detail we
displayed the simulation results already used in figure 17 using
a surface plot. Figure 18 shows the first-order dispersion
coefficients for both TM and TE polarization for a SOI
waveguide with a thickness of 300 nm. The black curves
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represent examples of equal dispersion values. It is possible to
achieve efficient interaction between pump and probe pulses
for waveguide widths where the horizontal line crosses such an
iso-dispersion line twice, i.e. when the difference between the
group velocities is small. The pump and probe wavelengths, λp

and λs, should be chosen such that they match the intersection
between waveguide width and an iso-dispersion line. It can
be concluded from figure 18 that there is only a small range
of suitable waveguide widths for TE polarized light for a
waveguide thickness of 300 nm.

Dispersion tailoring is a good solution when the
wavelength tunability of the sources is limited. Yin et al
[177] theoretically showed that the zero-dispersion wavelength
(ZDW) can be shifted from 2 µm down to 1.5 µm using
dispersion tailoring, enabling solitons-like propagation of
130 fs pulses. Hsieh et al [68] observed soliton-emitted
radiation in their SOI wire waveguides with a TOD of β3 =
−0.73 ps3 m−1 using 200 fs pulses with a 1537 nm centre
wavelength. Turner et al [178] were able to experimentally
tune the GVD from −2000 to 1000 ps (nm×km)−1 by tailoring
the waveguide cross section. A 34% decrease of the dispersion
at 1450 nm is predicted theoretically by Lou et al [179] via
a slight diameter reduction of 1% of a circular silicon wire
through oxidation of the waveguide surface.

Phase matching is extremely important for FWM, as
previously discussed in section 2.4.4. FWM conversion
efficiencies of tens of percents are predicted in a 2 cm phase-
matched SOI waveguide by Dimitropoulos et al [180] who
states that such high efficiencies can only be achieved if the
waveguide cross section is accurately controlled.

4.5. Polarization dispersion

The waveguide cross section of SOI waveguides can be
designed such that the polarization dispersion is minimized.
This can, for instance, be achieved by modelling the etch depth
of a rib waveguide such that the effective indices of the TE
and TM modes become equal [181]. This method has been
applied by Headley et al [182] for the design of a polarization
independent racetrack resonator. The length of the coupling
region was varied until a length was found where total power
transfer of the optical field was achieved for both polarizations.
Caution should be paid to the minimum bend radius of the rib
waveguide, since the TE mode shows significantly larger bend
losses compared with the TM mode [183].

In a SOI wire waveguide, polarization independence is
typically found only when the waveguide cross section has
a height and width that are approximately equal. Figure 19
shows the effective refractive indices of SOI wire waveguides
in air at a wavelength of 1550 nm for both TE and TM
polarization as a function of waveguide width where the height
of the waveguide is once again 300 nm. It can be seen that
both the curves of the effective indices cross at a thickness of
315 nm. The reason polarization independence is obtained at
315 nm instead of 300 nm can be explained by the fact that the
refractive indices of the SiO2 buffer and air cladding are not
matched.

Which type of waveguide should be chosen, i.e. rib
waveguide or wire waveguide, depends on the application.
Reed et al [184] recently presented an extensive overview

Figure 19. Calculated effective refractive indices for a wavelength
of 1550 nm in SOI waveguides with a thickness of 300 nm as a
function of waveguide width.

on the polarization issues in SOI waveguides which examines
some of these issues in further detail.

An alternative method for polarization or birefringence
control is stress engineering of SOI waveguides by applying
a stress-inducing SiO2 top cladding on rib waveguides with
slanted and straight sidewalls [185]. This method has been
applied for the design of polarization insensitive microring
resonators using MMI couplers [186].

When operation with a single polarization is required,
polarization filters can be applied for example with 20.3 dB
extinction ratio for TE at 1550 nm by applying a subwavelength
wide slot at the centre of the waveguide [187].

Polarization conversion in high index-contrast waveguides
can effectively be enhanced by stress and structural
deformations of the waveguide [188]. Brooks et al [189]
reported 75% polarization conversion efficiency in their
experiments using asymmetric waveguides with both a straight
and slanted sidewall. The performance was limited due to
fabrication errors. Deng et al [190] reported design rules
for such slanted angle polarization converters and predicted
conversion efficiencies of 99.98%.

Moreover, optical isolators can be fabricated in SOI
by combining the slotted waveguide-based polarization filter
[187] with slanted angle polarization rotators.

4.6. Waveguide cross section

As we have already discussed (in section 4.1), single-
mode operation of a SOI waveguide is beneficial if one
wishes to leverage third-order nonlinear effects in pump–
probe experiments, because the modal overlap between pump
and probe signals is higher and the peak intensity of the
fundamental mode is larger than that of the higher-order mode.

In 1991, Soref et al [191] derived design rules for
single-mode operation of silicon on silica rib waveguides
with dimensions that would intuitively result in multimode
operation. Others have studied the single-mode conditions
of rib waveguides with 90◦ sidewall angles [192] as well as
slanted angle and trapezoidal shaped waveguides [193, 194].
Chan et al [195] presented an overview of the work that
has been reported for the design of large single-mode rib
waveguides. However, all these methods are limited to
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Figure 20. Normalized field intensity along the lateral direction of a
slot silicon wire waveguide with a width of 500 nm and a slot of
100 nm. The inset shows a schematic cross section of the slot
waveguide on a silica buffer and an air cladding.

shallowly etched rib waveguides where the ratio between the
etch depth and the thickness of the waveguide is larger than
0.5. Chan et al [195] also proposed approximate design rules
for the single-mode and polarization independent operation of
deeply etched small SOI waveguides.

Since the peak intensity is inversely proportional to the
waveguide cross section, it is logical to choose SOI wire
waveguides with submicrometre dimensions. Unfortunately,
these waveguides can only be fabricated using state-of-the-art
processing methods like EBL, NIL FIB and DUV processes.

In figure 19 the effective refractive indices for the
fundamental TE and TM mode for a waveguide with 300 nm
thickness as a function of wire width are shown. However,
at large wire widths (typically >500 nm) the silicon wire
waveguide becomes multimode. An extensive study of the
single-mode conditions for silicon and silica wires has been
reported by Tong et al [196].

Optical field intensities can be even further enhanced by
etching a slot in the centre of the silicon wire waveguide.
When properly designed, the field will be strongly confined
in the etched slot instead of being located in the higher index
silicon material [197]. Figure 20 shows an example of the
normalized field distribution of a silicon slot waveguide. Xu
et al [198] have already experimentally demonstrated this
effect in silicon waveguides. A 30% reduction in the effective
index confirmed that the guiding took place in the low index
material. Waveguide slots can also be applied in microring
resonators [198] and bends. Anderson et al [199] presented
an analysis of the optical properties as a function of the
lateral position of the slot and found that 28% of the power
is located in the air slot for bend radii as low as 1 µm for an
optimized asymmetric slot-based bend. High-Q slotted optical
ring resonators have also been experimentally demonstrated,
showing promising properties for sensing and nonlinear optics
[200]. For applications in nonlinear optics, the slot can be
filled with materials having a Kerr nonlinearity which is higher
than that of silicon to enhance the nonlinear response of
the resonator. For example, filling of the slot with silicon
nanocrystal-doped silica (Si-nc:SiO2) has been proposed. The
switching time of such resonators is enhanced in this way such
that they compete well with high-performance III–V based
all-optical microring switches [201]. Another benefit of slot

waveguides is the fact that fewer free carriers will be generated
in the silicon, which could substantially enhance the switching
speed and reduce the roundtrip losses.

In addition to straight waveguides, bends and microring
resonators, a polarization independent directional coupler
based on slot waveguides has been suggested by Fujisawa
et al [202]

5. Conclusion

We have presented an extensive overview of recent results that
have been obtained in the field of ultrafast third-order nonlinear
SOI waveguide photonics. Nonlinear phenomena including
TPA, FCA, SPM, XAM, XPM, FWM and SRS were introduced
and explored. Two efficient modelling tools useful in
predicting nonlinear pulse propagation in SOI nanowires have
been explained in detail and the importance of waveguide cross
section, waveguide dispersion and polarization properties for
efficient nonlinear operation are discussed.
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