Error analysis of large-eddy simulation of the turbulent non-premixed sydney bluff-body flame
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1. Introduction

Robust and efficient combustor designs that are suitable for a wide range of fuels are becoming of key importance with declining resources, rising fuel prices and growing concerns about carbon emissions. The industrial design of such advanced combustion systems employs more and more the capabilities of computational modeling to investigate future improvements. However, turbulent combustion presents major challenges to computational modeling, which currently restricts the use of computational design strategies. Compared to the turbulent flow of a simple fluid such as air, combustion considerably increases the complexity of the problem. A particular challenge arises from the highly localized regions of intense combustion and the rapid response of some of the chemical processes that take place. Compared to length and time-scales that are characteristic of small-scale single phase turbulence, both the spatial localization and the time-scales of combustion are much smaller and much more rapid respectively. Under realistic flow and process conditions, the resulting complexity is too large to allow a full resolution with modern supercomputers. This has sparked a variety of modeling strategies, addressing (i) the dynamic consequences of small-scale turbulent motions, (ii) the resulting multitude of chemical transformations that constitute the total combustion, and (iii) the complete coupling between these non-linear processes.

We use the concept of large-eddy simulation (LES) that is based on the spatial filtering of the governing equations. The origin of the LES technique is normally seen in weather forecasting [1], where a time-resolved prediction is inherently required. The LES approach has been extended to engineering applications, and is developed for complex systems involving multi-phase flow, chemical reactions, real-gas effects, and variable density [2–4]. The present paper focuses on non-premixed combustion, where fuel and oxidiser only meet in the combustion chamber, and the rate of chemical reaction is limited by the rate of mixing. Cook and Riley [5] used a priori analysis to develop a subgrid model with equilibrium chemistry, which was later applied by Braney and Jones [6] in a real, fully coupled LES. Forkel developed an efficient method for the LES of diffusion flames based on the mixture fraction approach [7], which was later extended [8] to a steady flamelet description [9,10]. Pitsch further improved the prediction of minor species by considering unsteady flamelets [11]. Navarro-Martinez et al. [12] applied Bilger and Klimenko’s full [13] CMC (Conditional Moment Closure) technique to LES, after the CME (Conditional Moment Estimation) approach had already been tested by Steiner and Bushe [14]. To consider more detailed chemistry and scalar mixing, various methods for transporting a filtered density function were developed and tested by Colucci et al. [15], Kerstein et al. and Menon et al. [16,17], Raman et al. [18], Bisiet al. [19], and Mustata et al. [20]. Further details on contributions to the non-premixed combustion LES can be found in the reviews presented by Vervisch and Poinot [21], Janicka [22], Oefelein [23] and Pitsch [24]. We adhere to modeling strategies that follow the spatial filtering.

A computational error analysis is applied to the large-eddy simulation of the turbulent non-premixed Sydney bluff-body flame, where the error is defined with respect to experimental data. The error-landscape approach is extended to heterogeneous compressible turbulence, which is coupled to combustion as described by a flamelet model. The Smagorinsky model formulation is used to model the unknown turbulent stresses. We introduce several measures to quantify the total simulation error and observe a striking ‘valley-structure’ in the error that arises as function of the spatial resolution and the Smagorinsky length parameter. The optimal refinement strategy that can be extracted from this error-landscape is reminiscent of that for non-reacting turbulent flow.
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A B S T R A C T

A computational error analysis is applied to the large-eddy simulation of the turbulent non-premixed Sydney bluff-body flame, where the error is defined with respect to experimental data. The error-landscape approach is extended to heterogeneous compressible turbulence, which is coupled to combustion as described by a flamelet model. The Smagorinsky model formulation is used to model the unknown turbulent stresses. We introduce several measures to quantify the total simulation error and observe a striking ‘valley-structure’ in the error that arises as function of the spatial resolution and the Smagorinsky length parameter. The optimal refinement strategy that can be extracted from this error-landscape is reminiscent of that for non-reacting turbulent flow.
approach that is basic to large-eddy simulation. Consequently, we include sub-filter modeling of the turbulent stresses and a reduced order flamelet representation of the combustion. Such modeling is aimed at reducing the complexity of the underlying dynamical system to allow simulation at a strongly reduced spatial resolution, i.e., at manageable computational costs. The ability of LES to (conceptually) accommodate a wide range of flow coarsening to minimize the computational effort is also its main drawback. Little quantitative information is available that defines just how much coarsening is allowable as a function of accuracy. Hence, an expecting practitioner of LES may inadvertently exaggerate the flow coarsening to minimize the cost, with the risk of relying too much on the mathematical-physical modeling of the small-scale motions and inherent errors. Likewise, the effects of competing numerical errors on the physical models must also be considered. It is essential that a systematic assessment of the reliability of LES becomes available that facilitates the use of LES in modern design processes.

In this paper we elaborate and further develop the error-landscape [25–27] approach to quantify the total simulation error as function of spatial resolution and sub-filter model parameters. We observe that the striking valley-structure of the total simulation error found for homogeneous isotropic decaying turbulence, also occurs in our model of turbulent, non-premixed combustion. This signifies that the phenomenon of partial cancellation of modeling and discretization errors in standard LES [3,28] also plays a major role for turbulent combustion. The valley-structure in the error-landscape is hence also observed in flows that are spatially heterogeneous and include modulation of turbulence through the coupling with non-premixed combustion. This extension of the error-landscape framework to reacting flows suggests that the valley-structure may be a generic feature for a wider range of complex flow problems, suggesting new computational strategies for optimal simulation at pre-specified spatial resolution [29].

Currently, much industrial flow analysis is based on the well-established Reynolds averaged Navier–Stokes approach (RaNS). The closure of the turbulent stresses in RaNS involves reference scales that are characteristic of the large scales, e.g., scales associated with the mean flow. The RaNS approach requires a computational effort that can quite readily be supplied by currently available infrastructure. As a result, it is now common practice to resolve RaNS models to such a degree of detail that the solution can be considered as spatially converged, leaving only an uncertainty in the quality of the final solution arising from deficiencies in the underlying model. In LES the error-structure is considerably more complex. This arises from the fact that in most practical LES the spatial resolution of the sub-filter scales is (virtually) absent. In practice a value $r \geq 4$ was found to be adequate for mean and rms properties of turbulent solutions [32]. The decomposition of the total error in these components revealed that the non-linear accumulation may lead to partial cancellation for some flow properties, which seriously complicates the error assessment. In later years, the computational analysis of the LES error was extended to a first systematic parameter study in which the limitations in the accuracy due to modeling and discretization were correlated with the ‘subgrid activity’ parameter $s$ [32]. This parameter $s$ was defined as the ratio of the subgrid dissipation relative to the total dissipation. Low values of $s$ implied that discretization errors were dominant while values of $s$ close to unity suggest that the subgrid modeling errors are dominant. The work of Meyers et al. [25] extended the parameter study and recorded the first systematic error-landscapes for a Smagorinsky [1] subgrid model, in which the total simulation error was determined at a large range of resolutions $N$ and subgrid model parameter $C_s$. A striking ‘valley-structure’ was observed in the total simulation error based on the resolved kinetic energy or a generalization in which different weights were assigned to different wavenumber bands [27]. From a physical point of view, a combination of error-measures that are sensitive to large scales (integral length-scale), intermediate scales (resolved kinetic energy) and small-scales (resolved enstrophy) was found to yield a robust impression of the limiting errors. An ultimate consequence of the recorded valley-structure was exploited by Geurts and Meyers [29] by determining algorithmically the conditions of optimal error-cancellation at fixed spatial resolution. Albeit ad hoc, this optimization was shown to yield reductions in error levels of up to about one decade in some cases. The work on the issue of reliability of LES has shown that it is much more difficult to quantify the error in a certain simulation, than it is to achieve a first simulation of flow in a certain configuration.

This paper applies the error-landscape approach to the Sydney bluff-body flame [7,33], implying that previous work on LES errors is extended to spatially heterogeneous turbulence. The resulting error-landscape was found to feature a global optimum for $C_s = 0.13$ on the finest grid, leading to good predictions of the flow, mixing and combustion. The error-landscape is smooth near its optimum, implying a low sensitivity to grid and model parameter variations. A non-gradient based optimization technique (SIP) [29] for optimizing the model constant was demonstrated in the vicinity of the global optimum. This paper is organized as follows. In Section 2 we introduce the LES approach to the Sydney flame and describe in detail the flamelet model that was adopted. Section 3 is devoted to the introduction of the systematic error-landscape approach for quantifying the total simulation error that occurs. A review of error-measures is provided in this section. Subsequently, in Section 4 the simulation results are collected while the structure of the error-landscape is presented in Section 5. Attention is given to the generic aspects of the error-landscape, its robustness with respect to the error-measure that was adopted and the implications for achieving optimal cancellation of modeling and discretization errors. Finally, concluding remarks are collected in Section 6.

2. Large-eddy simulation with steady flamelet chemistry

In this section we first introduce the mathematical model used to simulate the turbulent non-premixed Sydney bluff-body flame (Subsection 2.1) and subsequently describe the numerical method used to discretize the equations (Subsection 2.2).

2.1. Equations and modeling

To simulate turbulent non-premixed combustion, the spatially filtered Navier–Stokes Eq. (1) are solved together with the
continuity Eq. (2) at low Mach numbers. We employ a convolution filter, which commutates with partial derivatives and find:

\[
\frac{\partial}{\partial t} \bar{u}_i + \frac{\partial}{\partial x_j} \left( \bar{u}_i \bar{u}_j \right) = \frac{\partial}{\partial x_j} \left[ \rho \bar{v} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} - \frac{2}{3} \rho \bar{v} \delta_{ij} \right) \right] - \frac{\partial P}{\partial x_i} - \frac{\partial \bar{u}_i \bar{u}_j}{\partial x_j} = 0
\]

(1)

Here, \( t \) denotes time and \( \chi \) the \( \chi \)th Cartesian coordinate. The density is given by \( \rho \), the velocity in the \( x \)-direction by \( u_i \) and \( p \) represents the pressure. The filtered kinematic viscosity is represented by \( \bar{v} \) – it is assumed to be a function of temperature \( T \) and to a smaller extent of chemical composition. The spatial filtering is denoted by an overbar over a variable. In addition, we distinguish variables to which density weighted filtering was adopted; so-called Favre filtering where \( \bar{\Phi} = \frac{\rho \bar{\Phi}}{\rho} \). The flow dynamics that follows from these equations is affected by the heat release coming from the combustion process that takes place in the turbulent flow. In the low Mach number approximation a degree of “incompressibility” arises where the density \( \rho \) remains variable but independent of the pressure \( p \).

The momentum equation contains unknown correlations of velocities and viscosity. The velocity products \( \bar{u}_i \bar{u}_j \) are described by the products of resolved velocities \( \bar{u}_i \bar{u}_j \) and the subgrid stresses due to the unresolved turbulent motions \( \tau_{ij}^{\text{sgs}} \) according to

\[
\tau_{ij}^{\text{sgs}} = \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j = \bar{\sigma}_{ij}^{\text{sgs}}
\]

(2)

The viscous fluxes formally also induce a closure problem as \( \bar{v}(\nabla T) = \bar{v}(\nabla T) \). However, the difference between the left- and right-hand side are normally ignored at low Mach numbers [37], leading to the following approximation of the momentum equation:

\[
\frac{\partial}{\partial t} \bar{u}_i + \frac{\partial \bar{u}_i}{\partial x_j} \left( \rho \bar{v} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} - \frac{2}{3} \rho \bar{v} \delta_{ij} \right) \right) - \frac{\partial P}{\partial x_i} - \frac{\partial \bar{u}_i \bar{u}_j}{\partial x_j} = 0
\]

(3)

Here the molecular viscosity \( \bar{v} \) is a function of temperature and gas-composition and is obtained from the flamelet chemistry model [38,39] that will be described in a later paragraph. The unknown subgrid stresses \( \tau_{ij}^{\text{sgs}} \) must be modeled. For this problem various suggestions have been put forward in literature [23]. Here we will adopt a classical eddy-viscosity model in which we put:

\[
\tau_{ij}^{\text{sgs}} = \bar{\nu} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} - \frac{2}{3} \rho \bar{v} \delta_{ij} \right)
\]

(4)

This is known as the gradient hypothesis. To specify this model we require the turbulent viscosity \( \bar{\nu} \) for which we adopt the well-known Smagorinsky model [1]. Smagorinsky's idea from 1963 was to calculate the turbulent viscosity from the deformation rate tensor. The magnitude of this dissipative flux is governed by the size of the strain-rate tensor and the model parameter \( C_A \), which is the product of a non-dimensional coefficient \( C_S \) and the LES filterwidth \( A \). The turbulent eddy-viscosity in Smagorinsky’s model is given by Eq. (5), where the compressible contribution to the strain tensor was neglected:

\[
\bar{\nu} = (C_A C_S)^2 \sqrt{2S_x S_y S_z} = \frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right)
\]

(5)

The Smagorinsky model is specified in terms of the product \( C_A C_S \). This subgrid model corresponds to a spatial filter with which the flow was smoothed. In addition, the spatial discretization method will induce an “implicit filter” [40] in which the grid-spacing is the relevant length-scale. Actual LES is hence associated with both the explicit filtering (represented by the explicit subgrid model) and implicit filtering (associated with the spatial discretization). Here, we take the filter-width \( A \) equal to the grid-spacing and concentrate on effects due to variations in \( C_A \) alone. The model parameter \( C_S \) is varied over a large range from a value slightly less than 0.065 as suggested by Piomelli [41] to up to twice Lilly’s theoretical value of \( C_S = 0.173 \) [42] – this represents a range of almost an order of magnitude considering that the model is based on the square of \( C_A \). Various dynamic extensions of Smagorinsky’s model have been proposed [43,44] to automatically determine a suitable value for the model constant. Here we stick to the static version and extend the proposed error-landscape framework [25] to a spatially heterogeneous combustion flow problem.

Previous work showed that there is an optimal value for the Smagorinsky parameter \( C_A \) that depends on a number of aspects of the flow simulation. In fact, the optimal value was found to depend on several aspects such as the flow-conditions, the spatial resolution and the numerical method, among others [27]. This was investigated in detail for homogeneous, isotropic decaying turbulence. The optimal value for \( C_A \) corresponds to settings that balance a partial cancellation of errors due to modeling and numerical method [45]. For small \( C_A \), the numerical error becomes dominant. For sufficiently large \( C_A \) too much energy is removed from the solution which corresponds to situations in which the modeling error is dominant. Changing the parameter \( C_A \) at a fixed spatial resolution, gives some control over the relative importance of errors due to subgrid modeling and numerical discretization. Correspondingly, the presence and accuracy of the smaller turbulent scales in numerical solutions can be influenced as is illustrated in the scalar fields shown in Fig. 1. We observe that at \( C_A = 2C_S \) a snapshot of the temperature field conveys a rather smooth flow. At much lower values, e.g., \( C_A = C_S/4 \) a lively numerical solution is obtained, however, without any guarantee whether or not the predicted small turbulent scales are corresponding to actual flow structures. In order to quantify the total simulation error and hence establish the reliability of individual simulations we proceed in the next section with a detailed error-landscape analysis in which the solutions at a range of \( C_A \) values and various spatial resolutions will be compared with experimental data.

Non-premixed combustion (at high Damkohler numbers) is mixing limited, which means that fuel and oxidiser can be assumed to react as soon as they come together, since the mixing takes so much longer than the reaction. In this work, combustion is modeled using a flamelet approach according to Williams [9] and Peters [10], based on Bilger’s mixture fraction [46]. The thermo-chemical state is then calculated from a look-up table that stores density, viscosity, temperature and species-concentrations as a function

![Fig. 1. Instantaneous temperature fields of the Sydney bluff-body flame for four different model constants relative to Lilly's suggestion of \( C_S = 0.173 \), using a grid of 5 M cells. The figure shows how larger model constants suppress the smallest structures through artificial diffusion. With the smallest model constant, cell-sized structures which induce large numerical errors become dominant. As a result of interacting errors (and perhaps counter-intuitively), the flame front appears thicker for a very low Smagorinsky constant of \( 1/4 \) than for the more realistic, higher values.](image)
of the mixture fraction field, using the procedure presented in [38]. In the present work, a single laminar flamelet was deemed sufficient as for a stably burning flame, the temperatures are (almost) independent of the strain-rate. The subgrid distribution of the mixture fraction is modeled by a top-hat function and an algebraic variance model, that have been shown to be more accurate for LES than the more complicated \( \beta \)-function [47]. The flamelet tables were provided by Lindstedt and co-workers, based on comprehensive, detailed chemistry [39].

2.2. Discretisation and implementation

We apply the PsiPhi LES code [48,49] for general transported scalars \( \Phi \) and derived quantities \( \Psi \). This code is based on the algorithms applied in the flowsi code developed at TU-Munich, TU-Darmstadt and Imperial College [7,50,51], but PsiPhi makes heavy use of modern FORTRAN features such as the compact array-syntex, to speed up development, deployment, and run-time. The code uses a low Mach assumption to solve the Favre filtered Navier–Stokes equations on a collocated Cartesian grid which consists of cubic cells. The momentum subgrid fluxes are modeled using Smagorinsky’s model [1]. The PsiPhi code applies a low storage Runge–Kutta scheme that is third order accurate for linear problems. For the non-linear convection, PsiPhi provides a range of methods, including upwind, quadratic upwind, central (2nd and 4th order) and TVD schemes. For this work, convection of momentum was described by the 2nd order central scheme, which has the lowest cost of the available schemes. The central scheme can only be used for the transport of momentum, where the continuity equation inhibits numerical oscillations. For scalar transport, numerical oscillations must be prevented through non-oscillatory schemes. We employ a TVD (Total Variation Diminishing) scheme that blends a second order central scheme with a first order upwind scheme in a way that combines good accuracy with limited numerical oscillation. Avoiding numerical oscillation is particularly important for reacting scalars (here the mixture fraction), as the density depends on these in a strongly non-linear manner. To obtain realistic turbulent inflow conditions, artificial turbulence was created [52] to reproduce the experimental data at the most upstream location.

3. Error landscape

In this section we will introduce the error-landscape approach with which the error analysis of the Sydney bluff-body flame will be executed. A central component of the error analysis is the definition of the error-measure – here we will confront simulation results with available experimental data [33–35,53,54]. The basic structure of the error-landscape will be sketched afterwards in combination with the possibility for computational error-reduction.

The filtering approach to LES provides a theoretical motivation for introducing a model for the contribution of the sub-filter scales to the dynamics of the resolved scales. A large variety of such models has been suggested in literature [3], all aiming to reduce the computational complexity of the problem by reducing the contribution of the smallest scales. While this is beneficial for reducing the computational resources that are required, it is also a source of error in a simulation. The sub-filter model represents an approximation of the actual contribution from the dynamics at the smallest scales. This we will refer to as the modeling error; for a selected sub-filter model it will of course depend on the value of the parameters that define the model. In case of the Smagorinsky model this is the value of \( C_s \) that enters the description. While in earlier literature values for this parameter were derived on the basis of assumed properties of homogeneous, isotropic turbulence, it is more common to select values for \( C_s \) that are specific to a flow problem. Taking this one step further, we may consider \( C_s \) a parameter with which one may optimize a given LES strategy.

The numerical treatment of LES constitutes a source of errors. Its importance depends on the spatial resolution relative to the smallest scales in the LES. By the introduction of a subfilter model, one has also introduced a new length-scale into the simulation, i.e., the filter-width \( \Delta \). Many practitioners of LES use computational grids with mesh-spacing \( h \) equal to the filter-width \( \Delta \). At such marginal subgrid-resolution, \( \Delta = h \), scales on the order of \( \Delta \) are surely not well represented numerically. This opens the possibility of generating considerably contaminated dynamics for the resolved scales of order \( \Delta \). This contamination will be specific to the numerical method that is adopted. Theoretically, if one allows \( \Delta \) to be sufficiently large, it is possible to achieve a grid-independent LES. It was found for flow in a turbulent mixing layer that \( \Delta > 4–6 \) is adequate to capture mean and fluctuating properties using second or fourth order accurate finite volume discretizations [32]. Any more practical sub-filter resolution at \( \Delta = 1 \) or \( \Delta = 2 \) will require much less computational costs, but at the same time will have a stronger risk of small-scale contamination. This we will refer to as the discretization error.

In any large-eddy simulation the numerical flow prediction will be influenced by the interplay between sources of error arising from flaws in the sub-filter model and errors due to the numerical treatment at marginal sub-filter resolution. For strongly turbulent flow it is unclear how these sources of error will accumulate. This introduces the issue of reliability of a given LES. Since the effects of the sources of error may partially counteract for various flow properties, the resolution to the reliability issue is not simply to adopt the ‘best’ sub-filter model in combination with the highest order numerical discretization. This is all the more true in case the mesh-spacing is taken about equal to the filter-width as is often the case in practical LES applications. For this purpose the so-called error-landscape approach was introduced, providing a framework for systematically assessing the total simulation error that results from the combination of specific models and numerical methods in any given flow. It was introduced in the context of homogeneous, decaying turbulence and an extensive study was made of the influence of the flow-conditions and the numerical method on the total error behavior [25].

For the Smagorinsky model as adopted in this paper, a detailed impression of the total error behavior in a given flow may be obtained by considering the total error as a function of the numerical resolution \( N \sim 1/h \) and the resolution of the Smagorinsky length \( C_s \Delta/h \). In this paper we will take \( \Delta = h \). Any simulation in particular is then characterized by its combination \( (C_s, N) \). Correspondingly, one may label the total error \( E \) in this way. From contour-plots of \( E \) as function of \( C_s \) and \( N \) one may infer under what conditions on the model parameter and/or the numerical resolution one may expect a given level of error. Such a contour-plot of \( E(C_s, N) \) will be referred to as an error-landscape. It requires a systematic collection of individual LES on a grid of \( (C_s, N) \) points. From such a study one may, afterwards, identify the ‘optimal refinement’ strategy, which specifies the value of \( C_s \) at which the total error is minimal at given \( N \).

A crucial element in the error-landscape approach is the measure that is adopted to quantify the total error. This aspect is dependent on the particular flow and application that is being investigated. In the study of the error behavior in homogeneous, isotropic, decaying turbulence [25] the choice was made to compare the LES predictions to filtered DNS results. The comparison included errors with different sensitivities to the larger or the smaller resolved scales, simultaneously. This was achieved by including predictions for, e.g., the resolved kinetic energy, but also
the resolved enstrophy and dissipation. This weighing of components of the total error due to different scales in the flow, contributes to the robustness of predictions of the error behavior and allows to identify an optimal refinement strategy that is likely to be also ‘near-optimal’ for other flow properties.

In most simulation studies, no reference DNS data are available to assess the interacting error dynamics in a class of LES. In such cases one has to rely on case-specific information. This may include knowledge of the asymptotic behavior in certain limits or the inclusion of available experimental observations. In this paper we adopt the latter option and investigate the total simulation error in terms of differences that occur in mean and root-mean-square properties of the flow, such as velocity components, temperature and mixture fraction. For the Sydney bluff-body flame these data have been recorded experimentally for a variety of operating conditions, thereby providing a unique opportunity to extend the error-landscape approach to more realistic problems.

The experimental data were recorded as mean and root-means-squares at different positions $\mathbf{x}$, at various sampling times $t_n$. These mean and RMS values $\langle \zeta \rangle_{x}$ were obtained from quantities such as the velocity components, mixture fraction or temperature. The experimental $\langle \zeta^{\text{exp}} \rangle_{x}$ are compared directly to the respective means and RMS values $\langle \zeta^{\text{LES}} \rangle_{x}$ of the LES predicted filtered flow quantities using an error definition

$$
E^2 = \sum_{x=1}^{A} \sum_{i=1}^{M} W_{x,i} \left( \langle \zeta^{\text{LES}} \rangle_{x,i} - \langle \zeta^{\text{exp}} \rangle_{x,i} \right)^2
$$

for $A$ quantities to be recorded at $M$ locations.

This means that in the end, we compare Reynolds- or Favre-averages from experiment and simulation. Additional weighing was introduced through $W_{x,i} > 0$. This general setting allows a number of more particular uses, of which we will consider:

- **Single quantity:** By setting $W_{x,i} = 0$ for all $x$ apart from $x$ one may zoom into the error behavior of a particular flow property.

- **Relative error weighing:** When more than one flow property is included simultaneously in the analysis it appears best to include contributions that are properly scaled to only reflect the relative magnitude and importance of the error in a certain quantity.

Many more choices for the error weighing can be motivated for particular purposes – here we will not elaborate on this but consider a possible additional use of an error-landscape next.

The complete registration of a section of an error-landscape can be rather time consuming. For the strict error-minimisation at given resolution this is not needed; a more direct minimisation suggests itself. In addition, once an error-landscape has been recorded for a particular case, one may hypothesise that its structure may be similar for ‘nearby’ flow problems, e.g., differing in Reynolds number or combustion conditions. If one can extend the definition of the error-measure to approximate the total error under these ‘slightly’ different conditions it becomes possible to determine the optimal Smagorinsky parameter at given spatial resolution at strongly reduced computational overhead. Rather than computing a full error-landscape it then suffices to directly minimize the total simulation error. This optimization was first proposed in [29] in which Successive Inverse Polynomial Interpolation (SIPi) [55] was used to efficiently approximate the optimal $C_S$ at given $N$.

To approximate the lowest total simulation error for the Smagorinsky fluid at given spatial resolution $N$ we may iteratively adapt the Smagorinsky parameter. The first task is to obtain a so-called ‘bracketing’ interval $[a, c]$ which contains the optimal $C_S$. As first point of reference we use a ‘no-model’ simulation: $C_S = 0 = a$. This characterises the effects of discretization error only, but is not stable with most numerical schemes. A second point of reference is obtained by using a ‘practical’ upper-bound $C_S = 0.35$. This value of $C_S$ was found in a variety of literature to yield Smagorinsky LES predictions that are (much) too dissipative. Any further increase of $C_S$ above this practical upper-bound would most likely only add to the total error. This provides a practical upper-bound for the desired interval.

If one can extend the definition of ‘nearby’ flow problems, e.g., differing in Reynolds number or combustion conditions. If one can extend the definition of ‘nearby’ flow problems, e.g., differing in Reynolds number or combustion conditions. If one can extend the definition of ‘nearby’ flow problems, e.g., differing in Reynolds number or combustion conditions.

In view of the high computational effort that is required to evaluate $E$ only minimisation algorithms that do not rely on derivatives of $E$ appear suitable [55]. Locally around its minimum $E(C_S)$ at given $N$ can be approximated by a parabola in $C_S$. We start the iterations with an LES at the mid-point $C_S = b = c/2$. Referring to Fig. 2, we then construct an interpolating parabola through $(a, E(a))$, $(b, E(b))$ and $(c, E(c))$. The minimum of this parabola is at

$$
d = b - \frac{1}{2} \frac{(b-a)^2 (E(b) - E(c)) - (b-c)^2 (E(b) - E(a))}{(b-a) (E(b) - E(c)) - (b-c) (E(b) - E(a))}
$$

provided the three points are not collinear. After a large-eddy simulation at $C_S = d$ the corresponding simulation error can be evaluated, a new triplet may be identified and the process may be continued. If we start from a ‘proper’ bracketing interval in which $E(b) < E(a)$ and $E(b) < E(c)$ then it is guaranteed that the new interval $d \in [a, c]$.

The method of error-minimisation was adopted to homogeneous, isotropic, decaying turbulence [29] and to turbulent channel flow and a temporal mixing layer [56]. It was found that after about 4-6 iterations, involving separate large-eddy simulations, the optimal Smagorinsky coefficient is well approximated.

The computational overhead of the SIPi optimization is considerable but often well justified by the reduced error level. This may be quantified by incorporating the resolution dependence of the CPU time T $\sim N^M$. As an example, compared to the costs at $N = 32$, a simulation at $N = 48$ is about $(48/32)^4 \times 5$ times more expensive while $N = 64$ requires $(64/32)^4 \times 16$ times more effort. If the approximate optimization of $C_S$ at, say, $N = 32$ can be completed in about 5 large-eddy simulations the overhead of SIPi is comparable to a single simulation at an only 1.5 times higher resolution. In addition, the iterations that are collected at $N = 32$ provide an appreciation of the sensitivity of simulation results on numerical parameters.

In Fig. 2 the values of $E(S^{\text{LE}})$ are compared directly to the respective means and RMS values $\langle \zeta^{\text{LES}} \rangle_{x,i}$ of the LES predicted filtered flow quantities using an error definition

- **Single quantity:** By setting $W_{x,i} = 0$ for all $x$ apart from $x$ one may zoom into the error behavior of a particular flow property.

- **Relative error weighing:** When more than one flow property is included simultaneously in the analysis it appears best to include contributions that are properly scaled to only reflect the relative magnitude and importance of the error in a certain quantity.

Many more choices for the error weighing can be motivated for particular purposes – here we will not elaborate on this but consider a possible additional use of an error-landscape next.

The complete registration of a section of an error-landscape can be rather time consuming. For the strict error-minimisation at given resolution this is not needed; a more direct minimisation suggests itself. In addition, once an error-landscape has been recorded for a particular case, one may hypothesise that its structure may be similar for ‘nearby’ flow problems, e.g., differing in Reynolds number or combustion conditions. If one can extend the definition of the error-measure to approximate the total error under these ‘slightly’ different conditions it becomes possible to determine the optimal Smagorinsky parameter at given spatial resolution at strongly reduced computational overhead. Rather than computing a full error-landscape it then suffices to directly minimize the total simulation error. This optimization was first proposed in [29] in which Successive Inverse Polynomial Interpolation (SIPi) [55] was used to efficiently approximate the optimal $C_S$ at given $N$.

To approximate the lowest total simulation error for the Smagorinsky fluid at given spatial resolution $N$ we may iteratively adapt the Smagorinsky parameter. The first task is to obtain a so-called ‘bracketing’ interval $[a, c]$ which contains the optimal $C_S$. As first point of reference we use a ‘no-model’ simulation: $C_S = 0 = a$. This characterises the effects of discretization error only, but is not stable with most numerical schemes. A second point of reference is obtained by using a ‘practical’ upper-bound $C_S = 0.35$. This value of $C_S$ was found in a variety of literature to yield Smagorinsky LES predictions that are (much) too dissipative. Any further increase of $C_S$ above this practical upper-bound would most likely only add to the total error. This provides a practical upper-bound for the desired interval.

In view of the high computational effort that is required to evaluate $E$ only minimisation algorithms that do not rely on derivatives of $E$ appear suitable [55]. Locally around its minimum $E(C_S)$ at given $N$ can be approximated by a parabola in $C_S$. We start the iterations with an LES at the mid-point $C_S = b = c/2$. Referring to Fig. 2, we then construct an interpolating parabola through $(a, E(a))$, $(b, E(b))$ and $(c, E(c))$. The minimum of this parabola is at

$$
d = b - \frac{1}{2} \frac{(b-a)^2 (E(b) - E(c)) - (b-c)^2 (E(b) - E(a))}{(b-a) (E(b) - E(c)) - (b-c) (E(b) - E(a))}
$$

provided the three points are not collinear. After a large-eddy simulation at $C_S = d$ the corresponding simulation error can be evaluated, a new triplet may be identified and the process may be continued. If we start from a ‘proper’ bracketing interval in which $E(b) < E(a)$ and $E(b) < E(c)$ then it is guaranteed that the new interval $d \in [a, c]$.

The method of error-minimisation was adopted to homogeneous, isotropic, decaying turbulence [29] and to turbulent channel flow and a temporal mixing layer [56]. It was found that after about 4-6 iterations, involving separate large-eddy simulations, the optimal Smagorinsky coefficient is well approximated.

The computational overhead of the SIPi optimization is considerable but often well justified by the reduced error level. This may be quantified by incorporating the resolution dependence of the CPU time T $\sim N^M$. As an example, compared to the costs at $N = 32$, a simulation at $N = 48$ is about $(48/32)^4 \times 5$ times more expensive while $N = 64$ requires $(64/32)^4 \times 16$ times more effort. If the approximate optimization of $C_S$ at, say, $N = 32$ can be completed in about 5 large-eddy simulations the overhead of SIPi is comparable to a single simulation at an only 1.5 times higher resolution. In addition, the iterations that are collected at $N = 32$ provide an appreciation of the sensitivity of simulation results on numerical parameters. Such would be absent when the single-shot simulation at the higher resolution is considered. Further confidence in simulation results at higher resolution would also require the repetition of such simulations at slightly varied model and numerical parameters, i.e., add considerably to the costs. This modest overhead of
The present work focuses on the test-case abbreviated HM1e, for which flow-rates and fuel-compositions were examined with this burner. The diameter of the fuel injector is 3.6 mm. A set of different flow-rates and fuel-compositions was stabilized by recirculation. The diameter of the bluff-body is 50 mm, allowing for much higher grid-resolution of 0.5 mm. One pixel in the image corresponds to an LES cell. The Sydney bluff-body burner, with a snapshot of the temperature field as calculated by the LES, is shown in Fig. 3. The burner experiments were performed by Laser Doppler Velocimetry (LDV) [33] and Raman measurements [34,35], which are non-intrusive and cannot alter the flow- and scalar fields in any way. Following an analysis by Veynante and Knikker [36], one would expect that the resulting probe-volumes of the experiment will induce a small amount of instantaneous spatial low-pass filtering, slightly reducing the level of the measured second moments of velocities and scalars. However, it should be noted that even on the finest grid, the LES filter-width remains larger than the experimental probe-volumes, so that the comparison of experiment and simulation will not be unduly affected by the (small) error resulting from the finite probe size.

The Sydney bluff-body flame has been discretised on a computational domain of 200 mm in axial and 160 mm in the lateral directions, using cubic cells of [2.5,2.0,1.5,1.0,0.5] mm length on grids of [0.63, 1.8, 5.0, 14.1, 40.0] million cells, where the coarsest grids were chosen to investigate how insufficient resolution affects the error-landscape. Seven simulations were performed on each of these grids for different values of the Smagorinsky parameter CS.

The simulations were run to a physical time of at least 0.1 s. This time-interval was found to be sufficient for gathering accurate statistics of this combustion problem [38]. In total, generating this error-landscape required almost three CPU years on 2.0 GHz AMD Opteron cores using an MPI communication layer, either via shared memory or over myrinet connections. The largest simulations were run on three quad-core nodes using approximately 10 GB of memory, whereas the smallest simulations were finished on a single core in less than two hours. We estimate that the total CPU time spent for the creation of the error-landscape (24 thousand hours) would be required for a single spatial resolution of approximately 0.3 mm, requiring almost 200 million cells.

Table 1 provides an overview of all the cases that were run for this work. The computational cost does not evolve according to a simple law, as inter-process communication was added for larger cases; first between processor cores, then between cluster nodes.

### 4. Experimental and numerical results of bluff-body combustion

In this section we first identify in some detail the bluff-body combustion test-case that was considered for LES error analysis (Subsection 4.1). Subsequently, we give an overview of simulation results, compared to experimental data in Subsection 4.2.

#### 4.1. Test case

The test-case considered in this work is the turbulent non-premixed bluff-body burner designed at Sydney University [33], for which both flow-field and scalar data are available [33,34,35]. The burner features a flow-field of sufficient complexity for a challenging test-case, but avoids unnecessary complications and transient phenomena such as ignition, flame blow-off, or swirl, which may be considered in a future error analysis. The Sydney bluff-body burner consists of an axial bluff-body located in an open wind-tunnel, causing a toroidal air recirculation zone downstream of the bluff-body. A circular hole in the center of the bluff-body allows to eject gaseous fuel into the recirculation zone, leading to a flame that is stabilized by recirculation. The diameter of the bluff-body is 50 mm, the diameter of the fuel injector is 3.6 mm. A set of different flow-rates and fuel-compositions was examined with this burner. The present work focuses on the test-case abbreviated HM1e, featuring a coflow velocity of \( U_{cof} = 35 \text{ m/s} \), a jet velocity of \( U_j = 108 \text{ m/s} \), and a fuel composition of 50% [vol.] natural gas (methane) and 50% [vol.] hydrogen. For HM1e, the flow is dominated by the air-coflow but the recirculation zone is rich, so that the flame burns in the outer shear layer, at one bluff-body radius. Figure 3 shows a sketch of the burner, together with an instantaneous snapshot of the temperature field as calculated by the LES.

![Fig. 3. The Sydney bluff-body burner, with a snapshot of the temperature field predicted by the LES.](image)

The focus of the comparisons in the next section is on the errors in velocity and scalar quantities; here, we first discuss the general behavior of the computational flames at various numerical and mesh-settings to obtain an overview of the flow and scalar fields.

Figures 4–11 show the radial profiles of the mean and fluctuation values of the axial velocity, the radial velocity, the mixture fraction, and the resulting temperature. The plots compare the experimental data to simulation results obtained on five different grids for a Smagorinsky constant of \( CS = 0.13 \), which was obtained from the error-landscape (Fig. 17) as the best possible value. Computational data were presented at experimental measurement points only, making the computed results appear ‘less smooth’ than the underlying data.

The mean axial velocity plots (Fig. 4) show the high speed of the fuel-jet close to the bluff-body, and also the coflow of air. Further downstream, a recirculation-zone develops at \( r/R \approx 0.4 \), which remains a prominent flow structure up to a location much further downstream where the jet and coflow merge. The mean radial velocity is presented in Fig. 5, providing more information on the recirculation zone. The mean radial velocity is relatively hard to measure and to predict, as its magnitude is very small compared to the axial velocity. This leads to a large relative error in the mean radial velocity, even though its absolute error is an order of magnitude smaller than that of the axial velocity.

The axial velocity fluctuation is shown in Fig. 6, with peaks at \( r/R \approx 0.05 \) and \( r/R \approx 1.0 \), indicating the shear layers around the
of the flame, with measurements taken on two sides of the centerline. The plots show a rich recirculation zone downstream of the bluff-body, and the pure fuel that is ejected from the nozzle. The central jet and on the inside of the coflow. The radial velocity fluctuations presented in Fig. 7 behave very similar, and for both fluctuation levels, a sufficient grid-resolution is required to obtain a good prediction.

Figure 8 shows the mixture fraction profile across the diameter of the flame, with measurements taken on two sides of the centerline. The plots show a rich recirculation zone downstream of the bluff-body, and the pure fuel that is ejected from the nozzle. The mean temperature field is a direct result of the unsteady mixture fraction fields, and is presented in Fig. 9. The mixture fraction fluctuations are shown in Fig. 10; the mixture fraction fluctuations are relatively high on the coarse grids while the velocity fluctuations were found quite small on these grids. These deviations may be explained by the fact that on the coarse grid, the flame is generally predicted too short, so that radial profiles are shifted upstream. Finally, Fig. 11 shows the temperature fluctuations, which behaves as expected from the mean mixture fraction and its fluctuation.

---

**Table 1**

Approximate CPU times for the simulations performed for this project. The times \( t \) are measured in hours; \( t_{\text{lat}} \) denotes the sum of all CPU hours spend – we also include the fraction \( t_{\text{lat}} \) used by simulations at a given resolution. The reference Smagorinsky value is the Lilly proposal \( C_{S} = 0.173 \).

<table>
<thead>
<tr>
<th>Cells</th>
<th>( \Delta ) (mm)</th>
<th>( \frac{1}{C_{0}} ) (t/h)</th>
<th>( \frac{1}{C_{0}} ) (t/h)</th>
<th>( \frac{1}{C_{0}} ) (t/h)</th>
<th>( C_{S} )</th>
<th>( \frac{1}{C_{0}} ) (t/h)</th>
<th>( \frac{1}{C_{0}} ) (t/h)</th>
<th>( 2C_{S} )</th>
<th>( t_{\text{lat}} )</th>
<th>CPU (cores)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>2.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>4 \times 10^{-4}</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>2.0</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>1.8 \times 10^{-3}</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>1.5</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>8.0 \times 10^{-2}</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>1.0</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>0.04</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>40.0</td>
<td>0.5</td>
<td>3200</td>
<td>3200</td>
<td>3200</td>
<td>3200</td>
<td>3200</td>
<td>3200</td>
<td>0.94</td>
<td>3 \times 4</td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 4.** Mean radial velocity for different grid resolutions at \( C_{S} = 0.13 \).

**Fig. 5.** Mean axial velocity for different grid resolutions at \( C_{S} = 0.13 \).

**Fig. 6.** Fluctuation of axial velocity for different grid resolutions, \( C_{S} = 0.13 \).

**Fig. 7.** Fluctuation of radial velocity for different grid resolutions, \( C_{S} = 0.13 \).
5. Error analysis of the Sydney flame

In this section we present an error-analysis based on the systematic recording of so-called error-landscapes of several key properties of the Sydney flame. The error-landscapes show the error between all of the experimental data for certain quantities, such as velocity, temperature and mixture fractions, and the corresponding numerical data interpolated at the same point, as defined in Eq. (6).

Figure 14 shows the error-landscape for the mean axial and radial velocities and their fluctuations $u_{\text{rms}}$, $v_{\text{rms}}$. The error-landscape for the mean axial velocity shows that the choice of an appropriate model constant combined with a fine grid can reduce the error from approximately 25 m/s to a much lower level of 5 m/s. The landscape looks remarkably similar to the landscape shown by Meyers et al. [25] for the dissipation rate in isotropic, homogenous turbulence, showing the same, potentially generic, valley-like structure. It features the expected asymptotic behavior of a decreasing error with higher spatial resolution, and an increasing error for both low and high values of the Smagorinsky constant $C_s$. The stabilizing effect of the Smagorinsky model may also be implied by the $u_{\text{mean}}$ error-landscape, where large $C_s$ values lead to a very smooth error-field, whereas small $C_s$ values seem to result in rather inconsistent fluctuations in the error-field. This is in-line with the expectation that too high values of the model constant may increase the model-error because of deficiencies in the representation of the sub-filter turbulence, whereas too low values for the model constant can lead to larger numerical errors, which display strong variations with numerical resolution.

The interpretation of the error-landscape becomes more challenging for the fluctuations of the axial velocity $u_{\text{rms}}$. Here again, errors become large for very low $C_s$ and for large $C_s$ on coarse grids, and the error becomes smallest for the finest grid. However, there appear to be two further band-like low-error areas. The first one occurs for approximately constant $C_s \approx 0.14$, the second one for large $C_s$ on relatively coarse grids. The latter can be seen in Fig. 12, where relatively high fluctuations are predicted on the $\Delta = 1.5 \text{ mm}$ grid, which leads to a small total error as fluctuations are generally under-predicted for $C_s = 0.346$. This is an illustration of the partial compensation between errors that can arise under certain settings of numerical and modeling parameters.

Figure 14 also shows the error-landscape for the mean radial velocity $v_{\text{mean}}$. The error is small on the finest grid for $C_s \approx 0.13,$
and becomes larger for values of \( C_S \) that are either much lower or much higher, and on coarser grids. There are also low-error islands, for example at \( C_S / C_{25} = 0.13 \) and \( D / C_{25} = 0.15 \) mm. Figure 7 shows the underlying mean radial velocity data, which is generally hard to predict as the absolute values are very small compared to the axial velocity. The simulations on the coarse grid are affected by numerical oscillation, which are even more obvious in Fig. 13, showing the mean radial velocity for a very low Smagorinsky constant of \( C_S = 0.04 \). In general, the error-landscape of the mean radial velocity is rather ‘spiky’, but it appears to become smoother for large \( C_S \) and finer grids – as would be required to obtain convergence. However, it must be stressed that the absolute errors in \( u_{\text{mean}} \) are approximately ten times lower than in the axial velocity \( u_{\text{mean}} \).

Finally, the error in the radial velocity fluctuations \( v_{\text{rms}} \) is shown in Fig. 14. Overall, the error for this quantity appears most similar to the error-landscape for energy dissipation presented by Meyers et al. [25]. Interestingly, the error-landscape for the velocity fluctuation \( r_{\text{rms}} \) looks much smoother than for the mean velocity \( u_{\text{mean}} \).

The error can be minimized by choosing the ‘optimum’ \( C_S \) value; the sensitivity to which drops with grid-refinement as in this situation also the filter-width is reduced and the dynamic relevance of the sub-filter turbulence is less pronounced. Figure 15 shows the error-landscape for the means and fluctuations of mixture fraction, and of the temperature field that is derived from it. The error-landscape for the mean mixture fraction shows a clear optimum on the fine grid for \( C_S \approx 0.13 \), where the error gets as low as 5%. Overall, the error-landscape for the mean mixture fraction \( f_{\text{mean}} \) is very smooth, not only for large model constants but even for small ones. This may be explained by the use of non-oscillatory TVD schemes for mixture fraction transport, which add numerical diffusion not dissimilar to the diffusion resulting from setting a large \( C_S \) value [57]. The error for the mixture fraction fluctuation is generally low, with a minimum at \( C_S \approx 0.13 \) and a very distinctive maximum for \( C_S \approx 0.24 \). This peak in the error is caused by a very strong over-prediction of the mixture fraction fluctuation, which becomes...
This over-prediction only occurs on the coarsest grid, for a Smagorinsky constant around $CS = 0.24$. Looking at time-resolving animations of the predicted mixture fraction fields, one observes a puffing motion in the length of the recirculation zone. This oscillation is not observed in the other simulations, and can explain the very high predicted mixture fraction fluctuation. This instability is not observed in the experiment; it illustrates the extent to which an inappropriate grid and model constant can alter the perception of the flow-physics, supporting further the need for parameter studies and more research into methods ensuring LES quality.

Finally, Fig. 15 shows the error-landscapes for the temperature mean and its fluctuation. The present simulations are based on a steady flamelet assumption, which implies that the temperature and concentration fields are all non-linear functions of the instantaneous mixture fraction field. The error-landscapes for the temperature hence do not provide any significant information beyond that already obtained from the mixture fraction field. Overall, the error in the mean temperature can be reduced to approximately 100 K. This level of temperature error corresponds to about 5% error and is mainly due to a spatial shift of regions with very strong temperature gradients.

Error landscapes for the first and second moments of velocity, mixture fraction and temperature can be combined to obtain a better impression of the quality of a simulation. We are interested in the topography of the error-landscape of the total error and combine the separate error-landscapes of specific quantities after normalization by the respective maxima. Fig. 17 shows the global error landscape. A minimum-error valley exists, but is not as distinct and well-defined as in Meyers et al. [25] study of isotropic decaying turbulence. This suggests that finding an optimal value of the Smagorinsky constant is less critical in the present case of a complicated turbulent reactive flow. However, this perceived insensitivity could also be due to the existence of other interacting errors that will dominate if the Smagorinsky constant gets small. In the case presented, such errors may be due to inaccuracies in the computational boundary conditions relative to the experiment, or due to experimental errors that are not negligible. A further explanation for the low-error valley being less distinct in the present simulation may be that the bluff-body flame includes many different fluid-mechanical features, with very different local resolution.
requirements. This would ideally be represented by the dynamic modeling procedure, which provides locally varying Smagorinsky coefficients in both space and time. Future efforts on this topic will include use of dynamic modeling to further investigate these observations.

It should also be stressed that typical engineering LES will use dynamic modeling in conjunction with locally refined, possibly unstructured grids, so that further work will be required to assess the suitability of the error-landscape approach for such simulations.

6. Conclusions and summary

We have performed a systematic study of the effect of the grid resolution and the Smagorinsky constant on large-eddy simulations of the non-premixed Sydney flame. Results of the LES were compared to experimental data. Errors in the predicted first and second moments of velocities, mixture fraction, and temperature were calculated at over 100 points in physical space, from which a single mean error was computed for each quantity and each simulation. For each quantity, the mean error was plotted versus the grid-resolution and the Smagorinsky constant. The data were compiled using the concept of an error-landscape to provide an overview of the total simulation error at various modeling and numerical settings. In particular, near-optimal values for the Smagorinsky constant were identified over a range of grid resolutions. The error-landscape map provides an indication of where the combination of competing model and numerical errors are simultaneously minimized, and to what extent.

Analysis of the error-landscapes indicated that a global minimum existed for the finest grid, at a Smagorinsky constant of approximately 0.13. For coarser grid resolutions, the minimum error in most quantities was located on a line of an almost constant Smagorinsky parameter of 0.13, showing a similar valley-structure as observed in the analysis of homogeneous decaying turbulence. The present work shows that the concept of an error-landscape introduced by Meyers et al. [25] can be extended for compressible, anisotropic turbulence in complex geometries. For most quantities, the resulting landscapes are reminiscent to those for homogeneous decaying turbulence, showing a steep increment in error for very low Smagorinsky constants where the numerical error starts to dominate. The error was found to increase less rapidly for Smagorinsky coefficients that are larger than the optimum. As expected, the error is reduced with finer grid resolution. Such error-analyses add the important quantification of sensitivity of the simulation results to variations in the parameters.

The error-field was found to be smooth for large model coefficients and fine grids. The ‘roughness’ of the error-landscape may indicate regions where the Smagorinsky coefficient was too small. This roughness may indicate simulation quality. In cases where experimental data is available and the error-landscape is smooth, an optimal value for the Smagorinsky constant can effectively be determined using the SIPI procedure [25,29]. This has important implications regarding the efficiency of the method.

The error-landscape approach can help identify combinations of grid-resolution and model constant that may induce qualitatively wrong flow and combustion physics into the calculations. This problem is illustrated by the results on the coarsest grid with model constants around 0.24, for which an unrealistic puffing mode of the flame leads to excessive fluctuations. This observation was easily made by correlating qualitative observations of animations to the quantitative results seen in the error-landscape for the mixture fraction fluctuations.

A main pacing item in the research on reliability of large-eddy simulation is to find error-measures that can be assessed on the basis of basic fluid-mechanical considerations and processing of numerical results alone. Current work on computational error-analysis was restricted thus far to further the understanding of interacting errors due to numerical and modeling deficiencies. Research will be directed toward a self-contained error measure for large-eddy simulation in the future Fig. 18.
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