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Chapter

Introduction

Additive Manufacturing (AM, also known as 3D printing) is rapidly gaining interest as
a highly innovative manufacturing technology and is increasingly maturing into a powerful
complement to more conventional manufacturing (CM) methods. In comparison to CM
methods such as milling, drilling, casting and forging, AM technologies build complete
parts by adding materials layer upon layer but without dedicated tooling. Most attention
is given to the ability to produce complex structures that are readily customized to specific
applications. For instance, the aerospace industry increasingly applies AM for the production
of lightweight designs. Airbus already uses more than 2700 printed parts in the A350XWB
airliner (Airbus, 2016).

As well to realizing designs that were previously infeasible, after-sales service supply
chains are also often viewed as potential beneficiary of AM technology. After-sales service
supply chains support the maintenance of advanced capital goods during their life cycle of
typically several decades. This support consists of providing all resources needed for system
upkeep, such as service engineers, tools, and spare parts. Spare parts management is usually
demanding because of the combination of the large variety of parts, the presence of many
expensive slow movers, a geographically dispersed installed base, and the often high costs of
system downtime. This leads asset owners to request high service levels from maintenance
providers, including the availability of sufficient spare parts. Examples of advanced capital
goods can be found in manufacturing equipment for the high-tech industry, healthcare and
communication systems, and defence equipment.

The potential of AM is explained best if we study common challenges in after-sales service
supply chains first. For example, uncertain demand, long lead times and high downtime
costs necessitate high spare parts stocks — resulting in large amounts of capital being tied
up. Also, arranging spare parts supply is often a challenge once the regular production
phase has ended. Suppliers demand high incentives for maintaining production capacities
or may even decide to discontinue supply entirely.
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Both problems may be overcome through the use of AM technology, at least in principle.
First, short AM setup times and no requirement for dedicated tooling may support demand-
driven spare parts provisioning and thus help to reduce the prevalence of large spare parts
stocks. Second, utilizing generic AM processes may relax the dependency on suppliers and
therefore decrease risks and costs associated with supply disruptions. Furthermore, AM
may enable the implementation of a decentralized production concept which may increase
supply chain responsiveness at low cost.

This thesis investigates how and to what extent after-sales service supply chains may
profit from the application of AM technology. Building on experience gained from various
organizations, we develop models and apply techniques from the field of Operations Research
to categorize and quantify the effects of AM on after-sales service supply chains. In this
introductory chapter, we discuss the basic concepts of AM technology and its potential
effects on after-sales supply chains. Moreover, we position our work within the literature
and present our research approach.

The chapter! is organized as follows. In Section 1.1, we introduce the reader to the key
characteristics of AM technology. Next, in Section 1.2 we discuss the possible applications
of AM technology in spare parts supply chains. Section 1.3 outlines the research design,
before we discuss the relevant literature and the contribution of this thesis in Section 1.4.
In Section 1.5, we discuss the research techniques and concepts applied before we close
with Section 1.6 in which we give an overview of the thesis structure.

1.1 Additive Manufacturing Technology

Although only recently known to the general public, the first AM technology had already
been commercialized in the late 1980s, when it was used as a technique for rapid prototyping,
termed stereolithography. In that technology, a vat incorporating a vertically moving
platform is filled with a photocurable liquid polymer. With the platform in its upper
position, a laser focuses an ultraviolet beam on the upper surface layer, curing that part
of the photopolymer to create a solid body. Next, the platform is lowered slightly and the
cured polymer is covered with another layer of liquid polymer, after which the sequence
is repeated (Kalpakjian and Schmid, 2014). By varying the shape of each new polymer
layer, complex geometries can be built up through stereolithography.

Today, there exists a wide variety of industrial AM technologies, of which the most
important ones are Selective Laser Sintering (SLS) and Selective Laser Melting (SLM),
Electronic Beam Melting (EBM), Digital Light Processing (DLP) and Fused Deposition
Modeling (FDM). This is not the place to give detailed descriptions of these technologies;
it suffices to say that they differ widely in the amounts and types of materials used, in their
speeds and accuracies, and in their domains of application. Here, we give a general overview
of AM technologies to lay the foundation for a later discussion of supply chain matters.

IThis chapter is in part based on our contribution to Zijm et al. (2019).
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For a more comprehensive study on the differences between the various AM technologies,
we recommend Gibson et al. (2010), and Kalpakjian and Schmid (2014).

For most AM technologies, the AM process starts with a user-defined 3D CAD file of
a component or product. Specific AM software then will be used to cut the 3D CAD into
slices that are fed into an AM machine to “build-up” the component layer-upon-layer as
shown in Figure 1.1. An increasing variety of raw materials have become available for AM
applications, including ceramic powder, metal or even glass, as well as polymers. The CAD
file may be generated from a design process, but may also result from a 3D scan of an
existing object. As a result, design changes are easily incorporated. The thickness of the
layers may be of the order of microns; naturally, the thinner the layer, the greater the detail
and accuracy that can be achieved.
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Figure 1.1: The principle of Additive Manufacturing (EOS, 2015)

1.1.1 Opportunities and Shortcomings

The unique production process of AM technologies has several implications for the future
of manufacturing. Let us therefore first look at some potential benefits that are derived
from the basic properties of AM technologies.

(+) Design freedom to produce complex and tailored parts

The design freedom afforded by AM technologies is certainly one of the main benefits.
Design compromises to improve manufacturability are significantly less limiting when
applying AM technologies rather than conventional manufacturing (CM) and thus
facilitate designing parts for their intended use. Complex structures can be built that
achieve a nearly optimal balance between strength and material usage which is not feasible
using subtractive technologies. Benefits can be observed in the aerospace industry where
light-weight designs, that are only producible using AM, lead to significant fuel savings.
Figure 1.2 highlights this opportunity and shows the CM (a) and the AM design (b) of a
hinge bracket that is used in aircraft. Overall, the AM-enabled topology optimization leads
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to a weight reduction of 25%. Other common examples for design improvements concern
heat exchangers or valves for which thermal control or flow resistance are improved.

(b)
Figure 1.2: CM (a) and AM hinge (b) design for a hinge bracket used in aircraft

However, not only for individual parts does AM’s design freedom have significant
implications. According to the Wohlers Report (2014), the most promising application
of the new design freedom for operations is the integration of parts, i.e., the redesign
of an assembled component with fewer, but inevitably more complex parts. This process
is referred to as consolidation. Apart from reducing the number of assembly steps, and
thereby reducing both production lead times and costs, consolidation may improve
the reliability of assembled components; see Johnson and Kirchain (2009) and Wits
et al. (2016). Couplings between parts, often the cause of various failure modes, can
be removed. Furthermore, the performance of the consolidated part may be improved.
In this context, performance refers to aspects such as reduced weight while fulfilling the
same functionality, lower flow resistance or improved heat dissipation. Also, the supply
chain might be simplified because the number of distinct parts that need to be sourced,
tracked and inspected will decrease. Hence, operational complexities and often long
parts supply lead times are reduced (Yang et al., 2015). We will discuss the implications
of consolidation facilitated by AM technology in greater depth in Chapter 3.

(+) Reduced material waste and operational energy consumption

The reduction of materials usage is a clear result of applying additive processes. Note
that the materials are fed to an AM machine in different modes to those used in subtractive
processes. For example, Achillas et al. (2015) refer to cases in which a 40% reduction
of material consumption was achieved. Combined with the more uniform requirement
for raw materials, this characteristic may compensate for the often energy-intensive
production process inherent to AM. Indirect effects caused by lower weight or optimized
part properties may even further reduce the energy consumption. Hence, from a life cycle
perspective, the energy balance of 3D-printed parts may well turn out to be positive.
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(+)

High level of customization

The opportunity to design products according to customer specifications and to
manufacture them on-demand, using only basic materials, is entirely a result of the fact
that both the design and the manufacturing process are highly digitalized. Tooling or
product-dependent setup processes are usually not required, making AM a highly flexible
technology. Thus, for instance, design changes or product changeovers are easily realized
while the production process remains unaltered. As we will discuss later, especially for
medical and dental applications where customer-specific solutions are paramount, AM
has already transformed entire supply chains.

Fuaster time-to-market

The fact that design and manufacturing process are so closely intertwined, together
with the fact that the product is built up in one piece from only raw materials, simplifies
the development phase and eliminates a number of steps in the assembly process. Hence,
AM may significantly reduce the time-to-market which may well yield a competitive
advantage. Risks associated with market failure decrease, given low setup and tooling
costs. Accordingly, it is likely that AM may support an aggressive market strategy. Also,
rapid design changes based on market feedback appear less demanding and thus give
rise to more dynamic business models.

General purpose equipment

Shifting between designs on conventional manufacturing equipment often requires
both, a lengthy setup process and the change of dedicated tooling. By applying AM
technology this process is likely to simplify significantly by quickly restarting the printing
process from another digital file. In many printing processes, it is even possible to print
several completely different parts in parallel. The resulting flexibility not only reduces
the investment and storage costs of dedicated tooling but also increases productivity
and asset utilization. Even more, business models that allow companies to rent out their
excess production capacities may also become profitable or help to cover the fixed costs.

Despite the potential of AM technologies, it is unrealistic to assume that AM is about to
replace conventional production methods. It appears more likely that AM technologies
will complement rather than replace conventional production methods. Below, we list
shortcomings of today’s AM technologies, and the trade-offs involved when compared to
conventional manufacturing methods.

)

Pre- and post-processing requirements

Most, prominent is the misperception that an AM process of itself produces industrial
grade parts. The reality usually involves various process steps each of which may require
software, equipment and high levels of expertise. Before starting the printing process, the
printing design has to be generated and the AM equipment may require preparation. For
instance, it may be necessary to change the feed stock which, in the case of metal printing
equipment, involves extensive cleaning of the build chamber. Also, major post-processing
steps are often required to meet quality standards. Support structures may need to be
removed, or treatments may be required to improve material properties. Furthermore,



Chapter 1. Introduction

process variability, inherent in today’s AM methods, often necessitates extensive quality
controls that increase both production lead times and cost.

Limited range of printable parts

While AM technology certainly offers a high degree of design freedom, it also has
limitations. For instance, printing bulk structures remains challenging since both porosity
and the risk of thermal stress may occur more frequently. Hence, most industrial printing
processes have to adhere to printing size limitations. Even for moderate sizes, we may
face the need to print a part in several pieces. Depending on the printing process,
available materials and the inability to combine multiple material types also decrease
the feasible range of printable parts. For instance, printing complex electronics is likely
to remain infeasible in the foreseeable future due to the necessary composite structures.

Diminished part characteristics

The characteristics of an AM part may not compare favorably to those of their con-
ventionally manufactured counterpart. For example, based on the process characteristics
of AM, the unit cost and reliability of a conventionally manufactured equivalent are
often superior. Also, conventional parts that are assembled from components can often
be repaired by replacing only a malfunctioning component after which the part can be
re-assembled. However, a malfunctioning printed part may have to be discarded entirely,
resulting in needless waste, and replacement by a complete new part is clearly more costly.

Design rights and liability

Currently, a significant number of parts that are considered to be suitable for printing
are already produced with different manufacturing methods. Therefore, it is not uncom-
mon that the design rights are owed by another entity. To acquire the design rights may
turn out cumbersome and potentially require high investments, in particular if it would
impact future business opportunities of the existing design holder. In the future, when AM
technology has become more common, design leasing concepts may reduce this problem.

Additional concerns are raised by the digital nature of AM methods. While increasing
flexibility, businesses worry about both the protection of intellectual property rights and
product liability. The latter is clarified by a simple example. Consider an innovative
company that offers 3D-designs of its products for sale. If a customer printed this
product (maybe with slight alterations to the design) and it subsequently failed, the
question arises who is responsible for the failure: the company, the service provider, or
the AM equipment manufacturer. At present, no standardized legal agreements are in
place, and that creates uncertainty around otherwise promising new business models.

High marginal production costs

Compared to production methods such as injection molding, it becomes apparent that
AM technology is not applicable in every market segment. In fact, injection molding,
which itself offers a high design freedom, is essentially the opposite of AM in terms
of flexibility. High upfront investments in dedicated molds require a high degree of
commitment, while changeovers to another product (which involves changing the molds)
may be time-consuming. Despite this, unit costs are lower for high volumes, and since
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the actual production time of a single product may be a matter of seconds, the technique
is typically suitable for mass production, achieving economies of scale. On the other
hand, AM is not at all suitable for mass production. The printing of large and complex
product geometries may take several hours, and is often highly energy-intensive. In
combination with low economies of scale, this leads to high marginal production costs.

Technological obsolescence and missing standards

Another problem arises due to the novelty and short development cycles of AM
technology. If a company invests in AM machinery, its equipment may well be outdated
after only a short period of time. Although leasing or outsourcing concepts may lower
these risks, rapid technological advancements also demand a high degree of organizational
flexibility. In particular, the absences of standards often forces businesses to reorganize
production processes on a per part basis. A roadmap published by a standards setting
organization for the aerospace industry supports the conclusion that this problem is
likely to persist for the next five to ten years (3ders.org, 2017).

1.1.2 Application Areas

Next, we discuss application areas of AM in more detail. We will look at the rapidly growing
number of industries and sectors in which advantages such as high customization, light
weight and short time to market count most. The strategic research agenda of the Additive
Manufacturing Platform (AM Sub - Platform, 2014) mentions several of domains that have
adopted 3D Printing as a key technology, including:

Medical/dental

Titanium alloys have been extensively used as powder material for fabricating orthope-
dic/orthodontic implants. Other applications can be found in e.g. the hearing aid industry,
which has made an almost 100% transition to AM. The key driver for these types of
applications is typically the ability to provide customized solutions for an affordable price.

Aerospace

Main business drivers are weight and attributed fuel savings. Projects like NASA’s
‘zero gravity’ 3D printer meant to produce spare parts in the International Space Station
(ISS) show interest to further expand AM’s application area (TechCrunch, 2016). Future
scenarios in which, for instance, downtime of airplanes are reduced with printed spare
parts are likely.

Automotive

In this sector, the design flexibility is one of the most important arguments to move to
AM, next to the fast realization of prototyped or low-volume car parts. Experimentation
with large scale prints may motivate further applications and indicate the interest to
secure weight and thus fuel savings similar to the aerospace sector (Ford, 2017).

Consumer products
The market for consumer products is to date the largest but also the most diverse
sector that has embraced AM technologies. Mostly, the technology is still used for
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prototyping but a quickly growing number of end-users has discovered AM to deliver
highly personalized devices and products, ranging from toys and busts to home furnishings
and fashion items (robes, shoes).

Other fields of application include industrial machinery, the military domain and architecture
(prototyping). An overview of the most important application areas is found in Figure 1.3,
based on the Wohlers Report (2014).

Others

Architectural

Industrial/business machines .
Government/military

Academic institutions

Aerospace
Consumer products/electronics

Medical/dental

Motor vehicles

Figure 1.3: Industrial and Public Sectors using Additive Manufacturing (Wohlers Report, 2014)

In a Harvard Business Review publication, McCue (2015) reports that 30% of the Top
300 largest global enterprises are now using or evaluating the potential of AM. Some of
the companies that are already exploiting AM technology are: General Electric (jet engines,
medical devices), Lockheed Martin, Airbus and Boeing (aerospace and defense), and Aurora
Flight Sciences (Unmanned Aerial Vehicles) (D’Aveni, 2015). In summary, AM has quickly
gained a firm position in the manufacturing arena. Based upon the observed drop of the
cost of AM systems with 50% in the last decade (Thomas, 2016) and a further expansion
of the materials range, an increased penetration of the manufacturing arena is generally
expected. Accordingly, forecasts of Siemens, a multi-national conglomerate, predict an AM
market growth of 300% within the next 10 years (Siemens, 2014a).
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1.2 Spare Parts Supply under Additive Manufacturing

As argued in the introduction, the possible benefits of AM for spare parts supply chains
have attracted considerable interest. To a large extent, this interests relates to the unique
characteristics of spare parts supply chains if compared to manufacturing supply chains, cf.
Table 1.1. However, AM remains far from being established in spare parts supply chains.

Table 1.1: Comparison manufacturing and spare parts supply chains. Based on Cohen et al. (2006)

Manufacturing Supply Chain Spare Parts Supply Chain
Nature of demand Predictable, can be forecasted Unpredictable, sporadic
Required response Standard, can be scheduled ASAP (same day or next day)
Number of SKUs Limited 15 to 20 times more
Product portfolio Largely homogeneous Always heterogeneous
Delivery network Depends on nature of product; Delivering different service products;

Y Multiple networks necessary Single network
Purpose Maximize velocity of resources Pre-position resources
. Handles return, repair, and

Reverse logistics Does not handle disposal of failod comp70nents
Performance metric ~ Fill rate Availability (uptime)
Inventory turns Six to 50 per year Up to four a year

In this section, we provide a more extensive background on envisaged applications of AM
in this domain. To that end, we first describe spare parts supply chain characteristics in
Section 1.2.1. Next, in Section 1.2.2, we discuss how the implementation of AM may affect
spare part supply chains and outline resulting implications for sustainability in Section 1.2.3.

1.2.1 Characteristics of Spare Parts Supply Chains

To structure our discussion, we divide spare parts supply chain characteristics into four
categories: demand, sourcing, service and life cycle characteristics. Later, in Section 1.2.2,
we reuse this structure to classify the potential effects of AM for spare parts supply. Also,
we rely on this framework to discuss gaps in the literature (Section 1.4).

(a) Spare parts demand characteristics
Spare parts are required for either preventive or corrective maintenance activities.
In the case of preventive maintenance, spare parts demand may be known well in
advance. Examples include the application of time- or age-based replacement policies
under which spare parts may be ordered just-in-time and hence limit the need for spare
parts inventories. However, difficulties may arise in the coordination process with other
maintenance resources such as tooling or service engineers.
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If preventive part replacement is based on inspections or condition monitoring, spare
parts inventories become more important for achieving potentially short response times.
For example, collected data may support reliable failure predictions only shortly before
failure, or inspections may reveal damage that must be repaired at short notice. For
corrective maintenance activities, spare parts demand is random and only observable
once a system failure materializes. In such a case, if components are critical to system
availability, spare parts stocks are essential. Low demand quantities combined with high
demand variability typically lead to high inventory costs that may either emerge in terms
of holding or backorder costs.

If the spare part is assembled, spare parts demand may occur at various hierarchical
levels. For instance, repair options may become feasible in which a defective item can
be repaired by just replacing a sub-component. In general, the service provider (i.e.,
an OEM or a third party) has to decide at which system hierarchy level to replace a
defective part and, if possible, at which item hierarchy level to repair the part. Both
decisions directly influence the spare part demand as the service provider has to design
the inventory policy accordingly. As we will elaborate under Point (c), the replacement
decision also has to be aligned with the service requirements.

Spare parts sourcing characteristics

Gibson et al. (2010) note that low volume spare parts are mostly produced on generic
(i.e. non-dedicated) equipment (e.g. CNC workstations). Hence, the production process
typically requires set-up time in addition to special tooling and fixtures that lead to
high sourcing costs. Depending on the level of integration, service providers may source
either spare parts or their components from a supplier. Sourcing spare parts for asset
maintenance typically involves highly specialized manufacturing supply chains. Only
on rare occasions will the service provider have the option to choose from various supply
sources. However, if multiple supply sources are available, it may be beneficial to rely
on more than one. For instance, it may be possible to reduce service costs by combining
an inexpensive but slow supply source with an expensive but fast supply source. Also,
using multiple suppliers improves supply security and thus may protect against supply
disruptions or improve the negotiation position. More commonly though, the service
provider does not possess sufficient leverage nor control over its suppliers because of
infrequent orders and low order quantities. As a result, service providers often have to
accept long lead times and large minimum order quantities.

Spare parts service characteristics

If the target response times are not met, service providers may incur high penalties
and, probably even worse, see their reputation damaged. Hence, service providers usually
aspire to run a highly responsive supply chain, but that is a complex task given the
often wide range of parts. Moreover, spare parts in stock often represent a significant
investment. In some industries, spare parts may easily cost tens of thousands of euros
each. Under such circumstances, the service provider has to determine which spare parts
and how many to store at which locations.
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A

Uncertainty

In a similar way, the service provider has to decide at which hierarchical level in the
system structure to replace a defective part. While replacing broken parts at a high
level in the system structure typically increases inventory costs, system downtime costs
tend to be reduced. For various industries, the latter aspect is essential and one of
the key reasons for stringent response times agreements. To give an example, in the
semiconductor industry guaranteed asset repair times are often less than a few hours
(Stein, 2012). To this end, service providers may also decide to keep high value spare
parts close to (or even at) the installed bases, which may be spread across the world.

Under these conditions it is not surprising that service providers often store far more
spare parts than actually required. This is exemplified in the findings of Cohen et al.
(2006). They detected that more than 20% of spare parts are not used and become obsolete
every year. Even though some leftover parts probably can be sold on the aftermarket, this
has a significant negative economic impact. Cattani and Souza (2003) found that Hewlett-
Packard’s profits are reduced by about 1% of its annual revenue as a result of obsolescence.

Spare parts life cycle characteristics

During the asset life cycle, the service provider will encounter various types of challenges.
Usually these vary with the level of uncertainty involved, i.e., the better the service
provider anticipates future demand, the easier it becomes to plan the appropriate parts
supply, either through stock holding or through timely deliveries. If we consider various
sources of uncertainty over the service horizon, we approximately find an uncertainty
profile as shown in Figure 1.4.

Supply
Discontinuation

Missing
Experience

Routine

Time

Figure 1.4: Uncertainty over the service horizon of a spare part

In the initial phase, the uncertainty is high since the experience with failure behavior
and maintenance operations is limited or non-existent. Potential design changes and
dynamic market developments may increase the pressure on the spare parts operations.
Furthermore, the asset owner may experiment with the equipment utilization, which
may lead to unstable and unpredictable asset deterioration. With the progression of
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time, the conditions improve since more data and experience become available. Also,
design changes occur less frequently as the market stabilizes.

However, towards the end of the service period, uncertainty typically rises again. In
particular, the risk of supply disruption increases. For instance, a spare parts supplier
may decide that the provision of legacy parts is no longer economic. At best, the service
provider (or asset owner) is given the opportunity to purchase a final set of parts to
meet possible demand during the expected remaining lifetime of its assets (Behfard et al.,
2015). Also, asset users may exploit their strong market position to demand an extension
of the service period. The associated uncertainty about the service horizon length may
further exacerbate the described problems encountered with supply disruptions.

Overall, complex trade-offs between setup, inventory, downtime and operational costs have
motivated a wide range of research activities in the spare parts management domain. We
refer to Muckstadt (2005), Sherbrooke (2004), Van Houtum and Kranenburg (2015) and
Hu et al. (2018) for a more fundamental treatment of spare parts supply chains.

1.2.2 Effects on Spare Parts Supply

AM offers several opportunities for improvement in spare parts supply chains. Following
the structure of Section 1.2.1, we elaborate on these opportunities.

(a)

Spare parts demand characteristics

Spare parts demand that originates from maintenance activities may be positively
affected by an increased number of repair options. For instance, worn-out parts that
were previously discarded or too expensive to repair may well become repairable using
AM which in turn may significantly reduce maintenance costs. As an example, Siemens
(2014b) was able to reduce the repair lead time of burner tips in gas turbines by 90%
and the associated repair cost by 30% after switching to AM. Figure 1.5 shows how
a new burner tip is printed and afterwards attached to the burner.

ﬂ 4/
I = 1 Ql 2 .

Figure 1.5: Repairing burner tip using Additive Manufacturing (Andersson et al., 2016)

Additionally, AM technology may improve maintenance performance. For example,
predictive maintenance concepts usually aim to optimize the trade-off between the risk of
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failure and the risk of replacing a component that has a possibly long remaining lifetime.
Short AM production lead times may allow the postponement of the maintenance decision
without relying on spare parts inventories and thus may reduce both risk factors at low
costs. In addition, an expanded monitoring period increases the statistical confidence
in the component condition which further improves the decision quality.

On the other hand, the novelty of AM technology typically causes a more uncertain
failure behavior. While for conventionally manufactured spare parts there may exist
experience with operating the same or a comparable part, this is typically not the case
for AM produced spare parts. In particular, such situations may arise if a company were
to shift to AM technology during the service period.

Spare parts sourcing characteristics

Compared to traditional spare parts supply chains, sourcing and operational tasks
become more intertwined. For instance, at present we already observe that service
providers expand their business models and offer on-demand printing capabilities to
their customers (UPS, 2016). Although the implications of this business model are still
not clear for capital goods, it holds various promises. For example, inventory costs may
reduce across the supply chain because work-in-progress inventory and safety stocks
decrease. Furthermore, shipping requirements reduce because printing hubs may offer
a more local supply option. Given the long turnaround times for slow moving parts, it
is important to note that low inventories simultaneously reduce the risk of obsolescence,
i.e., storing parts that in the end will not be used.

Furthermore, sourcing tasks simplify greatly since spare parts become producible from
raw material that can be shared among various products (Tsai, 2017). The alternative of
printing spare parts may also strengthen the negotiation position of the service provider
which, aside from decreasing sourcing costs and lead times, enables the service provider
to have a greater influence on the spare part design. In future scenarios, service providers
may even encourage a continuous improvement cycle of spare parts designs based on
new information about materialized failures.

Spare parts service characteristics

Bypassing specialized manufacturing supply chains increases the flexibility to serve
customer demand. For example, Walter et al. (2004) discuss the concept of printing
spare parts on location. They argue that this practice offers benefits if demand occurs
at remote locations or if customer response times have to be short. So far, this could
only be achieved by emergency shipments or by holding inventory close to the installed
base as discussed in Section 1.2.1.

Also, it is conceivable that it may pay off to offer backup supply solutions using AM.
Although AM sourced spare parts may be less reliable, customers are likely intrigued by
short response times at lower prices which was previously not realizable through other
expediting options. Under some conditions, AM-produced spare parts may even function
as a temporary fir. That is, the printed part can bridge the interval until the intended
replacement becomes available. Nowadays, first applications can be found in the military,
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which often uses highly advanced equipment at remote locations, cf. McLearen (2015).
However, for civil applications such as mining, humanitarian missions or space operations
this type of service options may also become viable.

(d) Spare parts life cycle characteristics

Due to the flexibility of AM production methods, the varying degree of uncertainty
over the service horizon becomes controllable. For example, missing experience of failure
behavior and maintenance operations may be compensated for by a highly responsive
supply chain. Also, possible spare parts design changes may be easily accommodated
by AM technology since no investments in dedicated tooling would be incurred. Another
application arises if spare part supply is discontinued. As elaborated in Section 1.2.1,
discontinuation typically causes high costs and is more likely for low-volume parts.
Applying AM technology, it may be possible to reestablish the supply continuity in an
inexpensive way as mentioned by Sasson and Johnson (2016). Montero et al. (2018)
discuss this option for military equipment operated at remote locations.

1.2.3 Implications for Sustainability

Apart from raw material waste reductions and effects originating from optimized part
properties (cf. Section 1.1.1), the application of AM in spare parts supply chains may also
improve sustainability. Forward flows of specific parts are replaced by the distribution of
a limited diversity of raw materials that may be sourced at many locations. Stock keeping,
but also the necessity to rely on unsustainable transportation modes such as air-cargo, may
become less important to guarantee short response times since local production concepts
may become feasible. Likewise, a demand-driven production approach mitigates the risk of
spare parts obsolescence, which ultimately may reduce the disposal of unused spare parts.

Also, the design freedom of AM may increase the sustainability of spare parts supply chains.
For instance, as we described in Section 1.2.2, it is possible that defective components (or
their sub-components) become repairable by AM technology and therefore increase the usage
period of parts. At present, it is not uncommon that a defective sub-component leads to the
disposal of the entire component since there are no replacement parts available on the market.
Based on the design freedom offered by AM, it may become feasible to also locate the repair
process downstream in the supply chain since the requirement for dedicated repair equipment
is likely to decrease. Overall, repair shops may offer a broader range of services, which may
unlock economies of scale that further contributes to the sustainability of the repair process.

Finally, we observe increasing efforts that attempt the transformation of material waste
into a feedstock for AM processes. For example, the Army in The Netherlands is exper-
imenting with the shredding of PET bottles. The resulting PET granular then can be
reused to print less demanding spare parts. In a mission context or at remote locations
such a recycling option appears especially desirable. Not only does a local recycling option
reduce the ecological footprint but it may also give organizations a monetary incentive to
apply a more sustainable sourcing concept.
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1.3 Research Design

This research is conducted as part of the SINTAS project, which is funded by the Netherlands
Organisation of Scientific Research (NWO). In this project, a consortium of academic, govern-
mental and industrial partners seeks to explore the impact of AM on the design and control of
after-sales service supply chains. This thesis particularly addresses the project goal of exam-
ining the impact of AM on spare parts inventories at the various stages in the service period.

1.3.1 Research Objective

As the previous discussion revealed, the expectations arising from the advancement of AM
technology are high. For spare parts supply chains, this enthusiasm may originate from the
prospect of simplification. For instance, when confronted with “inspirational” talks, we are
often encouraged to imagine a world without long-haul transportation, complex assembly
processes or inventory. However, to leverage the potentials of AM technology, it is necessary
to deconstruct these concepts and to separate the hype from reality. Through this research,
we aim to contribute to this undertaking by offering a scientific perspective on how and to
what extent after-sales service supply chains may benefit from AM technology. In particular,
we formulate the following research objective:

To offer decision support for actors in after-sales service supply chains
to identify and understand the value of AM technology for their
organization, and to provide quantitative insights into both when
and how AM technology may be used or combined with conventional
manufacturing methods to improve the efficiency of service logistics.

1.3.2 Research Questions

In this section, we describe the conceptual framework that we have chosen to address the
research objective. We do this on the basis of research questions that are presented below.

RQ 1. How can organizations identify spare parts that are economically viable and tech-
nologically feasible for the application of AM technology?

With a growing awareness of the potential of AM technology for spare parts supply,
organizations attempt to identify actual use cases for their specific (business) environment.
We propose a method that provides practitioners with a structural procedure to assess
a large spare parts assortment on their potential impact on supply chain efficiency and
responsiveness. The approach is based on the Analytic Hierarchy Process and relies on
spare parts information that is easily retrievable from the company databases. This has
two advantages: first, the approach can be customized towards specific company charac-
teristics, and second, a very large number of spare parts may be assessed simultaneously.
A field study is discussed in order to demonstrate and validate the approach in practice.
Furthermore, sensitivity analyses are performed to evaluate the robustness of the method.
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RQ 2. How does the consolidation of spare parts with AM technology affect the total life
cycle cost of capital goods and when is it valuable?

As we discussed in Section 1.1.1, the consolidation of parts is perceived as one of the
most promising applications of AM technology. Typically, consolidation with AM is chosen
because of its functional benefits such as weight reductions. Consequences for asset mainte-
nance, however, are not that well understood. We adopt a total life cycle cost perspective
and investigate under which circumstances consolidation with AM technology is economi-
cally valuable. Therefore, we identify and study the root causes which are responsible for
the economic value of consolidation using existing methods for spare parts optimization.

RQ 3. When and how does a transition to AM technology become profitable for the
low-volume spare parts business?

After the identification of valuable spare parts for the application of AM technology,
organizations may hesitate when and how to move to AM technology. Non-stationary
effects such as decreasing AM production costs and a lack of experience with AM
technology are compelling reasons to postpone the investment. Also, after the regular
production phase, knowledge and product-specific tooling is often already available for
sourcing spare parts with CM while AM still has to be prepared. We build a stochastic
dynamic programming model to analyze the described situation. Based on a case study
and numerical experiments we assess the value of different spare parts sourcing strategies
and derive general guidelines for the transition to AM.

RQ 4. Under what conditions does the sourcing of low-volume spare parts with a combi-
nation of AM and CM methods pay off if we acknowledge that part quality is largely
influenced by the production method?

One result of answering RQ 3 was that a dual sourcing concept often appears favorable
during a significant part of the total service horizon. To further study the underlying
reasons and the benefits compared to single sourcing with either AM or CM, we construct
a customized dual sourcing model. In particular, we respect the characteristic that the
sourcing decision may influence future demand because of the different failure behavior
between AM and CM parts. Using numerical experiments and a case study in the aviation
industry, we explore under which conditions dual sourcing with AM performs best. For
large problem instances though, the exact optimization of the proposed model encounters
computational limitation. To this end, we formulate the following research question.

RQ 5. How can we analyze large problem instances of the problem discussed in RQ 4,
given the computational limitations of the exact analytical methods?

We build an iterative procedure to extend (heuristic) dual sourcing methods to become
applicable to cases with supply mode dependent failure behavior. The extension is
easily implementable since it only relies on an estimate of a fraction of items ordered
from either of the supply modes. To demonstrate its performance, we benchmark the
procedures against exact results obtained for small problem instances and the case study
discussed under RQ 4. Furthermore, we examine the option to model the problem with
approximate dynamic programming by revealing the specific problem structure.
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1.4 Related Literature and Contribution

After we have discussed the conceptual value of AM technology for after-sales service supply
chains in Section 1.2.2; we review quantitative research that evaluates the value of AM
technology for spare parts supply chains. The literature in this field is still limited and
we only found sources that address spare parts sourcing and service characteristics, as
introduced in Section 1.2.1. We review the corresponding literature in Section 1.4.1 and
in Section 1.4.2. We close this section by stating our contribution in Section 1.4.3.

1.4.1 Sourcing Characteristics

Various authors assess the production costs when using AM technology. The first effort in this
direction is made by Hopkinson and Dicknes (2003). They compare the production cost of AM
with injection molding and show for various geometries that the total AM production costs
are lower for small to medium production quantities. Lindemann et al. (2012) argue that it is
essential to consider the life cycle costs when assessing the benefits of AM. They clarify this
proposition with an example from the aerospace industry, in which weight reductions in the
part design have an increasing impact over time due to reduced fuel consumption. They also
identify a cost structure of AM in their research. Their work reveals that a large share of cost
drivers are fixed, e.g., acquisition cost for AM machinery, support equipment and labor cost.
Furthermore, Lindemann et al. (2013) present an approach to assess the life cycle costs for
specific business environments and intended parts application. For a more extensive discussion
about AM production costs we refer to Schroder et al. (2015) or Baumers et al. (2016).

In the literature, several methods are proposed for the identification of parts that are eco-
nomically viable for production with AM technology. Common for these methods is that they
use a bottom-up procedure, i.e., the method based on suggestions of employees. One example
is the two-stage method suggested by Simkin and Wang (2014). In the first phase, it is exam-
ined whether the part suggested by an employee falls in at least one category of a defined list
of potential benefits of AM technology. Examples from this list are improved functionality,
lower sourcing costs, and lower import /export costs. If this is not the case, it is argued that
printing the suggested part is almost certainly not worthwhile. In the second phase, it is exam-
ined which AM production methods can be used to manufacture the part. Unfortunately, the
details of this assessment are not specified. Afterwards, cost-benefit analyses are performed
with Monte Carlo simulation. For instance, Simkin and Wang (2014) compare the total life
cycle costs of AM production methods with the costs of a conventional manufacturing process.
Also, the impact of in-house manufacturing and outsourcing is compared. Again, it is not
stated explicitly which factors are included in the life cycle costs, and how they are calculated.

Another method is proposed by Lindemann et al. (2015). They structure the entire
bottom-up procedure with a workshop concept. During a first workshop, company represen-
tatives are informed about the advantages and limitations of AM technology. The purpose
of this step is to qualify and inspire company representatives to independently identify parts
for further analysis. During a second workshop, the resulting part candidates are evaluated
by AM experts and the company representatives. To this end, Lindemann et al. (2015)
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have developed a scoring method which assesses different part characteristics - primarily
concerning technological constraints of AM such as part size and materials. Afterwards,
economic aspects and possibilities for redesign of the best scoring parts are considered in
more detail. This requires additional data collection and evaluation. The assessment is
carried out by AM experts, though the details are not specified.

Liu et al. (2014) analyze the effect of using AM technologies instead of CM for a spare
parts supply chain of aircraft. They compare central and decentral deployment of AM
equipment with different demand characteristics and service level requirements. The spare
parts design is considered to be identical for both production methods. In all experiments,
the safety stock requirements are lower with AM technologies. Furthermore, they find that
a central deployment of AM capacity is favorable for slow moving spare parts, with high
demand variability and long AM production times. Otherwise, a distributed utilization of
AM technologies appears favorable. The investment costs for AM equipment or personnel
costs are not considered and therefore bias the analysis in favor of a decentralized deployment.

This critique is confirmed by the findings of Khajavi et al. (2014). They show that a
decentralized layout only becomes attractive if the acquisition costs of AM equipment can
be further reduced. Likewise, they identify a higher automation of AM equipment as crucial
to reduce the required personnel costs in a decentralized AM supply chain. Finally, they
demonstrate that a short production lead time of AM technologies is important - especially
if short customer order lead times are demanded. Long production lead times enforce
inventories and thus gradually reduce one of the key benefits of AM technologies. Later,
Li et al. (2017) demonstrate that an AM supply chain typically outperforms conventional
supply chains regarding carbon emission.

Barz et al. (2016) study the impact of a more efficient raw material utilization of AM
technologies on the supply chain layout using mixed-integer programming to analyze a
two-stage supply network. In the first stage, raw materials are delivered to production sites.
In the second stage, the finished product is delivered to customer sites. Decision variables
are the location of the production sites, the production site/customer site relations and the
transportation quantities. They find that transportation costs decrease with the use of AM
technologies. This result is explained by a lower requirement of raw materials and thus less
transportation costs from the raw material source to the production site. Also, production
sites tend to be located closer to customer sites due to this property. As a final observation
they report that the number of opened production sites is rather independent of the raw
material utilization. It needs to be mentioned, however, that some crucial assumptions are
made: demand is deterministic and independent of the production technology, production
capacity costs are independent of the production technology and no inventory is allowed. Also,
it would be interesting to obtain insights in the consequences of a more uniform requirement
of raw material with AM technologies, a topic that is not addressed in their paper.
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1.4.2 Service Characteristics

Sirichakwal and Conner (2016) evaluate the influence of AM-imposed production lead times
and holding costs reductions on the stock-out probability. To this end, they assume a single
stockpoint and apply a continuous review base stock policy with emergency shipments. In
general, they find that AM has positive effects on the total inventory costs. Furthermore,
they argue that holding cost reductions decrease the stock-out probability because companies
are incentivized to keep more stock. In particular, this finding holds for parts with low
demand rates. Given that they do not adopt a costs perspective though, the magnitude
of associated cost savings remains unclear.

Westerweel et al. (2018b) investigate which AM part reliability and AM production costs
levels have to be achieved to reach a break-even point in the total life cycle costs compared
to sourcing with CM methods. Therefore, they study a single stockpoint that follows a
continuous review base stock policy with emergency shipments. Their model reveals that
even if the reliability of the AM part is lower than that of the CM part, the AM version yields
lower total costs under the assumption that the production costs of both design options are
identical. Conversely, if the production costs are different but the mean times between failures
(MTBF) are identical, the AM version is still preferable for cases with higher production
costs. These findings are a consequence of the key assumption that AM always requires
a shorter production lead time. Furthermore, they provide insights into the consequences of
a large installed base size and the life cycle length. In case AM technologies require higher
investment costs which cannot be offset by performance improvements in the short run, this
may be mitigated by spreading the costs over a large installed base size and long life cycle.

Song and Zhang (2016) consider the parallel use of AM and CM methods. Therefore,
they assume that AM technology functions as a capacitated emergency channel (modeled
as an M/D/1 queue) but typically allows faster, though more expensive, resupply than
the CM source. Also, they assume that AM parts show the same failure behavior as CM
parts. Overall, they find that the production of parts on-demand with AM methods leads
to cost savings and inventory reductions compared to the application of CM methods only.
Especially for situations with large part variety the savings potential is significant.

Westerweel et al. (2018a) analyze the benefit of using AM spare parts supply as temporary
expediting solution before a scheduled regular supply becomes available. To that end,
printed parts are operated only until regular spare parts (with a higher reliability) are
delivered via the regular supply mode. By means of an infinite horizon, discrete time
Markov Decision Model, they analyze under which conditions it is advisable to use printed
parts and which inventory policy should be applied. They show that the regular supply
source should be operated according to a base stock policy, while the decision whether to
print a replacement part follows a threshold policy. The value of using AM as temporary
solution is established by means of two case studies in a military mission context and further
supported via numerical experiments. They extend these results to show that printing
parts remains beneficial even if an additional regular expediting option becomes available.
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1.4.3 Contribution

The quantification of various opportunities of AM for spare parts supply chains demands
substantial further research. First, we have identified few areas that have been explicitly
modeled and analyzed compared to the wide range of concepts that we discussed in
Section 1.2.2. Second, we did not find any study which evaluates potential challenges for
spare parts supply chains that may originate from the increasing use of AM in the regular
manufacturing phase. Third, the number of case studies on after-sales service supply chains
that are essential to identify further problem characteristics is limited. Through this thesis,
we aim to contribute to the scientific discourse by addressing several gaps. Below, we
explain the five main contributions, one for each chapter.

1. We develop the first top-down approach to identifying spare parts suitable
for the application of AM technology.

As discussed in Section 1.4.1, previously proposed methods rely on bottom-up
procedures. That is, a practitioner realizes that AM technology might improve the
characteristics of a specific part and proposes that part for further consideration. In
contrast, a top-down approach initially considers the entire spare parts assortment and
then systematically identifies the most promising parts. The top-down approach has
proved both efficient and effective in several field studies.

2. We offer the first quantitative insights into how consolidation through the
application of AM technology affects the total life cycle costs.

The quantification of indirect effects caused by AM-imposed design changes on spare
parts supply chains have not yet received any attention in the literature. By evaluating
the effects of consolidation on the total life cycle costs, we make the first contribution
in this direction.

3. We develop a model to study non-stationary effects that may influence the
decision to move to AM technology

To the best of our knowledge, this study presents the first results related to spare parts
life cycle characteristics (cf. Section 1.2.1). In particular, we provide quantitative insights
into how uncertain AM technology advancements may influence the decision to switch
to an AM approach. Furthermore, we evaluate how available tooling to source spare
parts by applying CM methods affects the benefit of transitioning to AM technology. A
case study conducted at an OEM of radar systems extends the currently limited number
of case studies in the field of after-sales service supply chains.

4. We propose a dual sourcing model under which sourcing decisions influence
future demand.

Thus far, dual sourcing models do not consider the option that sourcing decisions
may influence future demand. We develop an exact algorithm to analyze this situation.
A case study conducted in the aerospace industry provides further insights into practical
challenges that arise due to the implementation of AM technology.
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5. We propose an extension for dual sourcing methods to evaluate large prob-
lem instances in which sourcing decisions influence future demand.

We propose and evaluate a new procedure to extend (heuristic) dual sourcing methods
to analyze scenarios in which the failure behavior of parts sourced from both supply chan-
nels differs. Furthermore, we examine the specific problem structure to facilitate the de-
velopment of more general solution frameworks with approximate dynamic programming.

1.5 Research Techniques and Concepts

In this thesis, we use several techniques and concepts from the field of Operations Research.
Here, we briefly outline the applied techniques and concepts in the context of the conducted
research in this thesis.

1.5.1 Multicriteria classification

As discussed above, AM technologies offer various opportunities for spare part supply chains
while its successful implementation largely depends on the specific use case. Hence, in order
to leverage the potentials of AM technology an essential task is the classification of possible
use cases with respect to their (business specific) potential to profit from AM technology
characteristics. Such classification problems are studied in the field of multicriteria analysis.
Here, we refer to Zopounidis and Doumpos (2002) and Hu et al. (2018) for a more general
review and subsequently direct our attention to the Analytic Hierarchy Process (AHP).

The AHP method was introduced by Saaty (1980) and supports decision makers to
reveal the actual preference for a decision option relative to its alternatives. The underlying
mechanism is best explained by a small example. Suppose we want to identify which
characteristics of AM technology are most interesting for a specific company. For simplicity,
let us assume that we have to decide between design freedom, supply responsiveness or
reduced part usage cost. The goal of the company, say, is to improve customer satisfaction.
This goal is decomposed in a number of attributes that influence the goal. Here, we focus
on service quality, response time and service cost. Potentially we could further decompose
each of these attributes, however, we restrict us to two hierarchy levels.

After the problem hierarchy is build, decision makers are asked (individually) to compare
any two decision options with respect to their value for each attribute. For instance, one
may ask which decision option does increase the service quality more: a higher supply
responsiveness or a reduced part usage cost? Rank your choice on a scale from 1 to 9, in which
1 means equally tmportant and 9 that the supply responsiveness is clearly more important.

After completing this activity for every decision option pair and attribute, we ascend one
hierarchy level and ask the same type of question with respect to each attribute pair relative to
the goal to improve customer satisfaction. The resulting scores then can be used to calculate
which decision option has the highest preference among the decision makers. For details on
the calculation we refer to Saaty (2008). However, we emphasize that the AHP method does
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not eliminate subjective bias. The ability to decompose a decision problem in simple pairwise
comparison tasks though, tremendously reduces decision complexity and makes decision
consistency controllable. We will partially rely on the AHP method when addressing RQ 1.

1.5.2 Multi-Echelon Technique for Recoverable Item Control

The value of AM technology for after-sales service supply chains, largely depends on its
effect on spare parts inventories, cf. Section 1.2.2. Yet, studying these effects in isolation
may lead to false conclusions and therefore demands the assessment of fairly general spare
parts networks. A pioneering work for the evaluation and optimization of such problems
is the METRIC method by Sherbrooke (1968). In its original form, Sherbrooke considers
a multi-item spare parts network consisting of one central repair location (depot) that
supports various small repair shops (bases) that satisfy spare parts demand.

The evaluation is largely based on results from Queueing Theory. For instance, the
estimation of the steady-state probabilities of the number of items in repair follows from
Palm’s Theorem which establishes a relation between the arrival process and the distribution
of items in repair. Furthermore, using information about spare parts demand, lead times,
and repair capabilities at each base, the METRIC method uses a marginal approach to
optimize the inventory policy based on convexity properties.

Considering that real-life problem instances often concern thousands of spare parts and
various repair locations, it is not surprising that the METRIC method adopts various assump-
tions, cf. (Sherbrooke, 2004). Furthermore, the performance evaluation is partially based on
approximations. Nevertheless, as we will review in greater detail in Chapter 3, the METRIC
method and its various extensions and improvements, allow the assessment and optimization
of fairly general spare parts networks. In particular, we use the extension to consider hierarchi-
cal spare parts (multi-identure) to assess the effects of consolidating spare parts in Chapter 3.

1.5.3 Markov Decision Processes

The decision to use AM instead of conventional methods for spare parts supply may cause
various changes to the service system. For example, we may have the option to order spare
parts with a shorter replenishment lead time but therefore may need to accept a lower part
quality. The merit of such changes usually only becomes clear if we study the service system
over a longer time period. Furthermore, under certain conditions it may become necessary
to take exogenous factors into account such as anticipated technological advancements or
piece price reductions.

A common technique to model such systems is the use of Markov Decision Processes
(MDP) which are widely applied in sequential decision making, i.e., which decision to take
if that decision influences future decision making options. Each decision is associated with
an expected cost (or reward). To identify the optimal decision at each decision moment, the
system condition is represented by so-called state variables which contain all relevant system
information. The decision and possible (stochastic) events cause a transition to the next state.
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In principle, MDP’s support the analysis of a wide range of problem types such as finite
and infinite horizon problems and discrete and continuous time problems. Prerequisite for
all MDPs, though, is the assumption that the Markov property holds, i.e., the transition
to a new state depends probabilistically on the current state and on the action taken, but
not on previous states. Based on this property it is possible to analyze fairly large systems
and to determine optimal decision policies using mathematical programming or dynamic
programming. For further details we refer to Tijms (2003), Bertsekas (2012) or Puterman
(2014). We build a discrete time, finite horizon model to address RQ 3. Furthermore, we
develop a continuous-time, infinite-horizon model to study RQ 4. For RQ 5, we model
the problem as a discrete-time, infinite-horizon problem.

1.5.4 Approximate Dynamic Programming

For various real-life problems MDP formulations become computationally intractable. In
particular, the number of system states or possible decision options grows rapidly with the
problem size. Also, it is possible that the number of possible stochastic events leads to
various transition options. In the literature these issues are coined as the three curses of
dimensionality (Powell, 2011). We encounter this problem while addressing RQ 4.

One powerful solution framework to overcome these issues is approximate dynamic
programming (ADP) which is also referred to as reinforced learning. By applying ADP
it is typically the goal to approximate the value of each decision option in a state or to
find a close-to-optimal policy. To that end, ADP combines techniques from various fields
including dynamic programming, statistics, simulation and mathematical programming.
For further details, we refer to Powell (2011) and Bertsekas (2012).

1.5.5 Discrete-Event Simulation

Discrete-event simulation models replicate the behavior of a real system. In this thesis, we
apply discrete-event simulation for auxiliary purpose. In particular, we use it as modelling
framework to test our assumptions under more general conditions and to validate our
implementations. Each simulation run assesses a certain trajectory of random events which
occur at discrete moments in time. In contrast to continuous time simulations, we only
observe the system state if an event occurs. Between events, the system is supposed to
remain unchanged from a logistical perspective. The accuracy largely depends on the
selected transition mechanism and is commonly expressed by probability distributions or
empirical data. At every event, a predefined control is applied. By performing a sufficiently
large number of simulation runs, it is possible to obtain insights in how well the predefined
control performs relative to a certain confidence level.

Compared to analytic methods, simulation usually facilitates the assessment of a system
under more general conditions. Yet, to achieve a certain level of confidence with respect to
the obtained results, simulation may require long computation times. Hence, it is often less
attractive for extensive numerical experiments or optimization purposes. For an extensive
treatment on discrete-even simulation we refer to Law (2007).



24 Chapter 1. Introduction

1.6 Thesis Outline

The structure of the thesis follows the research design presented in Section 1.3. Hence, each
chapter addresses one research question.

In Chapter 2, we address RQ 1 and elaborate how organizations may identify spare
parts that appear promising for the application of AM technology. Furthermore, we report
on our experience made with the application of the procedure in the aviation industry.

In Chapter 3, we examine the indirect effects of the advancement of AM technology
on after-sales service supply chains. In particular, we study RQ 2 and show that design
changes caused by consolidation have various effects on the total life cycle cost.

In Chapter 4, we discuss when and how a organization should move to AM sourcing
during the service period and thereby address RQ 3. A case study conducted in the defence
industry exemplifies the situation and reveals, in combination with numerical experiments,
how evolving conditions such as a decreasing AM piece price or a shrinking installed base
size may effect the transition to AM.

In Chapter 5, we study the particularities of using AM as dual sourcing option for spare
parts supply. Furthermore, we propose an exact model that we use to study RQ 4, i.e.,
we show under which conditions a dual sourcing approach pays off in comparison to single
sourcing with CM or AM methods.

In Chapter 6, we address RQ 5 and build and assess the performance of the iterative
procedure that may be used to evaluate the benefit of using AM as dual sourcing option
for large problem instance. Furthermore, we discuss the option to model the problem with
approximate dynamic programming.

In Chapter 7, we draw our main conclusions and discuss options for future research.
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Chapter

Identifying Spare Parts for
Additive Manufacturing

In this chapter®, a scoring method is developed for the identification of promising spare
parts for the application of additive manufacturing (AM) technology. This corresponds
to the first contribution mentioned in Section 1.4.3. The method is designed to rank several
thousands of spare parts according to their possible benefit when produced by AM. We
focus on economic and technological information that is available from standard databases in
industry, such as ERP systems. The output of the method enables practitioners to prioritize
and, therefore, to focus on the most promising parts first. As a result, this approach
increases the effectiveness and efficiency of selecting promising business cases in after-sales
service logistics. We demonstrate the approach by means of a case study conducted at a
part supplier in the aviation industry. A validity and robustness study provides evidence
that the method offers a suitable approach to prioritize a large spare part assortment.

2.1 Introduction

As we have discussed in Section 1.4.1, current methods for the identification of interesting
parts for AM technology typically rely on a bottom-up procedure. That is, practitioners
suspect that a part may be interesting for AM technology and propose the part for further
consideration. However, for the spare part environment bottom-up procedures may entail
disadvantages. First, they rely on the expertise of practitioners, which might be limited
in after-sales service logistics and thus may lead to unsatisfactory results. Second, the
evaluation tends to focus on technological feasibility rather than advantages from a supply
chain perspective. As a consequence, practitioners typically consider only a relatively small

IThis chapter is based on Knofius et al. (2016).
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part of the overall assortment and may overlook other parts for which the business case
appears less intuitive. For example, consider a case where it is likely that the manufacturing
costs increase, but the resupply lead time decreases. At first, such a case might be ignored.
If the entire life cycle costs are considered though, the positive effects of a shorter lead time
may outweigh the negative effects of higher costs (Van der Heijden et al., 2013).

We can avoid this type of problems if we relay on a top-down approach that can be initi-
ated with a large part population. As such, it is possible to prioritize the analysis based upon
potential economic benefit. This mitigates the risk of disregarding promising parts and ad-
ditionally increases the efficiency. Furthermore, dependency on the expertise of practitioners
can be decreased and thus the chance of underestimating logistical improvements is reduced.

The key contribution of the study reported in this chapter is to develop and validate
a top-down approach to identify promising spare parts from a large assortment using
information that is typically available in ERP systems. Note that the reference for the value
to print a spare part is its current functionality. New functionalities that may be added
using AM, are not considered since each part would have to be analyzed extensively, which
would corrupt the efficiency of the top-down approach. Instead, the opportunity to add
new functionalities should be addressed separately. To that end, it may be worthwhile to
combine the top-down method with a procedure as proposed by Lindemann et al. (2015) (cf.
Section 1.4). This has the advantage that a large part population is considered, while the
attention of company representatives and AM experts is directed to the most promising parts.

The chapter is organized as follows. Section 2.2 describes the scoring method. In
Section 2.3, we outline the results of a case study conducted in the aviation industry and
validate the ranking method. In Section 2.4, we perform sensitivity analyses to examine the
robustness and to demonstrate the flexibility of the approach. Finally, Section 2.5 states
the conclusions to be drawn from this study.

2.2 Ranking Method

The objective of the top-down approach is to obtain a ranking which specifies the potential
of AM for a spare part relative to the other analyzed spare parts from the perspective of
supply chain management. In this section, we give an overview of the method. Later, we
elaborate on the details in separate sections.

In the first step, we select the spare part assortment for the analysis. As will be clarified
in Section 2.2.1, it is not recommended to always take the entire spare part population into
account. Next, we score the resulting spare parts based on values of spare part attributes,
which can be retrieved from the company databases. Table 2.1 gives an overview of relevant
spare part attributes and summarizes which value level of a spare part attribute may indicate
an improvement potential with AM. We explain the underlying logic of the assignment
in further detail in Appendix 2.A.

Furthermore, we assess whether the spare part complies with technological constraints
that are enforced by the current advancement of AM technology. For this purpose, we
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Table 2.1: Value range of spare part attributes that indicate improvement potential with AM
technology. Read: if spare part attribute ‘z’ belongs to value level ‘y’ then this indicates improvement
potential Z’.

Improvement potential

Reduce Reduce Reduce Improve Post- Tempo-  Reduce effect
Attribute manufacturing/  direct part  safety supply chain ponement rary fix  of supply
ordering costs usage costs  stock costs  responsiveness disruptions
Demand rate Low Low Low
Resupply lead time Long Long Long Long
Agreed response time Short Short Short
Remaining usage period Long
Manufacturing/order costs High
Safety stock costs High High
Number of supply options  Few Few Few
Supply risk High High

introduce so-called Go/No-Go attributes to exclude parts which certainly do not qualify
for AM from a technical perspective. Here, we consider the rather basic attributes material
type and part size. Other constraints, for example associated with the geometric shape and
tolerances for manufacturing, are usually more difficult to assess based solely on information
that is easily obtainable from databases. In addition, such requirements may not be
adequately represented by the conventionally manufactured part. For instance, it may be
that the conventional manufacturing process may yield over-dimensioned technical solutions.

However, the suggested Go/No-Go and spare part attributes are provided for orientation
purposes only. Company-specific data availability may not allow utilizing exactly the
same indicators. For example, in the case study we discuss in Section 2.3, we encountered
difficulties to obtain data about the part size. Yet, the part identification number turned
out to be a good proxy to obtain insights about the part size in this company. Furthermore,
company-specific attributes may be available. For instance, we experienced a case in which
a keyword indicated whether the company held the design rights for a spare part. Since
the design rights indicate lower setup costs of the AM process, we used it as indicator for
possible manufacturing cost reductions.

Next to considering Go/No-Go and spare part attributes, we also take company goals into
account. This is motivated by different objectives of companies which may influence the
preference to print specific spare parts. As such, some companies may focus on cost reductions,
while others may prefer to improve their service despite higher costs. In the method, we
use these preferences to derive a weight for each spare part attribute. These weights then
determine how much influence a certain spare part attribute may have on the overall part
score. In Section 2.2.2; we explain how these weights are derived from company goals.

Finally, based on the attribute weights and values, we compute weighted average scores
for each spare part, and rank the analyzed spare part assortment accordingly. The ranking
reveals which spare parts are more promising than others for the specific company. We
discuss the scoring procedure in Section 2.2.3.
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2.2.1 Determining the Spare Part Assortment

In order to allow the ranking of a large spare part assortment, the retrieval of data is limited
to database queries or in-house analysis tools. Furthermore, to facilitate a proper comparison,
one needs to have information on an attribute for a large portion of the analyzed spare
parts. To achieve this may appear challenging if spare parts of different types of assets are
considered. This holds even more if the company is operating in different supply chains. For
example, an asset user or service provider may have more information about operational data
than an OEM. As a consequence, in some companies only a subset of the entire spare part
population may be selected. Also, separate analyses may become necessary if the data quality
and availability varies over sub-populations. These decisions constitute the first step of the
ranking method, and should be taken in close collaboration with company representatives.

The output of this step is an overview of the selected spare part assortment, the Go/No-Go
attributes, the spare part attributes and the associated values. An example can be seen
in Table 2.2. Note that only a subset of the relevant spare part attributes (cf. Table 2.1)
is shown for illustrative purposes. This subset is used in the graphics throughout the
remainder of this chapter.

Table 2.2: Result first phase

Part ID 1 2 3
Material type (Flectronic, Metal, Plasticy E P M
Part size (dm?) 1 3
Supply risk (%) 21 50 35
Remaining usage period (month) 21 56 12
Supply options (#) 1 14 3

Manufacturing/ order costs (10,000 Euro) 5 15 1

2.2.2 Obtaining the Weight for the Spare Part Attributes

In this section, the company-specific attribute weights are derived from the company goals. To
define suitable company goals, the classification scheme of Chopra and Meindl (2016) is used.
They differentiate between responsive and efficient supply chains: one focusing on increasing
flexibility and one focusing on reducing costs. To allow for more precision, the former is further
distinguished into operational flexibility and strategic flexibility. While operational flexibility
refers to the ability to match supply and demand, strategic flexibility here means the ability
to handle potential supply disruptions in the future. Using a more practical terminology,
this results in three company goals: secure supply, reduce downtime and reduce costs.

To evaluate the company-specific importance of each company goal, a pairwise comparison
approach following the logic of the Analytic Hierarchy Process (AHP) is used. In the first
stage, decision makers of the company give a score for each pair of company goals that
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indicates which company goal has a higher priority. These scores allow for an approximation
of an importance measure of each company goal relative to the other company goals. Due
to the pairwise comparison, inconsistency becomes controllable and decision complexity
is prevented. For a review of the AHP method, we refer to Section 1.5.1.

Next, the spare part attributes are assigned to the company goals. Given that the spare
part attributes have already been allocated to improvement potentials (cf. Table 2.1),
the relation between spare part attributes and company goals is established by assessing
improvement potentials to company goals. This results in the allocation shown in Table 2.3.
The motivation for this allocation is given in Appendix 2.B. Note that Go/No-Go attributes
are not assigned to any company goal. They describe the technological feasibility of printing
the spare part and are therefore independent of the company.

Table 2.3: Spare part attributes assigned to company goals

Company goals

Attribute Secure supply  Reduce downtime  Reduce costs
Demand rate X X
Resupply lead time X X
Agreed response time X X
Remaining usage period X
Manufacturing/order costs X
Safety stock costs X X
Number of supply options X X X
Supply risk X X

In the second stage of the AHP method, pairwise-comparisons between the assigned
spare part attributes for each company goal are performed. Accordingly, practitioners were
asked the following type of question: “If we improve both attribute values for the entire
spare part assortment, which attribute does support the achievement of the company goal
X better?” This results in importance measures of the attributes.

Finally, to obtain the spare part attribute weights, importance measures of the attributes
are multiplied by the importance measures of the associated company goal. Figure 2.1
provides an example of a typical result. Note that in case an attribute is allocated to more
than one company goal, the weight equals the sum of all partial weights (cf. Figure 2.1:
For example, the attribute supply risk obtains a weight of 0.22 + 0.105 = 0.325). It
has to be stressed that the resulting weights have to be understood as estimates. Even
though the AHP method represents a well-established scientific approach, subjectivity in
decision-making may lead to inaccuracies. In Section 2.4.1, sensitivity analyses will be used
to quantify the consequences of these inaccuracies for the ranking.

2.2.3 Calculate the Overall Score of a Spare Part

After the spare part attribute weights have been computed, scores for each attribute value
are calculated. For Go/No-Go attributes, a binary scoring is applied, i.e., if the attribute
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Figure 2.1: Example attribute weighting

value is located in the technologically feasible range, it is assigned a “1”, otherwise a “0”.
A good estimation of the feasible range can be obtained through technical data sheets of
recent AM machine releases.

For other spare part attributes, a linear scoring approach is used. That is, the value range
of all spare parts is normalized: the best value receives a score of “1”, and the worst value
a score of “0”. Values in-between receive a proportional score. Alternatively, one may use
the 95% percentiles instead of the extreme values to protect against data pollution. In this
case, all values exceeding the 95% percentiles obtain the score of the corresponding extreme
value. Next, the weighted score for each spare part attribute is calculated by multiplying
the score with the attribute weight. In a final step, the following procedure is applied in
order to obtain the overall score for a spare part:

1. Multiply the scores of the Go/No-Go attributes.
2. Sum the scores of the spare part attributes.
3. Multiply the results of 1 and 2. Already one “No-Go” results in a score of “0”.

The final score for a spare part can range from “0” to “1”, where “1” represents the highest
possible score. An example for one spare part can be seen in Table 2.4. Next to linear
scoring of spare part attributes, other scoring methods might be employed. For example,
consider a five or two point scale where the scale thresholds are determined by the value
distribution of all spare parts. That is, for a two point scale, the worst 50% receives a score
of “0”, and the other 50% a score of “1”.

It needs to be guaranteed, however, that the scoring approach provides a sufficient
differentiation between the analyzed spare parts. To clarify, it would be undesirable if
nearly all spare parts obtain the same score, as this would prohibit sufficient prioritization.
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Table 2.4: Example final data of a spare part

Attribute Value Weight Score Weighted score
Material type Metal - 1 1

Part size 0.5 - 1 1

Supply risk 20 32.50% 0.21 0.06825
Remaining usage period 15 7.50% 0.31 0.02325

Supply options 5 45.50% 0.48 0.2184
Manufacturing/order costs 48 14.50% 0.24 0.0348

Total score:  0.3447

Section 2.4.2 provides an overview of the resulting differentiation for several scoring methods
and study the impact on the final ranking.

2.3 Case Study

The ranking method outlined above was tested during a case study at a part supplier in
the aviation industry, with more than 400,000 spare parts. Section 2.3.1 will elaborate
on the application of the approach and highlight the key findings. In Section 2.3.2, the
prioritization mechanism of the model is validated. For this purpose, a stratified sample
of parts was selected from the ranking, and compared to the opinion of the implementation
manager for AM technology at the company.

2.3.1 Application and Findings

After an evaluation of data availability and data cleaning, it was decided together with
company representatives to base the analysis on 40,330 spare parts. As explained in
Section 2.2.1, we selected this subset since it offered a rather consistent data availability
across spare parts. The analysis was initiated with the eight spare part attributes as
specified in Table 2.1 and the two Go/No-Go attributes.

As no suitable data source for the agreed response time was available, however, this
attribute had to be dropped. Furthermore, the part number was used as a substitute for
part size. This replacement was chosen because direct information about the part size was
often not accessible. Fortunately, the company-specific numbering system relates part size to
the part number and thus is a good proxy. In addition, the attribute airplane type was used
instead of number of supply options. It was found that for spare parts which are exclusively
used in specific airplane types, demand can be fulfilled by dismantling phased-out airplanes.
Other information about the number of supply options was not easily retrievable.

Finally, the attribute supply risk was substituted by the attribute survival probability,
where the survival probability defines the chance that a spare part supplier will be available
within one year. This measure was available in this company for most of the analyzed spare
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parts and was once calculated based on the model by Li et al. (2016). Table 2.5 gives an
overview of all attributes associated with the weights derived from the AHP method.

Table 2.5: Spare part attributes used in first case study

Attribute Weight Explanation

Part number - The part number gives insights about spare part size

Material type - Indicates the material type e.g. electronic, composite or metal
Safety stock costs 18% High safety stock may be reduced with AM

Manufacturing/order costs  17% High sourcing costs may be reduced with AM technology

Demand rate 16% For low volume production AM may reduce order costs

Survival probability 13% Spare parts with high supply risk could be obtained with AM
Remaining usage period 13% A longer usage period indicates higher operational saving potentials
Resupply lead time 13% AM may reduce long resupply lead time which decrease safety stocks
Airplane type 10% Specific airplanes obtain less spare parts from dismantling

Due to the Go/No-Go attributes, 34.140 of the analyzed spare parts were classified as not
feasible to print from a technological perspective (in the near future). The remaining 6.190
spare parts were ranked, which resulted in a score distribution as shown in Figure 2.2.

Based on the ranking, the case company could already identify 1.141 technologically
feasible and economically beneficial business cases. A typical example is a fitting stud
used for the attachment of a safety belt as illustrated in Figure 2.3. For this case, it is
estimated that it will be possible to reduce the resupply lead time by about 40% and the
order costs by about 70% with AM. The prospect of this improvement potential stimulated
a reengineering project for the fitting stud despite high costs for certification. This outcome
demonstrates the benefit of the developed top-down approach: practitioners probably would
have disregarded the fitting stud due to the high certification costs. In comparison, the

41%
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Figure 2.2: Score distribution first case study
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ranking method typically exposes promising characteristics for high scoring items and thus
justifies an assessment of the part in more detail.

Figure 2.3: Safety belt with fitting stud (gray)

2.3.2 Validation

The obtained ranking was compared with the opinion of the implementation manager for
AM technology at the company in order to validate the prioritization mechanism. To that
end, a stratified sample of 18 spare parts was selected from the ranking. The sample is
divided in three subgroups: parts with scores larger than 0.8 (1), parts with scores between
0.4 and 0.6 (2) and parts between 0.01 and 0.4 (3), respectively. Note that a score of 0
indicates that the spare part is not printable. Therefore these cases are not considered
in this analysis. Next, without knowledge about the rank, the AM manager was asked
to assign a priority to each of the 18 spare parts — namely, most interesting (1), maybe
interesting (2) and least interesting (3) for AM.

We show the results in Figure 2.4 (a). For clarification, we also show the results if AM
manager and ranking method were to agree for each case in Figure 2.4 (b). As we observe
in Figure 2.4 (a), the judgement of the AM manager appears more conservative than the
ranking method, i.e. the AM manager assigned each of the 18 spare parts in the same or a
lower priority class than the method. To that end, statistical tests (in so far feasible with the
small sample size) would perform poor due to the overestimation with the ranking method.
For instance, the Cohen’s Kappa, which measures the agreement between two classification
mechanisms while accounting for chance agreement, is equal to 0.21. In the literature,
this score level is typically regarded as indicative for a poor fit, cf.Landis and Koch (1977)
and Fleiss et al. (2003). However, since the judgment of the AM manager can only offer
an approximation for the true value of applying AM, and the sample size only allows an
evaluation based on the score rather than the ranking itself, this result is less conclusive.

More detailed analysis showed that the different classification typically was a consequence
of specific information which is difficult to include in a generic top-down approach. For
example, consider the case which was assigned to Category (1) by the ranking method, yet the
AM manager assigned it to the least interesting Category (3). In this case, the AM manager
took into account that the supply of the spare part is about to be discontinued, but a cheap
offer for a final order is available because the supplier of this spare part wants to sell the
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Figure 2.4: Categorization of selected spare parts where (1) indicates most, (2) maybe
and (8) least interesting for AM. Illustration (a) shows the result of the test. For
clarification, Illustration (b) shows the results if ranking method and AM manager would
agree for each case.

remaining inventory of this item. As a result, it does not appear interesting for the company
to invest in an AM substitute, because the remaining demand can be covered economically.

For another case for which AM manager and ranking method disagree, the AM manger
argues that the spare part has a demand rate of less than one part per year. Thus, the
spare part would not be suitable for an “engaging” proof of concept to higher management.
Instead, the AM manager prefers a part with a higher demand rate in order to demonstrate
the benefits of AM on a more regular basis. From a political point of view this argument is
reasonable, though it is rather questionable from an economical point of view. By adapting
the scoring method, however, this political aspect could be taken into account. For instance,
one may truncate the linear score for the demand rate and assign a score of “0” if the
demand rate is below a certain threshold.

Both examples demonstrate that specific information or personal preferences may influence
the identification of the right spare parts for the problem owner. However, some results also
demonstrate the value of the ranking method. All four items categorized as least interesting
by the ranking method were assigned to the least interesting category by the AM manager.
Likewise, those items that were indicated as most interesting by the AM manager were
scored highest by the model as well.

2.4 Sensitivity Analyses

As explained in Section 2.2.2, estimating the attribute weights may incur inaccuracies because
of the subjectivity of decision-making. In Section 2.4.1, sensitivity analyses will be carried out
to assess the consequences for the ranking. In Section 2.4.2, different scoring methods will be
assessed with regard to their applicability. Also, the impact on the ranking will be evaluated.
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2.4.1 Consequences of Inaccurate Weights

Inaccuracies are less worrisome if the ranking is rather insensitive to spare part attribute
weight changes. Hence, the robustness of the ranking towards weight changes is assessed
in this section. The following analysis is based on data from the case study carried out
in the aerospace industry (cf. Section 2.3).

To evaluate the robustness, sensitivity analyses are performed on the spare part attribute
weights where the change in the ranking is measured. This is achieved by computing the corre-
lation between the actual ranking of the case study and the new ranking obtained by varying
one weight. Note that varying one weight leads to change in all other weights because the rela-
tive importance of all weights changes. To measure the correlation, Spearman’s rho is applied
(Kornbrot, 2005). As a matter of course, Spearman’s rho is equal to 1 for the weights used
in the case study. Furthermore, a correlation of more than 0.5 is referred to as significant.
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Figure 2.5: Sensitivity of attribute weights

As can be seen in Figure 2.5, the correlation between the rankings remains significant even
if a spare part attribute weight is changed by more than 15%. Comparable behavior can be
observed if the analysis is limited to the 10% top scoring spare parts. It can be concluded
that the ranking appears robust against inaccuracies resulting from the AHP method.

2.4.2 Consequences of Different Scoring Methods

In Section 2.2.3, a linear scoring approach was proposed to evaluate the spare part attribute
values. This has the advantage that most of the available information is considered, and
therefore high differentiation among the spare parts can be achieved. In a practical setting
however, it may appear useful to deviate from the linear scoring approach. Generally,
this does not cause problems, as long as sufficient differentiation among the scores can be
guaranteed. To clarify, if nearly all spare parts obtain the same score, the ranking is less useful.
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Subsequently, it will be demonstrated that this requirement can be fulfilled with several
scoring procedures. Also, it will be shown that the effect on the ranking is acceptable and
does not yield considerable deviations. For both analyses, we again use data from the case
study discussed in Section 2.3. Of course, it is impossible to conceive all possible scoring
methods. Subsequently, the analyses will be limited to the comparison of linear scoring
to scoring with a two point and a five point scale (cf. explanations in Section 2.2.3). Other
scoring methods however, may be analyzed in the same manner.

First, the degree of differentiation of the overall scores is assessed by determining the
number of unique scores for the 6.190 spare parts considered in the aerospace case study. As
shown in Table 2.6, the two point scale approach yields the lowest differentiation with 143
unique scores. Even though this is substantially less than what can be achieved using the
linear scoring approach (5753), this degree of differentiation should be sufficient to prioritize
further analyses for most applications. Second, the effect of different scoring procedures
on the ranking is evaluated. Using the same approach as in Section 2.4.1, Spearman’s rho
was computed between all three rankings using the linear scoring approach as a benchmark.
Thus, the Spearman’s rho is equal to 1 for this procedure.

As can be found in Table 2.6, all three scoring methods are significantly correlated. This
indicates that it is acceptable to deviate from the proposed linear scoring approach and
thus gives additional flexibility for the application in practice.

Table 2.6: Unique scores depending on approach and ranking correlation

Scoring type Unique scores [#] Unique scores [%| Spearman’s rho
Two point scale 143 5% 0.75

Five point scale 628 10% 0.81

Linear scoring 5753 94% 1

2.5 Conclusion

In this chapter, a method was developed to increase the transparency in the decision-making
process of which spare parts may benefit from AM. An argument was made that such
a method is required, as available concepts may underestimate the potential of AM, in
particular for after-sales service supply chains.

A case study demonstrates the value of this method, as it facilitated the identification
of more than 1000 technologically feasible and economically beneficial business cases. Si-
multaneously, this result shows the practical benefit of AM for after-sales service supply
chains. A validation study gives evidence that the prioritization mechanism underlying
the method supports distinguishing between interesting and less interesting cases. To that
end, the method appears suitable to the task of prioritizing a large spare part assortment
and thus makes the selection of spare parts more effective and efficient. The method was
further shown to be robust against possible inaccuracies of spare part attribute weights that
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may result from subjectivity of decision-making. Moreover, different scoring procedures
were studied and found to be eligible for the ranking method, thus providing flexibility
in terms of practical application. In conclusion, companies may be encouraged to use this
approach in order to simplify the identification of promising spare parts for AM.

For future research efforts, it might be worthwhile to extend the proposed method by
considering possible design improvements. For example, one might try to identify indicators
that relate to the probability with which an assembled spare part can be printed as a
single part and use these indicators as additional spare part attributes in the method.
Furthermore, we found that the data collection step is usually the most challenging. In
particular, organization-specific terminology or decentralized data storage often complicates
this step. Statistical analyses or data mining techniques, such as clustering, may have the
potential to simplify these steps.
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Appendices

2.A Interpretation of Spare Part Attributes

A low demand rate often indicates high demand variability. This may lead to inefficiencies
in the manufacturing process due to high tooling and setup costs (and thus incurring higher
purchasing costs in case a supplier manufactures the spare part). Additionally, high demand
variability results in relatively high safety stock costs to fulfill service level agreements. This
may be reduced by decreasing the resupply lead time with AM. Furthermore, countermeasures
against high uncertainties such as emergency shipments or supplier dedicated stock can be re-
placed, for example by printing on demand and therefore postponing the production decision.
Note that the demand rate was chosen instead of the demand variability, because data about
demand variability is typically more difficult to obtain — particularly for slow moving items.

A long resupply lead time may result in high safety stock costs or high system downtime,
because the variability of the lead time demand is usually high. By reducing the resupply
lead time with AM, one may therefore reduce the safety stock costs or downtime. Simul-
taneously, countermeasures against high safety stocks or long downtimes such as emergency
shipments or supplier dedicated stock can be avoided because of an increased responsiveness.
In a best case scenario, it is possible to print on demand and therefore transform the supply
chain from a make-to-stock to a make-to-order setup. Finally, long resupply lead times
may offer potential to use a temporary fix in order to reduce the safety stocks or downtime.

If the agreed response time is short, safety stocks are often located close to the customer
site. This reduces pooling effects and therefore may lead to relatively high safety stock
costs. AM technology may enable production on location or shorter resupply lead times,
and thus decrease safety stock costs. Furthermore, printing on location or obtaining the
spare part within a shorter resupply lead time yields a higher responsiveness of the supply
chain. Accordingly, concepts like emergency shipments and supplier dedicated stock may
become obsolete or may be replaced by a more efficient temporary fix.

If the remaining usage period of a spare part is long, the recurring direct usage costs of
the spare part may be reduced more often and thus this situation offers the highest potential.
For example, repair costs and assembly costs may be lower with an AM manufactured
part.If the manufacturing/order costs are high, AM technology may offer a cheaper way
to produce a spare part that can fulfill the same function.If the current safety stock costs
are high, AM technology may reduce the resupply lead time and thus lead to lower safety
stock costs. Also, service efforts like emergency shipments and supplier dedicated stock
may be avoided. For example, it may be possible to print on demand (i.e. postpone the
production decision) and therefore avoid safety stock costs.

If there are only a few supply options for a spare part, AM may offer a chance to
reduce order costs because an additional supply option improves the negotiation position.
Furthermore, AM might increase the flexibility, for example by employing a Dual Sourcing
concept. Finally, the additional option to print the spare part may become important if
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the regular supply is discontinued. If the supply risk is high, i.e. suppliers may permanently
discontinue the production of the spare part soon, AM may be useful to obtain a more
reliable supply source. Furthermore, a high supply risk implies less flexibility to deal with
demand and supply variations. AM could increase this flexibility.

2.B Assignment of Spare Part Attributes

In order to obtain an importance measure, i.e. weight, for each spare part attribute, each
spare part attribute needs to be assigned to a company goal. Given that the spare part
attributes have already been allocated to improvement potentials (cf. Table 2.1), the relation
between spare part attributes and company goals can be established by assessing which
improvement potential is associated with which company goal.

The improvement potentials reduce manufacturing/order costs, reduce direct part usage
costs and reduce safety stock costs describe the chance to improve the efficiency with AM.
This aligns with the company goal to reduce costs. The remaining improvement potentials
describe the ability to increase the flexibility with which a certain service function can be
fulfilled. This affects both the company goal reduce downtime and the company goal to
secure supply. As is explained in Section 2.2.2; however, the company goal secure supply
is associated with the ability to handle potential supply disruptions in the future. This
is represented by the improvement potential reduce effect of supply disruptions. The other
improvement potentials describe the operational flexibility, i.e. the ability to match supply
and demand. The assignment is visualized in Table 2.7.

Table 2.7: Spare part attributes assigned to company goals

Reduce costs Reduce downtime Secure supply
Reduce Reduce Reduce Improve Post- Tempo- Reduce effect
Attribute manufacturing/  direct part  safety supply chain ponement  rary fix of supply
ordering costs usage costs  stock costs responsiveness disruptions
Demand rate Low Low Low
Resupply lead time Long Long Long Long
Agreed response time Short Short, Short,
Remaining usage period Long
Manufacturing/order costs  High
Safety stock costs High High
Number of supply options — Few Few Few
Supply risk High High

After assigning the improvement potentials to company goals, the relation between spare
part attributes and company goals can be established. That is, each spare part attribute
which is assigned to a particular improvement potential is assigned to the respective company
goal. This results in Table 2.3.
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Chapter

Consolidating Spare Parts with
Additive Manufacturing

While there are various arguments for considering additive manufacturing (AM) technology
as an option to improve the performance of after-sales service supply chains, AM technology
may also have indirect effects on after-sales service supply chains. Most evident indirect effects
may originate from design changes which are the key driver for many applications with AM
technology. As we have discussed in Section 1.1.1, companies may exploit the design freedom
of AM technologies to shift to a more functional design. Common examples are a lower weight
or a more efficient raw material utilization while achieving a comparable durability. Although
design changes may hold the promise of operational costs savings, the consequence for the
total life cycle costs are often less clear. In this chapter!, we consider the most prominent
application of the design freedom obtained with AM technology and study the effects of
consolidation. With this study, we address the second contribution mentioned in Section 1.4.3.

3.1 Introduction

As we elaborated in Section 1.1.1, consolidation of parts is the redesign of an assembled
component with fewer, but therefore more complex parts. While complex parts are often
difficult to produce with conventional manufacturing (CM) technologies, the high degree
of design freedom of AM facilitates consolidation. In Appendix 3.A, we illustrate a typical
case of consolidation which demonstrates the technological feasibility of consolidating parts
with AM and its associated potential for operational cost savings.

IThis chapter is based on the paper Knofius et al. (2018b).
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Next to reducing the number of assembly steps, and thereby production lead time and
costs, consolidation may improve the reliability of assembled components, see Johnson and
Kirchain (2009) and Wits et al. (2016). Couplings between parts, often the cause of several
failure modes, can be removed. Furthermore, the performance of the consolidated part
may be improved. In this context, performance refers to aspects like less flow resistance
or improved heat dissipation. Moreover, the supply chain might be simplified because the
number of distinct parts that need to be sourced, tracked and inspected decreases. Hence,
operational complexities diminish and long lead times are reduced (Yang et al., 2015).
Finally, the general benefits of AM technologies apply, as elaborated earlier.

Despite the potentials of consolidation, it would not be realistic to assume that consol-
idation is always preferable. In fact, it is unclear under which conditions a consolidated
part should be preferred over its CM and assembled counterpart. This is due to several
potential disadvantages of consolidation. For instance, consolidation might remove the
option to repair a defective system via the replacement of sub-components. In particular,
the disassembly of the component would no longer be possible and thus the replacement
of the entire component is inevitable. This may lead to additional acquisition costs and
stocking of more complex parts compared to the assembly case.

Similarly, possible commonality effects, achieved by pooling stocks of common low level
parts, are lost because of the higher level of customization of the consolidated part. Another
shortcoming concerns the potentially higher purchasing costs because of more specific parts
as well as the general novelty of industrial AM processes. Weller et al. (2015) point out that
the latter may also increase the number of required productions steps. For instance, current
AM processes typically require support materials which have to be removed in separate
production steps. In addition, post-processing steps are generally required to increase the
surface quality or to reduce residual stress.

At present, process setup and calibration demand close cooperation between producer
and user. These inherent dependencies limit supply options and may increase consolidation
costs. In the future, however, it is likely that the number of suitable suppliers may rise
significantly. Generic AM processes support the production of a wide product range with
the same equipment while conventional suppliers are often limited to fewer products or
dependent on suppliers themselves. Hence, costs associated with supplier dependencies are
likely to decrease for consolidation but also for AM production in general. A final drawback
of consolidation with AM concerns the spare parts characteristics which may be affected
negatively. For example, metal based AM technologies often result in parts that suffer
from porosity despite post-processing, cf. Cunningham et al. (2017). As a consequence,
mechanical properties are compromised because pores act as a possible origin for cracks.
Opportunities and drawbacks of consolidation are summarized in Table 3.1.

As discussed in Section 1.4, the literature does not quantify the consequences of consolida-
tion. Instead, it is assumed that no design changes occur or that the effects of design changes
are known a priori. Such assumptions are problematic for three reasons. First, design
changes are imposed by AM technologies cf. Wits et al. (2016) and Lindemann et al. (2015).
Second, as discussed by Thomas (2016), the merits of consolidation tend to be misinterpreted.
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Table 3.1: Characteristics of consolidation with AM technology

Opportunities Drawbacks

+ Less assembly steps - No replacement of sub-components
+ Shorter lead times - Lost commonality effects

+ Simplified supply chain - Potentially higher purchasing costs
+ Potentially higher reliability - Potentially lower reliability

+ Performance improvements - Stocking of more complex parts

+ Reduced tooling and setup effort - Post-processing

+ Lower raw material usage - Currently high supplier dependencies

+ Future low supplier dependencies

Third, consolidation may significantly influence the life cycle costs of capital goods as we will
discuss later in this chapter. With this research, we aim to give a more complete perspective
on the effects of consolidation with AM on the total life cycle costs. Therefore, we first
identify cost drivers which are influenced by consolidation and then use existing methods
for spare parts optimization to study the consequences of consolidation under different
conditions. As our results will show, the value of consolidation often strongly depends on
aspects other than just design improvements and its associated operational cost savings.

The remainder of the chapter is organized as follows. In Section 3.2, we discuss the
literature related to the METRIC method in order to set the ground for the methodology
applied in this chapter. We continue with a discussion about how consolidation may
influence the life cycle costs of capital goods and identify essential cost drivers in Section 3.3.
In Section 3.4, we explain the model and clarify our assumptions. Next, in Section 3.5 we
conduct different experiments in order to quantify the effects of consolidation. We conclude
with Section 3.6, in which we summarize the results and suggest directions for future research.

3.2 Literature Review on the METRIC Methodology

A seminal paper in the field of spare parts management has been written by Sherbrooke
(1968) who introduces the METRIC methodology. In his paper, Sherbrooke considers a
multi-item, two-echelon distribution network, which he evaluates with an approximation
for the number of items in resupply. Based on convexity properties, Sherbrooke developed
a marginal approach to optimize the inventory positions of each item. Later, this work
was extended to more complex network structures and more accurate approximations for
the number of items in resupply.

A first contribution on spare parts stocking decisions for assemblies was made by Sher-
brooke (1971), who introduced the indenture level concept. The purpose of this concept is to
categorize the material breakdown structure of an assembled spare part, more or less similar
to a Bill of Material structure. A first indenture level part consists of second indenture
level parts, etc. This categorization is used to organize the optimization of inventories
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across different product or system hierarchy levels. A key assumption is that a failed first
indenture level part can be repaired by detecting the failed second indenture level part(s),
and either replacing them or continuing to search for the cause on the third level, etc.
Sherbrooke’s work was extended by Muckstadt (1973) to the MOD-METRIC model which
considers a two-echelon, two-indenture system. Based on the approach of Graves (1985),
Sherbrooke (1986) improved the MOD-METRIC model with a more accurate two-moment
approximation for the number of items in resupply. The resulting approach is referred to as
VARI-METRIC, and applicable to multi-echelon, multi-indenture systems with backordering.
We base our analysis on the VARI-METRIC approach by Sherbrooke.

3.3 Effects of Consolidation on Life Cycle Costs

During the life cycle of expensive capital goods, different cost factors must be considered.
Elmakis and Lisnianski (2006) distinguish the following cost categories: development costs,
production costs, operation and service costs, and disposal costs. In this section, we describe
how consolidation with AM may change these cost categories and explain how these changes
are regarded in our analysis.

3.3.1 Development and Production Costs

Both the development and the production costs are largely influenced by the manufacturing
process choice. Thus, the decision to use AM for the purpose of consolidation is likely to affect
these cost categories. We justify this claim by the following observations: AM parts typically
do not require tooling and less setup activities compared to CM. Additionally, assembly steps
are fewer and in most cases we require less raw materials for the production of AM parts.
The latter aspect decreases sourcing costs and supply chain complexity. On the other hand,
industrial AM processes have not matured yet. Hence, the acquisition of AM machinery
represents an expensive and risky investment which may lead to high piece prices of AM parts.

Moreover, quality constraints may demand extensive post-processing or rework of AM
parts, which increases the production costs. However, developments in the field of pro-
cess monitoring may reduce the need for post-processing in the future. An example is
in-situ process monitoring for which features like temperature and size of the melt pool
are measured with the goal to enable closed-loop control mechanisms; see Craeghs et al.
(2012), Tapia and Elwany (2014) or Everton et al. (2016). These control mechanisms
are able to reduce the high AM process variability and thus may decrease the number
of post-processing steps required in the future. Also, various metal printing equipment
producers incorporate automated post-processing functions in their machines. For instance,
the MetalFabl by Additive Industries supports automated heat treatment, part removal
from the build plate and build plate storage Additive Industries (2018). While it seems
probable that post-processing steps, in particular for metal prints, remain necessary in
the foreseeable future, the time dedicated to post-processing activities is likely to decrease.
Furthermore, such advancements may simplify standardization and qualification, which
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have been identified as major challenges for the adoption of AM technologies in industry
and significantly contribute to the typically high AM piece price (Frazier, 2014).

In our analysis, we encapsulate these considerations with the difference in unit costs
between the AM part and the CM assembly. Depending on the supply chain layout, the
unit costs may either be interpreted as purchasing or as production costs. In the following
we focus our discussion on the situation of an external AM supplier. However, our results
are similarly representative for the scenario in which AM production is carried out in-house.
In this case, we would use the average AM throughput time instead of the contractually
agreed AM replenishment lead times for our analysis, as is common in the METRIC-type of
models. In fact, the assumption is that the inventory policy does not change the utilization
of repair and resupply processes, so that it is sufficient to measure waiting times in these
processes. Finite capacity models (e.g. Sleptchenko et al. (2003)) exist to facilitate the
trade-off between investing in repair and production capacity or investing in spare part
inventories. However, Song and Zhang (2016) find that in-house AM equipment utilization
typically remains low in a multi-item, multi-source spare parts setting.

In either case, we do not regard fixed purchasing/production costs explicitly. AM parts typi-
cally do not require tooling and less setup since both the design and the manufacturing process
are highly digitalized. To that end, low production quantities or even one-for-one production
(no batching) becomes economically feasible and allows to incorporate setup costs in the unit
costs. Of course, such a modeling decision does not appear appropriate in the presence of high
fixed costs. For instance, consider the case in which tooling for the CM part was discarded
and has to be rebuild. Alternatively, a supplier may stop the support for a CM part. Today,
these situations are often solved with expensive final orders, see e.g. Kleber et al. (2012). In
both cases, the low AM preparation costs may favor the application of AM technologies. In
this paper we do not regard these extreme cases, but note that future research is necessary
to gain quantitative insights in the value of AM technologies under these circumstances.

The same holds for production technologies other than AM with which consolidation
may be feasible. Examples are CNC processes and Flexibile Manufacturing Systems (FMS).
Although indeed the cutting tools exploited in CNC machinery and FMS are versatile (but
constrained by their stand times), a part manufactured on a CNC machine does require
special fixtures and clamping devices, often even build up or constructed for that particular
part. In FMS, the combination of pallets and fixtures may be specific for particular
products, and requires a setup performed outside the CNC machines (i.e. at the I/O station
of the FMS). As a result, to extend our results for consolidation with other production
technologies, it is perhaps more suitable to allow for batch production to account for fixed
production costs explicitly. Since we focus on consolidation with AM exclusively, we defer
these consideration to future research.

3.3.2 Operation and Service Costs

Often the operation and service cost category is the main contributor to the total life cycle
costs of expensive capital goods (Oner et al., 2007). We separate this cost category into
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operational costs, maintenance costs, and downtime costs.

Operational costs arise during, and as a result of, the direct operation of a system, such
as electricity, personnel and fuel costs. Some of these cost factors may be affected by
consolidation since the design change may cause different operational costs of the focal part.
For example, consider the fuel nozzle discussed in Appendix 3.A. In this case, GE achieved a
weight reduction through consolidation, and thus was able to reduce fuel consumption, which
ultimately led to operational cost savings. However, in general these cost savings heavily
depend on the specific case and are often difficult to measure exactly. To that end, we
exclude the operational costs from the numerical experiments but note that, if for a specific
case operational cost savings estimates were available, they can be easily incorporated as
input to the model. As we show in Section 3.4.4 (Equation 3.4), the expected number of
backorders is closely related to the expected number of operating parts. Hence by multiplying
the expected number of operating parts with the average operational cost savings per part
per period, we obtain an estimate for the associated operational cost savings per period.

Maintenance costs arise due to preventive and corrective maintenance activities and are
required for the upkeep of capital goods. Maintenance activities and associated support
functions, such as spare parts management, are likely to be affected by consolidation. As
mentioned in Section 3.1, the failure behavior of consolidated and printed parts usually
differs from those of CM parts. Failures of expensive capital goods caused by a dysfunctional
part are typically solved by a repair-by-replacement policy where entire units are replaced
to limit a system’s downtime. Next, the removed units are sent to a specialized repair shop
where the fault is diagnosed and solved by replacing a (typically far cheaper) sub-component.
Even though this practice may lead to stocking of more expensive/complex parts, downtime
and repair costs are typically reduced significantly. Furthermore, the stocking of lower-level
items may reduce the repair lead time and thus decrease the necessity for a high base stock
level of the higher-level items.

Consolidation of parts may obstruct the repair process, given that sub-components are
not replaceable anymore. Instead, a new complex consolidated part has to be procured
or manufactured. Hence, repair costs are likely to increase. On the other hand, if the
consolidated part is replaced with a new version upon failure, part deterioration or repair
process induced failures are avoided. For critical parts the consequences are limited, though,
as detailed quality checks typically warrant a certain quality level for repaired items. Finally,
shorter lead times may reduce stock levels and stock-out risks with consolidation even
though the option to stock high level items only may increase the inventory costs again. As
explained in Section 3.1, the lead time reductions are mainly achieved through a simplified
supply chain and assembly process, and a (usually) shorter AM production lead time.

In order to capture the described differences in maintenance costs, we study the effects
of different failure rates, replenishment lead times, holding costs and repair costs. Note that
we focus on the corrective maintenance case in this chapter. For preventive maintenance,
spare parts inventories are sometimes not required and thus the analysis is simplified.
Alternatively, for example in case of condition-based monitoring, a more specific analysis
becomes necessary that does not relate to the characteristics of consolidation specifically, but
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rather to the short AM replenishment lead times in general. As we discussed in Section 1.2.2,
it may become possible to postpone the repair decision without additional requirement for
spare parts inventories and thus to collect further data about the condition of the monitored
part. Future research should reveal if more evidence about the part condition justifies the
application of AM technologies even despite possible drawbacks. Likewise, in our analysis
we do not account for costs associated with the setup of possible repair shop infrastructure,
but restrict ourselves to the case where repairs are carried out by external service providers.

Downtime costs arise if the capital good is non-operational; they are typically difficult to
quantify because they relate to soft factors such as customer satisfaction and company image.
We express the downtime costs in terms of an availability target for the system. This decision
is justified by two observations. First, target availability is typically easier to assess intuitively
than downtime costs and thus is more often specified in service contracts or functional speci-
fication documents. Second, there exists a relation between downtime costs and target avail-
ability, that is, higher downtime costs cause a higher target availability. In fact, it has been
shown that in many cases a one to one relationship between downtime costs and service level
constraint holds (Van Houtum and Zijm, 2000). Hence, if a company has insights in downtime
costs, these are usable for determining a corresponding service level constraint. Such situa-
tions may for instance occur if the service provider reacts to a stock-out with an emergency
supply that offers a suitable but more expensive substitute. Here we will compare the total life
cycle costs of the AM part with the CM assembly, subject to a mutual availability constraint.

3.3.3 Disposal Costs

The last cost category are the disposal costs which arise during the phase out of the capital
good. Consolidation may influence these costs due to differences in over- and underage costs.
Overage costs refer to costs that arise if too many spare parts remain unused at the end of
the life cycle. Often this situation leads to a depreciation of the value of the remaining stock.
In case stock is remaining, consolidation may worsen this effect, as parts are more complex
and specific, and hence more valuable. On the other hand, short AM replenishment lead
times may permit smaller safety stocks which may compensate for this disadvantage.

Underage costs arise due to insufficient stock during the final phase of the product or
system when regular supply is discontinued. This condition leads to downtime costs or
additional charges to purchase spare parts during this final phase. Here, consolidation with
AM technology may decrease the underage costs given that replenishment lead times are
typically short and setup costs are low. As a consequence, the impact of supply discontinua-
tions decreases. Unfortunately, it is difficult to predict during the design phase which of the
two effects will eventually have a more significant impact, as aspects like decreasing demand
and learning effects during the life cycle are difficult to foresee. Furthermore, potential
over- or underage costs heavily depend on operational decisions, such as how to deplete the
stock levels at the end of the life cycle of the capital good. For these reasons, we decided
to exclude the disposal costs from the analysis. In an actual case where this insight is
available however, one may include disposal cost differences between the AM part and the
CM assembly as input into the analysis.
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3.4 Model

In this section, we present the model that we will use to quantify the effects of consolidation.
Therefore, we first present an outline of the model before we construct the mathematical
model in the next subsection. Key assumptions are discussed in the text and are summarized
in Section 3.4.3. We close this section with the description of the model evaluation and
optimization.

3.4.1 Model Outline

Consider a single stock point which serves an installed base of systems with a critical
component, i.e. once the component of a particular system fails, the entire system has to
stop operation. The component is a multi-indenture item and may appear multiple times
in each system. For ease of presentation, however, we assume that each component occurs
only once in each system. Upon failure, the entire component is replaced by a stocked
spare part to keep the downtime of the system short. Recall that for high-value assets, a
repair-by-replacement is common practice in industry, see Section 3.3.

In case no stock is available, demand is backordered until a spare part becomes available.
The failed component enters an uncapacitated repair process (if possible), which will return
a ready-for-use spare part with a similar failure pattern as an entirely new item. We justify
the modeling choice of an uncapacitated repair process with the common practice where
throughput times are the subject of contractual agreements with the repair shop. This
also means that the modeled repair times are in fact lead times in the repair shop, covering
net processing times as well as waiting times for resources.

In our model, inventories are controlled according to a base stock policy. This modeling
decision is justified by the fact that we focus on expensive, slow-moving items where batching
independent of the replenishment process generally does not occur because the focus is
on meeting tight service level requirements.

Depending on manufacturability constraints, different configurations of the component are
feasible. Figure 3.1 illustrates a possible set of configurations of a component. Configuration
A represents the design with the highest segmentation. That is, no consolidation of parts
took place. In Configuration B, Parts 6 and 7 are consolidated with AM technology which
results in a Part I with a specific failure rate, average replenishment lead time, holding and
replenishment cost rate. Also, consolidation across indenture-levels is possible. This situation
occurs for Configuration C where the functions of Parts 5, 6, 7 and 2 are replaced by Part II.

Finally, each component configuration may demand different replenishment processes.
For instance, a consolidated part, like Part I and II in Figure 3.1, cannot be repaired by
replacement of sub-components because these do not exist. Thus, a purchase takes place
to obtain a substitute for Part I and II. In contrast, a failure of Part 2 can be solved by
replacing the dysfunctional sub-component.
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Component configuration A Component configuration B Component configuration C
5 5
2 6 2 I 1I
1 3 7 1 3 1 3
4 4 4
i=1 i=2 i=3 i=1 i=2 i=3 i=1 i=2

Figure 3.1: Possible component configurations

The goal of the model is to evaluate which component configuration minimizes the total
costs subject to an availability constraint. Therefore, we jointly optimize the base stock
level(s) and the component configuration.

3.4.2 Notation and Mathematical Model

In this section, we explain the mathematical model. Notations are introduced in the text
and summarized in Table 3.2. The evaluation of the functions introduced in this sub-section,
is presented in Section 3.4.4.

We consider an installed base of I B systems where we focus on one critical component. As
we elaborate in Section 3.4.5, common methods allow an extension to a multi-item setting as
well. The set of feasible configurations of that component is denoted by K. Each component
configuration k€ K is characterized by a multi-indenture structure and consists of a set of
parts Zi. For example, the set of parts of Configuration C in Figure 3.1 is represented by
Zo={1,I1,3,4}. Indenture levels are specified with ¢, i=1,2,...,I, where the set of parts at
indenture level i is denoted by Zj; C Zy. Thus Zeco={I1,3,4}. The set of children of part
2 € Zy, is denoted by T'y(2). Accordingly, in Figure 3.1, the set of children of Part 2 in Con-
figuration B is represented by I'5(2) ={5,I}. The set of parents of part z € Zj, is denoted by
U1 (2) (note that since we assume that each component occurs only once in each system, ¥ (z)
consists of a single element, but we keep the set notation for the purpose of generalization).

The failure rate of the lowest indenture part z € Zx; is described by A,. We assume
that failures occur according to a Poisson process. For our purposes the Poisson demand
assumption seems most appropriate, given that we consider a low-demand environment
with mechanical parts that are dimensioned to outlast the intended maintenance interval or
lifetime of the capital good (common practice for downtime critical mechanical components
of capital goods). Accordingly, failures are random in nature and may, for instance, be
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Table 3.2: Notation overview

Notation Explanation

1B Installed base size

K Set of feasible configurations

k Specific component, configuration

e Set of parts in configuration k

7 Indenture level, where I denotes the lowest hierarchy level
i Set of parts in configuration k at indenture level ¢

'k (z) Set of children of part z in configuration k

U (z) Parents of part z in configuration k

Az Failure rate of a lowest indenture part zeZ

T Replacement cost rate of part zeZy

Pz Purchasing cost rate of a lowest indenture part zeZ

az Assembly cost rate of a higher indenture level part zeZ\ Zxr
Pr(2) Total piece price of part z in configuration k

K Holding costs fraction

Iy Average replenishment lead time/repair lead time of part z
Ty Binary variable which indicates if configuration k is used
Sk Vector describing all base stock levels for configuration k
si(2) Base stock level of part z in configuration k

TCx(Sk) Average total costs of configuration k given Sy

A Target availability of the installed base

Ar(Sk) Average availability for configuration k given Sy

mp(z) Demand rate of part z

EBO(.) Expected number of backorders
VBO(.) Variance of backorders
Ry (2) Parts in replenishment of part z in configuration k

caused by unintended stress levels, imprudence during maintenance/shipping activities or
unobservable quality issues during the production. The failure rate of a higher indenture
level part z € Zi\ Zi is equal to the accumulated failure rate of its children.

If component configuration k€ K is an assembly, i.e. |Z|>1, the component can be
repaired in the repair shop by replacing the failed part z € Zyo with r, being the cost rate
of replacement. In case I';(2)#£(), the part z € Zy can be repaired by replacing the failed
child y €T’ (z) with r, being the cost rate of replacement, etc. Otherwise, if part z € Z, has
no children, i.e. T';(z)=0, we discard the failed part and order a new part at a purchasing
cost rate p,. The holding costs per period (e.g. per year) of part z € Zj, are a fraction x
of the total piece price Py (z). In case we consider a part z € Zy; on the lowest hierarchy
level the total piece price is equal to the purchasing cost rate. For a part u€ Z;\ Zx; on
a higher hierarchy level, the total piece price is equal to the assembly cost rate a, plus the
total piece price of all its lower level parts included in I'y,(u). The average replenishment
(Tx(2)=0) or repair lead time (I'y(2)#0) of z€ Z;, is denoted by ..

We define the following decision variables:

1, if configuration k is used
1, Vk € K, where xj, = 0’ otherwigse
, .
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Sk ={sk(2)|Vz€ Z}Vk € K, where sj(z) is the base stock level of part z € Zj.

The average total costs of configuration k€ K, given Sy, are denoted by T'Cy(Sk). The
target availability for the installed base is given by A, while the average availability for a
certain component configuration k€ K and base stock policy Sk is denoted by Ay (Sk). As
a result, we have to solve the following non-linear integer optimization problem in order to
find the minimum cost configuration. The evaluation of the functions in the optimization
problem is discussed in Section 3.4.4.

minimize Z 2 TC(Sk)

wesk(z) pck
subject to Zxk =1
o (3.1)
Ar(Sk)> A
sk(z) €Ng
T S {0,1}

3.4.3 Assumptions

1. The critical component we study is used only once in each system. Also, each part
occurs only once in the component.
2. For each part, a one-for-one replenishment policy (S-1,S) is applied.
3. Failures of parts occur according to a stationary Poisson process and are caused by a
failure of a lower indenture part (if any).
4. The configuration of the component does not influence the failure rate of the lowest
indenture parts.
5. Each part in the multi-indenture structure is critical, i.e. the entire component does
not function if one part is defective and thus leads to a non-operational system.
6. If a failure occurs, it is always the entire component that is replaced.
7. Each component is repaired by replacement of a lower indenture part, except for parts
without children; they are discarded upon failure, and a new part is purchased.
8. Lead times are independent and identically distributed for each part.
9. The repair lead time does not depend on lower-indenture parts. Thus, it captures the
time to diagnose and replace a failed part if a spare part is in stock.
10. Repair capacity is not constrained; instead, we consider the contracted repair lead time.
11. Holding costs are encountered during the repair and ordering process.
12. No condemnation occurs, i.e. each repair is successful.

3.4.4 Model Evaluation

As clarified in Section 3.2, we use VARI-METRIC to evaluate our model (Sherbrooke,
1986). In this section, we will review the essential steps for our problem setting. To
compute A (Sk), we must derive the demand rate for each part z € Z, first. We begin
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with computing the demand rate for parts without children (T'y(z)=0) with my(z)=1B,.
For an assembled part (I'y(2) #0), we use my,(2) =3, cr, (o) (y)-

Next, we determine for each part the expected number of backorders EBO(sy(%),.) and the
variance of backorders V BO(sy(z),.). For parts without children, we obtain these measures
using a single site model, cf. Sherbrooke (2004). Afterwards, we compute the mean and
variance of the number of parts in the replenishment process Ry(z) for parts with children:

E[Ry(2)]=mx(2)l-+ Y EBO(sk(y)) (32)
yelk(2)

Var[Ry(2)]|=m(2)l,+ Z VBO(sk(y)) (3.3)
Y€k (2)

To obtain the expected number of backorders FBO(sk(z),.) and the variance of the
backorders V BO(sy(z),.) for these parts, we use a two moment approximation. That is,
we fit a negative binominal distribution to the mean and the variance of R, as given above.
Analogously, we proceed with the higher indenture level parts until the expected number
of backorders of the component, EBO(Sy), is obtained. Finally, to derive the average
availability A (Sk), we use the following approximation:

EBO(S)

Ak(sk)%MCLJU{l— B O}

(3.4)
In order to compute T'Cy(Sk) we determine the total piece price Py(z) for every part
z € Zy, first. For parts without children, we have Py(z)=p.. For assembled parts, we use
Pr(z)=a-4>_ er, (- Pre(y). Next, we calculate C.(sy(2)), i.e. the average total costs for
each part z€ Zi1 and all its lower indenture parts. We have:

my(2)(r=+p2)+sk(2)kpz, i Ti(2) =0 or |Zy[=1
CL(sk(z))= . 3.5
(sx(2)) {mk(z)rz+sk(z)nPk(Z)Jrzyerk(z)Cy(sk(y)), otherwise (3:5)
As a result, we obtain the total costs with:
TCk Sk Z C Sk (3.6)

2E€Z11

3.4.5 Model Optimization

To optimize the formulated model, we follow the marginal analysis of Sherbrooke, cf. Sher-
brooke (2004). The underlying idea of Sherbrooke’s approach is to construct solutions by
successively increasing the stock level of the most cost effective item, where cost effectiveness
is captured by the backorder reduction per unit of capital (e.g per euro) invested. This
procedure leads to a convex EBO-costs curve. Algorithm 3.1 formalizes this approach for
component configuration k€ K.
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Algorithm 3.1: Marginal analysis for component configuration ke K

Set sp(2):=0,z € Z), and define e, as a | Z;|-dimensional unit vector
with the position of Part z equal to 1;
while A> A;(Sy) do

Set Sknew :=Sk+e, ;

_ EBO(S1)—EBO(Si0y,) :
Calculate A, = TCh (Sknow )—1 Cr(Sk) ? vz

Let u:=argmaz, A, and set Sy:=Sk+ey ;
Store efficient point (EBO(Sx),TCy(Sk));
Evaluate Ay (Sk);

Following Algorithm 3.1 for each configuration k€ K, we obtain a set of convex EBO-costs
curves. The convexity property allows us to easily find the convex frontier of the EBO-costs
curves, for example with the Graham scan (Graham, 1972). As a result, we can approximate
which configuration leads to the most cost-efficient results given a desired availability A.
Also, the resulting convex-frontier may lend itself to be utilized in more practical multi-item
analyses, see e.g. Van Houtum and Kranenburg (2015). Here, however, we restrict ourselves
to the single-item, single-location setup in order to evaluate the influence of consolidation

with AM technology.

3.5 Numerical Experiments

In this section, we will conduct numerical experiments in order to gain insights in the effects
of consolidation with AM. For this purpose, we will consider two setups: consolidation
at the same indenture level (I=1) in Section 3.5.1, and consolidation over two indenture
levels (I =2) in Section 3.5.2. For both setups, we will compare a CM non-integrated
Configuration A with an AM integrated Configuration B. Throughout the experiments
we will use three different performance indicators to measure the value of consolidation:

1. The percentage of instances where Configuration B has lower average total costs than
Configuration A. This performance indicator is denoted by B%.

2. The average costs reduction with consolidation in case Configuration B has lower average

total costs ATC|[B] = T¢z (igl_(gff(s 4) where the average of ATC[B] over several

instances in percentage is denoted by ATC[B]%.

TCp(SB)

TC A (S A) )
see Tornqvist et al. (1985). This measure has the advantage of being symmetric, i.e.
In(a/b)=—In(b/a). Thus, the average log difference is a suitable indicator of the relative

costs difference over several instances. We denote the average by Aln(TC).

3. The log difference between the total costs of both configurations, defined as In
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3.5.1 Consolidation of Single-Indenture Components

In Figure 3.2, we illustrate possible component configuration structures in this section.
Configuration A represents the CM manufactured component which consist of |7 4| parts.
Configuration B is produced with AM and fulfills the same function with one part only.

Component configuration A Component configuration B

1| |24 I

Figure 3.2: Possible component configurations

To simplify the presentation of the model input and results, we relate the characteristics
of parts in Configuration A to the characteristics of Part I. Thus, we derive the average
replenishment lead time of Part I from the weighted average replenishment lead time

incurred with Configuration A, i.e. la=) ., %lm with ma(A)=>__c, ma(z).

The measure [4 has the useful property of returning the same average replenishment
lead time for both configurations if it holds that {; =[4. To experiment with differences
in the average replenishment lead times as well, we introduce the factor v and define
lr = als. Following the same logic, we use the average failure rate experienced with
Configuration A (i.e. Aa=)__, A.) to compute the average failure rate of Part I and
therefore have \; =3\ 4, with 3 describing the ratio between the average failure rates of
both configurations. The purchasing cost rate of Part I is related to the purchasing cost
rate of Configuration A (i.e. pa=>_, ., p.) with p; =7pa, where v models the ratio
between the purchasing cost rate of both configurations. Therefore, if either of the factors
(c,8,y) is smaller than 1, consolidation offers a more favorable part characteristic.

The parameter ranges analyzed in the numerical experiments are based on the situation
described in Section 3.3. Accordingly, we assume a component that is operated in expensive
capital goods. For such components (and its subcomponents), repair and replenishment
lead times often range in the order of magnitude of months, see Basten and Houtum (2014).
Also, for components operating in expensive capital goods, the availability target is usually
high, therefore we aim for 95% and 99.5% demand fulfillment from stock, respectively.
For the holding cost fraction, we evaluate scenarios with low (x=0.15) and with high
holding costs (k=0.3). Following results that suggest that AM technologies are valuable
for low-demand rates in particular, see e.g. Khajavi et al. (2014) or Liu et al. (2014), we
focus on low-demand environments. Also, we note that low-demand environments are more
common for expensive capital goods.

For the lead time difference between both configurations, we typically find the assumption
of a significantly shorter AM than CM lead time (i.e., @« <1) in the literature. For example,
Liu et al. (2014) report on data from the aerospace industry. For CM items they find lead
times between 1.5 and 8 month, whereas, for AM parts, they typically assume lead times
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of less than a month. Another example are the case studies discussed by Westerweel et al.
(2018b). They observe AM resupply lead times of about two weeks while for the CM source,
they find lead times of about 2 to 5 months. However, for the situation considered in this
chapter, there are also arguments against such extreme lead time advantages. For example
consolidated AM items typically exhibit a rather high geometric complexity which may
cause additional processing times. In this context Lober et al. (2013) elaborate that complex
structures often require more advanced post-processing procedures. To accommodate these
findings in our numerical experiments, we primarily focus on lead time reduction (a<1)
but also regard cases where the expected lead time increases (o> 1).

The piece price for AM items is typically higher than for CM parts. Not only does
this situation relate to the novelty of industrial AM processes, but also to the high raw
material costs. Additionally, AM processes remain labor and skill intensive (Weller et al.,
2015). Yet, as we discussed in Section 3.3, consolidation may also reduce the total piece
price. For instance, costs associated with the assembly process no longer apply. Also,
inefficiencies caused by sourcing sub-components from various suppliers can be reduced
with consolidation. Accordingly, we analyze scenarios where the piece price decreases (y<1)
but also scenarios where the piece price increases (y>1).

For the reliability, we adopt a similar approach since, following our discussion in Section 3.1,
it is possible that consolidation influences the reliability positively (8 >1) or negatively
(8<1). In Table 3.3, we summarize the resulting parameter values, where Ula,b] represents
a continuous uniform distribution between the values a and b. Given that we can model
arbitrary demand rates with A, we set the installed base size equal to 1 (i.e. IB=1). For each
parameter combination, we sample 25 values from the uniform distributions, which results
in 196,000 problem instances. The run time for each instance typically ranges in the order of
milliseconds on a regular machine (Intel Core i5-4200U CPU, 8GB RAM, 64-bit Window 10).

Table 3.3: Parameter values

Parameters Values

1 U[0.2,1]

Az U0.2/|Zx),5/1 2]

P2 U[100/|Zy|,20000/Zy,]

K 0.15, 0.3

A 0.95, 0.995

|Z Al 2,3,4,5,6

a 0.05, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4
B 0.4, 0.6,08,1,1.2, 1.4, 1.6

v 0.4, 06,08,1,1.2,14, 1.6

As a first step, we study the significance and the effect of changing input parameters
with multiple linear regression. As the dependent variable we use the performance indi-
cator Aln(TC'). The regression analysis revealed the following standardized relation with
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log-transformed independent variables:

Aln(TC)=—0.02ln(l4)—0.002in(p ) —0.05ln(A)—0.07In(x)

+0.02In(A4)+0.6In(|Z 4|)+0.13In(a) +0.51in(8)+0.57In(y) 3.7

In Appendix 3.B, we provide the full regression report and further diagnostic tests that
qualify the model to be suitable for explanatory purposes.

We deduce several characteristics of consolidation from the regression model: the holding
costs fraction (k), the target availability (A), the weighted average replenishment lead time
(14) and the purchasing cost rate of Configuration A (pa) have a positive effect on the cost
saving potential with consolidation (i.e. Aln(T'C) decreases). On the contrary, an increase
of the other factor reduces the cost saving potential with consolidation. Also, it appears
that 5 and + have a considerably higher effect on Aln(T'C') than «. Finally, the number
of integrated parts (|Z4|) is the most important predictor for the value of consolidation.

We will establish an interpretation of these findings in the remainder of this section.

Table 3.4: Impact of changing parameters

Parameter Value B% ATC[B]|% Aln(TC)

0.05 20% -32% 0.46
0.2 16% -30% 0.54
0.4 14% -29% 0.60
o 0.6 13% -28% 0.65
0.8 11% -27% 0.70
1 10% 27% 0.74
12 10% -26% 0.77
1.4 9% -26% 0.80
0.4 1% -34% 0.8
0.6 22% -28% 0.28
0.8 12% -24% 0.53
8 1 7% 21% 0.74
1.2 4% -18% 0.91
1.4 2% -15% 1.05
16 1% -12% 1.18
0.4 46% 34% 0.16
0.6 22% -26% 0.24
0.8 11% -22% 0.53
~ 1 5% -19% 0.75
1.2 3% 15% 0.93
14 1% -13% 1.09
16 1% -11% 1.22

In Table 3.4 we present the effect of differences in replenishment lead time, failure rate and
purchasing cost rate by varying «, 8 and . Overall, we find that the costs saving potential
with consolidation is limited in the evaluated parameter range. Accordingly, the performance
indicator Aln(T'C') is positive for most parameter values in Table 3.4. Nevertheless, the
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results for AT'C[B]% clarify that, in case consolidation is superior, the cost saving potentials
of consolidation are high. For example, consider the scenario where the purchasing cost
rate is 1.6 higher for Configuration B than for Configuration A (y=1.6). On average,
the higher purchasing cost rate leads to significantly higher total costs with consolidation
(Aln(T'C)=1.22). However, for the few instances where Configuration B is preferable
(B%=1%), consolidation offers major cost savings on average (ATC[B]%=—11%). This
finding clarifies that assessing the value of consolidation by a single characteristic such as
the purchasing cost rate is not advisable. Instead, a total costs perspective is required to
evaluate the possible benefit of consolidation.

Furthermore, the results presented in Table 3.4 replicate the findings in the regression
analysis: a short replenishment lead time («) provides less incentive to make use of consol-
idation than a lower failure rate (8) or purchasing cost rate (). Accordingly, B% changes
by only 11% points if we compare a«=0.05 and aw=1.4. This effect is significantly smaller
than effects resulting from changes in § and .

400} [ Purchasing costs [ Holding costs 1
29%
300} |
(] v
“ g
8 g
O 200} 1e
o
Ay
L ] -23% 21%
100 ! T 25%
32% [ B% WM ATCIBI%
0125 54 455 357 78 &5 2 3 4 5 6
I 1Zy
Figure 3.3: Effect of replenish- Figure 3.4: Effect of the number
ment lead time changes on the average of functional integrated parts on
purchasing and the average holding costs the percentage of instances where

Configuration B yields lower costs
(B%) and the average cost reduction
if Configuration B yields lower cost in
percentage (ATC|B|%)

The relation between costs and replenishment lead time allows us to deduce an explanation
for this finding. The average purchasing costs defined by Pg=mp(I)p; are independent
of the replenishment lead time. Thus, changes in « affect the average holding costs
(Hp=sp(I)kpr) only, which limits the impact on the total costs. We illustrate this relation
in Figure 3.3 for different values of I;. On the contrary, 8 and ~ affect both costs (Pg and
Hp) and thus have a higher influence on the value of consolidation on average. Considering
the fact that short lead times are a key benefit of AM, this finding may partially explain why
consolidation does not appear recommendable for most test instances. Conversely, we may
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reason that consolidation through AM becomes more valuable in cases where the average
holding costs of a conventional configuration are high. This situation is more likely in cases
with a high target availability (A), a high holding cost fraction (k), a long weighted average
lead time (ZA) or a high purchasing cost rate of Configuration A (p4). Therefore, this result
also offers an interpretation for findings from the regression analysis where the negative
coefficients of A, x, [4 and p, indicate a positive correlation with the value of consolidation.

Next, we investigate the negative effect of the number of parts (i.e. |Z4|) on the potential
cost saving with consolidation, which we deduced from the regression analysis. In Figure 3.4,
we illustrate this effect by plotting B% as a function of | Z 4|. As expected B% decreases with
the number of consolidated parts. We hypothesize that this effect is related to the additional
flexibility to fulfill the availability target (A). For instance, one may obtain the option to
allocate stock unevenly among parts which leads to cost savings eventually. Given that

this flexibility increases with |Z 4|, the result of the regression analysis appears reasonable.

0.5

T VTSV Vi TV VIR VI TR VI RV
Ml

Figure 3.5: Increase in failure rate differences
favors segmented configuration illustrated by the
increasing average log difference between the total
costs of both configurations (Aln(TC'))

To further elaborate on this aspect, we conducted a small sub-experiment with |Z4]|=2
where we chose A\; =0.5 while varying Ay. Other parameter values are chosen as they were
in the previous experiment (cf. Table 3.3). In Figure 3.5, we show that Aln(T'C) is close
to 0% if Part 1 and Part 2 have the same failure rate (A; =\3). The more the failure rates
deviate, the larger Aln(T'C') becomes. The results exemplify the value of flexibility. In case
both parts have a rather similar failure rate, the benefit of allocating stock unevenly between
both parts is low. If, however, the difference is high, the benefit of allocating stock unevenly
increases. Given that such differences are more likely to occur with a higher number of
parts, |Z 4] is a negative predictor for the benefit of consolidation. This hypothesis is further
supported by comparable results in experiments where we varied the purchasing cost rate
and the average replenishment lead time.
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3.5.2 Consolidation of Two-Indenture Components

In this section, we focus on the effect of consolidation over two-indenture levels. The possible
component configurations are illustrated in Figure 3.6. To simplify the presentation of the
model input and results, we follow an approach comparable to the one in Section 3.5.1 and
relate several input parameters to each other. For parameter relations that do not follow
from the explanations in Section 3.5.2 immediately, we give a short outline subsequently.
The remaining parameter relations are listed in Table 3.5.

Component configuration A Component configuration B
0 I
1 2 | | Z a2

Figure 3.6: Possible component configurations

We chose the weighted average replenishment lead time of parts at the lowest indenture level

(Z A2) as orientation for the average repair lead time of Part 0, where lao= > eZns ,:Z:((z)) l.,

with ma(A)=>__c,,,ma(2). Accordingly, we obtain the average repair lead time for Part

0 by lo =&l 40, where &€ models the relative deviation of the average repair lead time from
la2. Likewise, we define the repair cost rate of Part 0 relative to the total piece price of
Part 0 and therefore obtain ro =mP4(0), where 7 denotes the ratio between the repair
costs rate and total piece price of Part 0.

In Table 3.5 we show the experimental settings. In case of the replenishment lead time
factor (), we restrict the parameter range to the case where the average replenishment
lead time of the segmented configuration is at least as long as it is for the consolidated
configuration. This restriction seems justified given that a shorter replenishment lead time
for the AM produced component is more likely in practice, and we already observed that
« has less impact on the value of consolidation (cf. Section 3.5.1). In case of 8 and ~, we
reduced the parameter range as well, disregarding the most extreme values which allows us
to put higher emphasis on the impact of the factors £ and 7. The experimental setup results
in 270,000 problem instances because we sample from each uniform distribution 25 times.

As elaborated in Section 3.1, consolidation of assembly structures may eliminate a repair
option. While an assembly structure can be repaired by replacing defective sub-components,
this flexibility is lost with consolidation. To obtain further insights on this aspect we study
the effect of the repair cost rate ratio 7 first. Next, we evaluate the impact of the lead
time ratio £. In Figure 3.7, we depict B% and ATC|[B]% as a function of the repair cost
ratio . The results indicate that in case of low repair costs compared to the total piece
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Table 3.5

: Parameter values

Parameters

Values

l, with z€ Zyo
>\z with ZGZkQ
P with z€ Zyo
K

A
|Z a2
«

B
~
§

™
Po

lr
A1
pr

U[0.5/|1Z az2|,1/|Z az]]
U[0.2/|Z a2],5/1Z a2]]
U[2000/|Z A2/,20000/|Z 2|]
0.15, 0.3

0.95, 0.995
1,2,3,4,5

0.2, 0.6, 1

0.8, 1, 1.2

0.8, 1, 1.2

0.2,04, 0.6, 1, 1.2
0.05, 0.1, 0.15, 0.2
U10,2000]

alas

BAa

vPA(0)

price of Part 0, consolidation is typically not advisable. Accordingly, B% and ATC[B]%
decrease with decreasing 7. This observation relates to lower average purchasing costs with

Configuration A in case 7 is small.
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Figure 3.7: Effect of changing repair
costs on the percentage of instances
where Configuration B yields lower costs
(B%) and the average cost reduction
if Configuration B yields lower cost in
percentage (ATC[B]%)

Figure 3.8: Effect of changing repair
lead time on the percentage of instances
where Configuration B yields lower costs
(B%) and the average cost reduction
if Configuration B yields lower cost in
percentage (ATC[B]%)

While Configuration A allows for solving a failure by purchasing a new sub-component only,
consolidation requires the purchase of the entire configuration. Next to the purchasing cost
savings, the repair process may reduce the holding costs as well. This potential is illustrated
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in Figure 3.8, where we show B% and AT'C[B]% as a function of the repair lead time ratio
&. As we observe, the shorter the repair lead time, the less instances lead to consolidation
as the preferred configuration (B%). Also, the cost saving potential decreases slightly
(ATC[B]%). These effects are a consequence of the possibility to resupply Part 0 quickly
in case & is small. Accordingly, one may decrease the stock level of Part 0 while fulfilling
the same availability target and thus decrease the average holding costs. If an assembly
structure can be repaired by replacing sub-components only, the value of consolidation is
limited. In particular, this conclusion holds if the repair cost rate is low compared to the
purchasing costs of a new component and if the average repair lead time is short.

89% 90% 93%
81%

Percentage
Percentage

27% 27%  T30%  31% -39
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Figure 3.9: Effect of the number Figure 3.10: Effect of changing stock
of functional integrated parts on allocation on the percentage of instances
the percentage of instances where where Configuration B yields lower costs
Configuration B wyields lower costs (B%) and the average cost reduction
(B%) and the average cost reduction if Configuration B yields lower cost in
if Configuration B yields lower cost in percentage (ATC[B|%)

percentage (ATC[B]%)

Next, we address the question of how the number of consolidated parts at the second
indenture level influences the value of consolidation. Therefore, we illustrate the percentage
of instances where consolidation is preferable (B%) depending on the number of sub-
components (|Z4z|) in Figure 3.9. We observe that B% decreases with increasing |Z 4|.
This finding appears reasonable, as nearly the same logic as in Section 3.5.1 applies. The
higher the number of sub-components, the higher the flexibility to allocate stock unevenly
among the parts to fulfill the required availability of the repair shop. One particularly
noteworthy outcome can be observed when |Z 42| is equal to 1, because in this case more
than 80% of instances favor consolidation. However, this finding further strengthens the
flexibility argument given in Section 3.5.1. In case |Z42| is equal to 1, Configuration A
does not offer additional flexibility compared to Configuration B. Therefore, the benefit
of keeping a segmented design needs to be justified by other aspects.

Finally, in Figure 3.10, we show that the allocation of stock among indenture levels
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in Configuration A gives a good approximation whether consolidation is valuable. For
instance, in case the stock level of Part 0 is high compared to the total stock of the
sub-components (i.e. so/ ., S->2), consolidation appears more interesting. As a
result, the stock allocation in a multi-indenture structure may give a first indicator for
which parts consolidation might be worthwhile from a total costs perspective.

3.6 Conclusion

In this chapter, we have investigated the consequences of consolidation through AM technol-
ogy. Therefore, we have quantified the total costs differences between a CM assembly and a
consolidated AM part for different scenarios. Our results show that consolidation using AM
often leads to higher total costs than the CM design. The key reason is that replacing a con-
solidated AM part is often more expensive than repairing a conventional part by replacing a
subcomponent. This may easily wipe out the advantages of a shorter lead time or a lower fail-
ure rate of the consolidated AM part. This assessment is based on the following observations:

1. Typically, a combination of higher reliability, reduced replenishment lead time and lower
price is required to achieve cost reductions with consolidation. The improvement of one
characteristic alone was found to be insufficient in most cases (cf. Table 3.4).

2. The benefit of a shorter replenishment lead time through consolidation is less valuable
than a lower price or higher reliability, whereas a shorter lead time is often pointed out
as a major advantage of AM (cf. Table 3.4).

3. The more parts are consolidated into a single one, the less likely consolidation is to be
beneficial due to restrictions on possible stock allocation (cf. Figure 3.4).

4. The higher the difference in part characteristics such as failure rate or purchasing costs,
the less likely consolidation of these parts is to be beneficial (cf. Figure 3.5).

5. The option of repairing a CM assembly by replacing failed sub-components leads to
a lower benefit of consolidation, especially when the repair lead time is short and/or
the repair costs are low (cf. Figure 3.7 and Figure 3.8).

As a consequence, even though pointed out as a major opportunity for operations,
consolidation with AM technology comes along with a number of hidden costs — in particular
for the service business. We argue that, in the light of these findings, industry has to be
convinced that the adoption of AM technologies is not only a task for the design department,
but also for logistics and maintenance engineers. By disregarding this perspective in the
early stages of AM adoption, unexpected costs may arise that in the long run may damage
the perceived value of AM technologies. On the other hand, by including service costs
in the analysis, the application of AM technologies may become justifiable also in less
obvious cases. For instance, we found that even if the failure rate of a consolidated AM
configuration is 1.6 times higher than that of a CM configuration, consolidation may still
lead to significantly lowered total costs.
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Appendices

3.A Example of Consolidation

One of the more popular business cases of consolidation is a fuel nozzle used in General
Electric’s CFM LEAP engines. Using AM technology it was possible to reduce the part count
from 18 to 1 and, as a consequence, to decrease the weight by 25%, as well as increasing the
estimated life time by a factor of 5. By 2020, GE expects to have printed 100,000 fuel nozzles.
An aircraft equipped with the new LEAP engine unlocks savings of around US $3 million per
year compared to an engine that does not use the printed fuel nozzles (GE Aviation, 2015).

Figure 3.11: Printed fuel nozzle used in CEM LEAP engines of General Electric

3.B Regression Analysis

Table 3.6 shows the results of the multiple regression for the dependent variable Aln(T'C)
where the independent variables are log-transformed. The analysis is based on the 196,000
instances specified in Section 3.5.1.

The R-squared for this model is 0.97. Furthermore, based on a t-test, each regressor
is significant with a confidence level of more than 99% while White standard errors are
consistent in the presence of heteroskedasticity. Finally, a Ramsey RESET test revealed
that the model is sufficiently specified (P =0.37) and thus supports the choice of linear
regression model for explanatory purposes.

Next to the main effects, we also considered the interactions. Preliminary results indicated
that several interactions appear significant though usually with a low coefficient. To clarify
the effects of interactions on our regression model, we subsequently also regard three
interactions that appear most relevant. In particular, the number of integrated parts |Z4|
with the holding cost rate x, the number of integrated parts |Z 4| with the total piece price
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Table 3.6: Results multiple regression

Unstandardized ‘White Standardized t Sig.
coefficient standard errors coefficient

Intercept .3303 .0103 -32.1776 .0000
In(Aa) .0532 .0016 .023 33.8593 .0000
In(la) -.0526 .0021 -.018 -25.0332 .0000
In(pa) -.0031 .0011 -.002 -2.9321 .0034
In(a) 1016 .0006 132 170.6034 .0000
In(B) 19051 .0013 511 698.4365  .0000
In(y) 1.0013 .0013 565 793.7871 .0000
In(|Z4l) .8056 .0008 .603 984.5423  .0000
In(k) -.1699 .0017 -.073 -102.6065  .0000
In(A) -1.5557 .0248 -.045 -62.6956 .0000

of Configuration A p4, and the holding cost rate £ with the expected lead time change
«. Below, we show the regression equation including these three interaction effects.

Aln(TC)=—0.020n(14)—0.05in(A)—0.14ln(p| Z4|)—0.147(k| Z.4|)
+0.005In(k)+0.004ln(p.4 ) +0.02in (A4 ) +0.6In(| Z.4|) (3.8)
+0.29In(a)40.51In(5)+0.57In(v)+0.162n (ko)

The coefficient - 0.14 for the interaction In(pa|Z4|) indicates that a higher total piece price of
Configuration A, slightly reduces the negative effect of the number of integrated parts. The
same effect occurs if the holding cost fraction « is large. Nevertheless, both interaction effects
do not compensate for the main effect of |Z 4| which clarifies that the number of integrated
parts complicates consolidation with AM. Finally, a high holding costs fraction x combined
with a lead time increase through consolidation « further reduces the value of consolidation.

However, we decided not to study the interaction effects in further detail because of
two reasons. First, the model is only used to offer a preliminary interpretation of the
main effects before we detail our analysis in Section 3.5.1. Interaction effects obscure the
interpretability since multicolinearity and overfitting effects become more significant. Second,
our preliminary results showed that including interaction effects did not lead to a better
model fit since we were not able to further improve the R-squared.
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|
Chapter

The Transition to Additive
Manufacturing

In Chapter 2, we discussed how companies may identify promising spare parts for the
application of additive manufacturing (AM) technology. While the method has proven helpful
in different environments, we noticed that companies were uncertain about how and when to
perform the transition from the conventional manufacturing (CM) to the AM supply source.
Typically companies possess the capability and knowledge to source spare parts with CM
while experience still has to be gained on how to manage the supply of parts produced by AM.

Another aspect is the uncertainty associated with switching to a less mature manufac-
turing technology. For instance, a decrease in AM production costs is likely in the near
future (cf. Gibson et al. (2010), Khajavi et al. (2014) and Thomas (2016)), though the
order of magnitude and the timing is difficult to predict. In combination with a lack
of in-house knowledge on AM technology such uncertainties may prompt a risk averse
attitude at the management level. As a result, companies may rather trust in proven
methods than to embrace and explore new opportunities presented by AM technology. In
this chapter!, we address this problem and evaluate under which conditions a transition
to AM technology is advisable. By means of a stochastic dynamic programming model
and numerical experiments, we examine which transition strategies are most viable under
different conditions. As such, we address the third contribution mentioned in Section 1.4.3.

1This chapter is based on the working paper Knofius et al. (2018c).
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4.1 Introduction

The starting point for our analysis is a case study conducted at a world-wide operating OEM
for radar systems. In particular, we focus on a protection cover that is used for shielding
electronic components from moisture, heat, and accidental damage. As most of the case
companies’ spare parts that potentially appear producible with AM, the protection cover is
a mechanical component that is designed to outlast the lifetime of the radar system. Hence,
the protection cover exhibits (very) low failure rates that, in most cases, are caused by
external factors such as unintended stress levels, imprudence during maintenance/shipping
activities, or extreme weather conditions. With CM, the replenishment lead time of the
protection cover exceeds more than half a year because of low demand quantities and the
fact that the company is the sole customer. For the latter reason, the OEM and not the
supplier owns product-specific tooling which induces additional inventory costs.

We demonstrate that moving to AM technology pays off under various conditions in
the low-volume spare parts business. For example, in the case of the protection cover, a
higher AM piece price and additional AM preparation costs are compensated by lower
holding costs. Also, to the surprise of the OEM, an immediate investment in AM is the
best strategy to minimize total service costs. Our contribution to the literature is as follows:

1. We investigate if the preparation of AM technology is recommendable and what potential
gains are to be expected under various conditions. In contrast to other studies, we
take into account that knowledge and product-specific tooling is generally available for
sourcing CM spare parts (CM being the regular production method), while the transition
to AM still needs some preparation.

2. We analyze how and when a transition to AM technology is advisable for spare parts
supply during the remaining service horizon. Therefore, in comparison to other studies,
we consider an evolving inventory system where AM piece price and demand rates may
change over the course of the service horizon.

3. Apart from deriving general guidelines for decisions on how and when to switch to AM
technology, we also conduct a case study in the defense industry. With that, we respond
to the request for more case-based research in the application domain of AM technology,
see, e.g., Weller et al. (2015) and Savastano et al. (2016).

The remainder of this chapter is organized as follows. In Section 4.2, we develop the
mathematical model and discuss the underlying model assumptions. In Section 4.3, we
analyze the situation encountered at the OEM and, next, conduct numerical experiments.
In Section 4.4, we discuss possible extensions.

4.2 Model

To study the situation encountered at the OEM of radar systems, we first develop an
analytical model that mimics the evolution and describes underlying trade-offs and decisions.
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A general outline is presented in Section 4.2.1. In Section 4.2.2, we justify and motivate
the model assumptions. Section 4.2.3 formalizes the situation encountered at the OEM and
introduces the notation. In Section 4.2.4, we explain the costs evaluation, and we describe
the transition logic of the stochastic dynamic program in Section 4.2.5.

4.2.1 Outline

We consider an OEM who is responsible for maintaining an installed base of (radar) systems.
We focus on one specific component that is sourced initially with a CM method. The CM
approach requires specific tooling which, because of low demand rates, is owned by the OEM.

Technological advancements, however, allow the OEM to source the component with
a tool-less AM method as well. From the OEM'’s point of view, a tool-less AM approach
associated with (significantly) shortened replenishment lead times may render a transition
from CM to AM attractive. In fact, a shorter replenishment lead time may reduce the
stock-level and may decrease risks associated with a stock-out. Yet the OEM is uncertain
whether an investment in AM technology pays off in particular, given the possibly higher
AM piece price. Moreover, if a transition to AM is deemed profitable, the OEM is uncertain
when to invest in AM. For example, constantly decreasing AM piece prices and a lack of
experience with AM technology are compelling reasons to postpone the investment.

Additionally, it is unclear how the ability to source items with AM could influence the
sourcing strategy. For instance, one can envision a dual sourcing concept where AM and
CM are used in parallel. Alternatively, one may argue that using two sourcing methods
in parallel causes unnecessary costs. For example, by employing a single sourcing approach
with AM, the OEM may realize a substantial reduction in holding cost as product-specific
tooling required for the CM process can be discarded.

We develop a stochastic dynamic program to investigate the described trade-offs. Our
decision variables reveal the preferred sourcing method and order quantity in each period,
if (and when) to prepare AM and if (and when) to discard tooling necessary for CM. In
particular, we study for each period which decisions minimize the service costs composed of
setup, purchasing, holding, backorder, and discarding costs over the remaining service horizon.

4.2.2 Assumptions

Before outlining the model in detail, we describe the underlying key assumptions we used
to construct the model.

1. All lead times are deterministic and shorter than one period.

Lead times are typically a matter of contractual agreements with suppliers. In case a
supplier is unable to meet these agreements, delays are typically compensated. Hence it
seems reasonable for our analysis to stick to the mutually agreed lead times. Also, given
that we typically consider a period length of one year in our analysis, assuming lead times
of less than one period appears justifiable.
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2. Holding costs are encountered at the beginning of the period.

Equivalently, we may account for the holding costs at the end of each period. Here,
however, we charge holding cost at the beginning of the period as it allows an evaluation
independent, of the demand realization.

3. Failures occur according to a Poisson process.

The Poisson demand assumption seems most appropriate, given that we consider a
low-demand environment with mechanical parts that are dimensioned to outlast the intended
maintenance interval or lifetime of the capital good (common practice for downtime critical
mechanical components of capital goods). Accordingly, failures are random in nature and
may, for instance, be caused by unintended stress levels, imprudence during system usage,
maintenance, shipping activities, or unobservable quality issues during the production.

4. The expected number of failures are the same for an AM and CM part.

As discussed in Section 4.1, we consider parts with (very) low failure rates which are mo-
tivated by typical properties of printable parts. This characteristic has several consequences.
First, possible failure rate differences between the AM and CM versions are small in absolute
terms. Second, during the service horizon, the installed base composition only changes
marginally as most parts outlast the life cycle of the (radar) system and thus leave the overall
demand nearly unaffected. Finally, by assuming identical failure rates, it is not necessary
to keep track of the installed base composition which reduces the state space substantially.

5. Fuiled parts are replaced in negligible time if stock is available.

The replacement time of a failed part is short in comparison to the order lead times.
Furthermore, given that we assume identical failure rates (see Assumption 4), the associated
replacement frequency is independent of the decisions.

6. The OEM takes any required measures to fulfill outstanding demand.

To analyze a long service horizon, we consider a long period length. Thus, in case of
a stock-out occurring in some period, it seems realistic to allow for emergency shipments
during that same period. In case tooling is no longer available or AM is not prepared, a
stock-out may also lead to an immediate setup of the preferred method (which, if we stick
to CM produced parts, means a purchase of tooling again).

7. Fized order costs are incorporated in the piece price.

Given that we consider a low demand environment economies of scale are limited. Thus,
we assume that ordering costs are incorporated in the piece price of each item. Note that
this assumption appears not suitable for higher demand regimes since under these conditions
CM setup costs would typically favor batch ordering. To that end, the CM ordering costs
would have to be regarded explicitly similar to the model discussed in Chapter 6.

8. Emergency orders are carried out piece by piece.
See Assumption 6.
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4.2.3 Notation and Mathematical Model

The remaining service horizon of the radar systems is composed of discrete time periods of
equal length, denoted by n=1,....N+1 (say, years). Depending on contractual agreements,
the installed base size I B,, may change over the course of the service horizon. If stock is
available, the component is supplied from a single stock point in negligible time. Otherwise,
demand is backordered and the OEM incurs unit backorder cost b per period. To reduce
the backlog time, an emergency order run may be initiated during the period. For each
stored part, holding costs are encountered at the beginning of period n. Holding costs
are expressed in terms of a holding costs fraction x of the associated current piece price.
Demand is modelled by the random variable D,, in period n and determined by the current
installed base size IB,, and failure behavior of the installed components.

Originally, the OEM orders CM items from a supplier with a mean order lead time [
and piece price c¢o. The production of CM items requires product-specific tooling which,
due to low demand rates, is owned by the OEM. If tooling is available, the OEM may
decide to discard it at a cost fraction d7 of the tooling piece price cr. In the event the OEM
wants to (re)purchase tooling (because the demand realization is higher than anticipated
or tooling was not available in the first place), it is possible to order tooling at a cost price
cr associated with a mean order lead time of I7. Tooling holding costs are expressed as
a fraction k7 of the piece price ¢y and are charged at the beginning of the period if tooling
is available and will not be discarded. At the end of the service horizon (i.e., n=N+1),
tooling and any item stock are discarded. The costs for discarding a part are supposed
to be a fraction § of the associated current piece price.

The setup of the AM process takes [p, costs cp, and is required only once. The setup
contains activities such as supplier and material selection, design modifications, qualification,
and the determination of printing process parameters. The replenishment order lead time
of an AM item is equal to [4 which is usually much shorter than [. The AM piece price
is equal to ¢4, in period n. We model the AM piece price as a function of n in order
to describe anticipated piece price changes of the AM process. Typically, ca, will be a
decreasing function of n as AM production costs are expected to decrease rapidly. Later,
we model the AM piece price by means of an experience curve defined as ca, =ca 11"
with r=log(1—cf)/log(2) and 0<c¢f < 1. For a more detailed discussion on the AM piece
price development, refer to Appendix 4.A.

For each period n, we describe the model state with a four dimensional vector i, =
(1,m,02,n+83,m,04,n) € In Where ¢y ,, € Ny refers to the current number of CM items in stock, and
i2,n € No to the current number of AM items in stock. Furthermore, i3 ,, =0 if no CM tooling
is available and 43 ,, =1 otherwise, while 74 , =0 if the AM process has not been prepared yet
and 44, =1 otherwise. Note that in case AM has not been prepared yet (i4,=0), we know
that 42, =0 (no AM parts in stock). Hence, it would be sufficient to use a three dimensional
state space. For clarity of presentation, however, we stick to a four dimensional representation.

At the beginning of each period n, the OEM may face a number of decisions. Actions
taken are recorded in the four dimensional vector an = (a1,,,02.1,03.1,04,,) € Ay, where
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a1, € Ny describes the number of items to order and asg ,, indicates the sourcing approach.
Here, we use as,, =0 to describe a pure CM sourcing approach and as, =1 to denote a
pure AM sourcing approach. In case ag , =2, we use CM for regular supply and AM for
emergency supply. Further, a3, =1 if tooling is discarded at the beginning of period n
and a3 , =0 otherwise. Similarly, a4, =1 if the AM process is prepared at the beginning
of period n and a4, =0 otherwise.

Certain actions may be ruled out in advance and thus can be eliminated from the action
space. As discussed in Section 4.2.2, CM items are always used first when both AM and CM
items are available in stock. Furthermore, in case we do not carry out a regular order, i.e.,
a1 , =0, we may limit as,, € {0,1}. Also if we discard tooling as ,, =1, either we do not make
a regular order, ie., a1, =0, or we use the AM supplier, i.e., as, =1. Finally, if tooling is
unavailable or AM has already been prepared we know that a3 , =0 and a4, =0 respectively.

Table 4.1: Notation overview

Notation Explanation

1B, Installed base size in period n

ne{l2,...N+1} Period index

b Backorder cost per time unit

K Holding cost fraction for items

D, Total demand in period n

D, (t) Demand during time interval ¢ with 0<¢<1

lo CM replenishment lead time where 0<lc<1

or Tooling order cost

KT Holding cost fraction for the tool

or Tooling discarding cost fraction

lp Lead time for AM preparation where 0<[p <1

cp AM preparation costs

CAn AM piece price in period n

co CM piece price

la AM replenishment lead time where 0<[4 <1

) Item discarding cost fraction

inely Four-dimensional state vector in period n, in=(i1,n,12,ni3,n,i4,n)
sy Number of CM items in stock at the start of period n

i2n Number of AM items in stock at the start of period n

i3m 1 if tooling is available at the start of period n; 0 otherwise

tan 1 if AM has already been prepared at the start of period n; 0 otherwise
an €A, Four-dimensional action vector in period n, an = (1,102 n,03,n,04,n)
a1n Order quantity in period n

agp Sourcing approach in period n; 0 = CM; 1 = AM; 2 = Dual sourcing
asn 1 if tooling is discarded at the start of period n; 0 otherwise

Q4 1 if the AM process is prepared at the start of period n; 0 otherwise
Cy(in,an) Expected cost in period n

p(in+1 ‘inaan)

Transition probability
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Possible actions and cost assignments at the beginning of period n occur in the following
order: 1) discard tooling, 2) incur holding costs, 3) begin preparation of AM, 4) order
tooling, 5) order items, and 6) incur purchasing costs. The stochastic dynamic programming
recursion for the total costs from period n until the end of the horizon reads as follows:

Vi(in)= min {Ch(in,an)+ Z Pin+1lin.an)Voy1(inga)} (4.1)
an€An
int1€nt1
Vnt1(n) = (11,ncc+i2,0nCA,1n)0+ig nerdr (4.2)

where C,,(in,an) denotes the expected service cost in period n if we are in state i, €I,
and take action a, € A, (details are discussed in the next section). The probability to
jump to state in41 € Iny1 given that we are in state i, €I, and take action a, € Ay, is
denoted by p(int1/in.an). Equation 4.2 describes the costs encountered at the end of the
service horizon, i.e., costs for discarding the remaining stock and tooling. In Table 4.1, we
summarize the notation.

4.2.4 Cost Computations

The expected service costs Cy, (in,an) in period n are composed of holding costs H, (in,an),
discarding costs for parts and tools R, (in,an), expected purchasing costs P, (in,an), setup
costs T), (in,an ), and expected backorder costs By, (in,an). Next, we show how we evaluate
the cost factors for a given state vector i, and action vector ay,.

The holding costs of parts and tools H, (in,an) are accounted for at the beginning of
period n but after the possible discarding of the CM tool. Here, we value AM parts
according to the present period cost price. Accordingly, we have:

H, (inaan) = (il,nCC +i2,nCA,n)“+i3,n (1 - CLi’y,n)CTHT (43)

In each period n < N, we encounter discarding costs R, (in,an) in case tooling is discarded.
In the last period, we also discard unused parts. Thus the discarding costs are equal to:

. a3.n83.0CT0 ,ifn<N
-Rﬂ(lnaan) - .37 5 T T . . B (44)
(i1, nCe+i2nCAn)0+i3 nerdy i n=N+1

The expected purchasing costs P, (in,an) depend on the order quantity (ai,,) and chosen
supplier (az,,). Also, we have to consider the situation in which stock-outs require emergency
order that lead to additional purchasing costs. The expected number of emergency orders
in period n, UP, (i1 ,n,i2.n,01,n), equals

UPn (i17nai2,n7al,n) = E[(Dn _iLn _Z.Q,n _a17n)+] (45)
Thus, the expected purchasing costs are represented by:
(1, +UP, (i1 nyi2,n,a1,n))cC ,if ag,, =0
Pn(inaan) = (al,n+UPn (il,naiZ,nﬂll,n))cA,n ) if agn= 1 (46)

a1.nCC +UPn (il,nai2,n;al,n)cA,n y if a2.n =2
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The setup costs T),(in,an) consist of AM preparation T ,(in,an) and tooling procurement
costs T 4, (in,an). Hence we have T}, (in,an) =71 1 (in,8n) + 72,1 (in,an). AM preparation
costs arise if the OEM decides to prepare the AM process at the beginning of period n, i.e.,
a4, =1. Furthermore, in case we use AM for emergency supply, i.e., az, €{1,2}, and AM
has not been prepared (i4,, =0), preparation costs may arise to order items for backorder
clearing. Accordingly, we have:

Tl,n(inyan) - (a4,n +min{1;a2,n}(]~ *a4,n)(]- *Z4n)PUPn (il,naiZ,naal,n))CP (47)

where PUP, (i1 n,i2,n,01,,) Tepresents the probability of an emergency shipment in period
n, i.e., demand exceeds inventory (i ,+i2,,) plus regular order (aj,):

PUPn (il,nai2,n7a1,n) =1 _PT{Dn < 7;l,n +7:2,n +a1,n} (48)

The OEM encounters tooling procurement costs if we use CM supply, i.e., az, €{0,2} and
a1, >0, while tooling is not available (i3, =0). Note that, as explained in Section 4.2.3,
it is not possible to discard tooling (as,,=1) and then order items from the CM supplier in
the same period n. Furthermore, we may encounter tooling procurement costs for backorder
clearing. This event may arise if no order is carried out (a; , =0) and we use CM for
emergency supply, i.e., as, =0 while tooling is not available, i.e., i3, =0 or as, = 1.
Accordingly, we have:

. I (aQ, )(1—7;3 )CT if aq n>0
Ty, (in,an) =4 (021720 " o 4.9
> ( ) {I{O} (a2,n)(1+a3,n *iS,n)PUPn(il,naiQ,nval,n)CT 5 if ain =0 ( )

with I; y(.) representing an indicator function that is equal to one if the condition is fulfilled
and zero otherwise.

When we determine the backorder costs, we account for stock-outs in the period in which
they arise. Thus, if a stock-out occurs towards the end of period n, the entire duration
of a stock-out is charged in period n. We distinguish between four scenarios leading to
downtime denoted by Q4 ,,(in,an), Q2.0 (in,an), 235 (in,an) and Q4 , (in,an) respectively.
Accordingly, we have:

Bn (irnan) = b(Ql,n (inaan) +QZ,n (invan) +Qj,n (inaan) +Q4,n (invan)) (4 10)

The downtime calculations depend on the sourcing approach as ,,. Here, we focus on the
case ag, =1 and refer to Appendix 4.B for the other cases. € ,,(in,an) accounts for
backorders that arise if demand cannot be filled from the initial inventory (i1, +i2.,), but
instead with the regular order (a1 ,,,). In this case, we incur downtime until order arrival.
Q2. (in,an) describes the scenario where the initial inventory and the regular order (if any)
cannot cover demand. Subsequently, an emergency order becomes necessary which leads
to downtime of at least the AM replenishment order lead time /4. However, as we cover
in Q3 ,,(in,an), it is also possible that AM has not been prepared yet. In this case, we
have additional downtime [p for the first emergency order while we may incur a part of
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Ip for any additional demand arriving during AM preparation. Finally, as described by
Q4 (in,an), we may have started AM preparation at the beginning of the period which
possibly has not finished before an emergency order becomes necessary. In this case, we
encounter part of the AM preparation lead time [p as well.

For 1 ,,(in,an) we have:

r+ai
0.5(d—r)(d—r+1
Qnlinan)= > Pr{D,(t)=d} ( ZL " a1 (411)
d=r+1

with 7 =11, 442, and t=(la+1p(1—1is,,)) representing the relevant fraction of period
n before order arrival. For the derivation of the formula we used that Poisson demand
arrivals are uniform distributed over the relevant time interval, conditional on the number
of arrivals in the interval. Accordingly, in case of d demand arrivals in ¢, the downtime

is equal to t_ (d+1—a)/(d+1)=t3"_, a/(d+1)=t(0.5d(d+1))/(d+1).
Next, Qg 1, (in,an) is defined by:

Qg,n(in,an) = UPn{il,n,ig,naLn}lA, if a2n= 1 (4.12)
assuming piece by piece ordering from the emergency source (cf. Section 4.2.2).

Q3 1, (in,an) is only relevant if AM has not been prepared yet nor the AM preparation has
started yet, i.e., 74,041,041, =0. In this case, we have additional downtime [p for the first
emergency order while we may incur a part of [p for any additional demand arrival during
AM preparation. Given the Poisson assumption, the latter time fraction can be expressed
by > oo, Pr{D,(lp)}d/2=(A\,lp)/2 where \, denotes the mean demand rate in period
n. Intuitively, this relation follows because each demand arrival during the preparation
lead time [p, encounters 0.5/p downtime on average. Accordingly, we have:

Anl
QS,n(inaan) :Pr{Dn 2 Z1n""ZQ,n'i_l}lP(l"'_ 7}))

, if i4’n7a4’n,a1}n :0/\(12’” =1 (413)
Finally, 4 5, (in,an) accounts for the possibility of starting AM preparation at the beginning
of the period (either because we ordered with the AM supplier or prepare AM proactively,
ie., i4,=0A (a1, >0Vay, =1)) which possibly has not finished before an emergency
order becomes necessary. In this case, we encounter part of the AM preparation lead time
lp as well and thus have:

2 05(d=r)(d—rt1),
d+1 P

Q1 (in,an) = Z Pr{D,(lp)=d}
d=r+1

if iy, =0A(a1,,>0Vas,,=1)Aag, =1 (4.14)

with =11, +42,n+a1,,. The derivation follows the same line of reasoning as for Q1 ,,(in,an).
To further clarify the backorder costs computations, we provide a numerical example in
Appendix 4.B.
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4.2.5 State Transitions

The state transitions depend on the current state, the actions, and the demand realization.
To clarify the underlying logic, we discuss possible transitions for one state and two actions.
Other transitions follow the same logic and are determined by the algorithm presented in
Appendix 4.C. For both examples, we have the following state at the start of period n:
one CM item is in stock (and no AM item), tooling is available and the AM process has
not been prepared, i.e., i, =(1,0,1,0). Figure 4.1 shows the possible transitions for the two
selected actions.

Pr{D,=0} Pr{D,=0}
Pr{D,=1} ’ ’ Pr{D,=1}
1,0,1,0 1,0,1,0
Pr{D,>1} Pr{D,>1}

g

0,0,1,0

Figure 4.1: Transition with action an=(1,1,1,1) (left) and action an=(0,0,1,0) (right)

On the left side of Figure 4.1, we order one part from the AM supplier, decide to discard
tooling and prepare AM, i.e., a,=(1,1,1,1). For this example, it is important to realize that
we always move to the state i1 =(0,1,0,1) but not to state in+1=(1,0,0,1) if D,,=1. As
explained in Section 4.2.3, by default we always use the CM part first if both part versions
are in stock.

On the right side of the figure, we illustrate possible transitions for the action where
we do not order any part, use CM for emergency supply, discard tooling and do not prepare
AM, ie., a,=(0,0,1,0). As illustrated, despite discarding tooling at the beginning of period
n, we still may end up in state in+1 = (0,0,1,0), i.e., with tooling. This transition is a
consequence of the assumption that the OEM solves a stock-out as soon as possible and
thus, for this example, reproduces tooling if D,, >1. Only in the next period (n+1) is it
possible to discard tooling again.

4.3 Analysis

In Section 4.3.1, we evaluate the protection cover case. Next, in Section 4.3.2, we carry out
a sensitivity analysis to evaluate the value of moving to AM technology for more general
settings.
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4.3.1 Case Study

The protection cover is used for shielding electronic components from moisture, heat and
accidental damage in radar systems. Figure 4.2 shows the design of the protection cover.

Figure 4.2: Design protection cover

Originally, the protection cover is built with molding technology using carbon epoxy. In
case of a failure, usually caused by external factors such as extreme weather conditions
or imprudence during maintenance activities, the protection cover has to be replaced.
Otherwise, the risk of damaging expensive components would be too high. In case of a
stock-out, the exposed electronics is normally covered with a temporary solution that, at
least, offers some protection. Overall, the company management translates the associated
risks to backorder costs of approximately 43,800 euro per year (120 euro per day). Provided
experience with AM technology is lacking, such low-risk cases are often preferred by
companies or sometimes even enforced by regulations as, e.g., in the aerospace industry.
Nevertheless, in Section 4.3.2, we also consider high backorder costs scenarios that are not
uncommon in the capital goods spare parts business.

€ 13,300
—— CM piece pricce I AM piece price

€9,781

3
‘pam €7.668 €7,194
o €0.847 €6,576 ¢ 6355

2018 2022 2026 2030 2034 2038 2042 2046

Figure 4.3: AM piece price development compared to CM
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The CM replenishment lead time of the protection cover is relatively long and takes
approximately seven months, which is caused by low demand quantities (<1 per year),
and the fact that the company is the only customer for the protection cover. For the latter
reason, the company also owns the mold, which causes tool holding costs.

Evaluations showed that a Selective Laser Sintering (SLS) process, using glass-filled nylon,
technologically qualifies for the production of the protection cover. Further, preliminary
analyses by technical staff indicated that only minor design changes would be required (and
desired) to provide functionality comparable to the CM version. Unfortunately, consultations
with a supplier of glass-filled nylon prints revealed an estimated piece price of 13,300 euro,
which is approximately 7,500 euro higher than the price of the CM version. As we discussed,
such price differences are the norm rather than the exception today.

Table 4.2: Input parameter case study

cal 13,300 euro la 14 days

co 5,768 euro lo 196 days

cp 10,000 euro lp 28 days

cr 5,900 euro 178 65 days

b 43,800 euro/year K 0.1 euro/euro/year
A 0.01 failures/system/year ~ kp 0.1 euro/euro/year
IB, 60 systems d -0.1 euro/euro

N 30 years 6r  -0.1 euro/euro

To model the AM piece price decrease over the service horizon, we follow the explanations
in Appendix 4.A and assume an AM piece price reduction by about 30% (i.e., ¢f=0.15)
within the next five years. The resulting AM piece price development is shown in Figure 4.3.
Overall, the AM piece price remains higher than that for the CM version of the protection
cover (5,768 euro) during the entire service horizon. Hence, at first sight, the value of
moving to AM technology appears doubtful — in particular if we consider that about
10,000 euro are required for the preparation of AM. Currently, the case company possesses
the mold, has one spare part in stock and has not prepared AM yet. Furthermore, based
on contractual agreements, it is expected that the installed base size remains constant over
the service horizon. All parameter values are presented in Table 4.2.

Using the model described in Section 4.2, we quantify the extent to which a transition to
AM may influence the remaining service costs. Figure 4.4 displays the cost difference between
servicing the installed base solely with CM (Do not move to AM) and the approach where
a transition to AM is possible (Move to AM). Additionally, we show the cost composition
where we omit cost factors that do not contribute more than 0.01% to the overall costs. As
we observe in Figure 4.4 moving to AM turns out economically valuable with cost savings
of more than 12% over the course of the remaining service horizon. This finding relates to
holding cost savings that are obtained by discarding tooling and by reducing stock level and
stock-out risk. The latter is a direct consequence of the relatively short AM replenishment
lead time. Moreover, in Figure 4.4, we observe that holding costs reductions compensate
for a higher AM piece price and additional AM preparation cost.
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Figure 4.4: Cost-saving potential

To secure these cost savings, we find that the OEM should prepare AM in the first year
and always use AM for emergency supply, ie., as,, €{1,2}. Figure 4.5 reveals more insights
about the transition policy and, for each year n, shows the probabilities of CM tooling in
stock, Pr{is, =1}, and regular supply with AM, Pr{as, ,=1|a1,,>0}. Despite preparing
AM in the first year, we find that it is not recommended to discard tooling before Year
4 in any case. Instead, depending on the demand realization, we may use CM for regular
supply up to Year 9. Interestingly, according to our cost predictions, the piece price of AM
will still be about 2,400 euros higher than with CM after the transition to AM is completed.
Figure 4.6 shows the average inventory levels for both sourcing methods for each period.
As expected, the average on-hand stock reduces with the transition to AM. The reason
that we observe a lower average CM inventory level in Year 2 than in Year 3, is caused
by the relative low demand. Since we ordered in Year 1, it is likely that we do not have
to reorder in Year 2. This becomes more likely in Year 3 though.

100% 25
80% —o— Priiz,=1} 20 ------ CM inventory level
é‘ 60% —<— Pr{az,=1la;,>0} %1-5 ---=" AM inventory level
3 2
S 40% 1.0
A~ ’ < L
20% 0.5 B .
0% e e e e e 0.0 ‘_______.‘—/' ‘ “‘ ............. N ‘
01 2 3 4 5 6 7 8 9 1011 12 0 5 10 15 20 25 30
Year Year

Figure 4.5: Transition policy Figure 4.6: Average inventory levels
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For the company, the result clarifies that the economical valuation of AM should not
be based on the AM piece price exclusively. Also, the awareness that an investment in
AM technology provides immediate benefits, stimulated a more extensive search for AM
applications in the company. In fact, the case study exemplified that the value of AM
technology — in particular in the spare parts business -— often appears to be underestimated.
We conclude that conceptual insights alone appear insufficient to motivate the adoption of AM
in the service business. Currently, business-specific use cases seem paramount to convincing
management about the value of using AM technology for their spare parts operations.

4.3.2 Numerical Experiments

Some characteristics of the protection cover are rather specific and may deviate from
other applications. In this section, we perform a sensitivity analysis to draw more general
conclusions about the value of moving to AM technology. Therefore, we justify chosen
parameter ranges first and then discuss the results.

Experimental Design

In the spare parts business for capital goods, we often encounter long service horizons. For
example, Van Houtum and Kranenburg (2015) consider a service horizon between 10 and 40
years realistic. For our experiments, we analyze instances with a remaining service horizon
(N) between 10 and 20 years. The choice to analyze a shorter time horizon is motivated by
several aspects. First, today, it is likely that AM is considered in situations where the regular
production phase ended several years ago. Second, in preliminary experiments we found that
a transition to AM is typically considered in the first half of the service horizon, or not at all.

The installed base size in period n, IB,, influences the demand rate and demand
development over the service horizon. For the scenario encountered in the case company,
we assumed a constant installed base size motivated by contractual agreements. After the
regular production phase, a decreasing installed base size is also considered to be realistic
in several cases, see e.g. Inderfurth and Mukherjee (2008) or Dekker et al. (2013). Thus, we
will regard both options in our experiments, a constant installed base size and a decreasing
installed base size. In order to model the installed base size reduction, we use a decreasing
function of the form IB,,=[IB; —(n/x)¢| with ¢>1, yielding a concave decreasing curve
with increasing n (see Figure 4.7). The value for z is set to obtain a desired final installed
base size, i.e., x=N/(IB,—IB(N))'/¢ . Figure 4.7 illustrates the different installed base
development profiles we consider in the sensitivity analysis.

AM technology was identified to be the most valuable for low-volume production, i.e., for
production where economies of scales do not play a significant role, see, e.g., Khajavi et al.
(2014) and Liu et al. (2014). Accordingly, we chose the installed base size in combination
with the failure rate such that the demand rate is low. Yet, compared to the case study
where we encountered less than one demand arrival per year on average, we also investigate
possible effects of higher demand rates.
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Figure 4.7: Installed base development

The backorder costs (b) for the protection cover are minor if compared to other examples
in the industry. For instance, in the semiconductor industry, failures leading to a standstill of
the production line may cost tens of thousands of euros per hour (Kranenburg, 2006). In the
numerical experiments, we will consider backorder cost between 36,500 and 1,825,000 euros
per year. The reason behind the exclusion of even higher backorder costs in this study is
twofold. First, companies might be inclined/forced to refrain from printing very critical parts,
see Section 4.3.1. Second, in case of very high backorder costs, other solutions such as redun-
dancy, design improvements, or predictive maintenance strategies become more attractive.

As we motivated for the protection cover, in case of low demand rates the replenishment
lead time with CM methods is typically long, say several months. Liu et al. (2014) assume
lead times between 1.5 and 8 months, whereas the AM lead time is typically assumed to be
less than a month. In our experiments, we consider a comparable range. For the AM piece
price in the first period, c4, 1, we use three values which, in combination with three values for
the cost development factor (cf), lead to nine costs profiles. In Figure 4.8 we show the three
cost profiles in case c4,1=10,000 euro. The six other cost profiles exhibit the same pattern.

As is depicted, we study both: scenarios where AM remains more expensive over the
entire service horizon and scenarios where, at a certain point in time, AM becomes less
expensive than CM. Depending on the choice of the cost development factor (cf), the cost
decline is faster or slower. Overall, we decided to investigate this wide range of possible
cost developments, because various cost profiles are perceivable, depending on features such
as material type, AM process, and geometric complexity. Finally, we vary the holding cost
rate with k=0.1 and k=0.15. Remaining model parameters remain unchanged compared
to the protection cover case.
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Figure 4.8: Unit costs development with ca,1=10,000 euro

Sensitivity Analysis
To evaluate the results, we use four performance indicators:

1. ACq describes, as an average over associated instances, the relative cost difference
between the scenario where we limit ourselves to solely using CM, i.e., as, =0, for
n=1,..,N+1, and where transitioning to AM technology is possible.

2. AS describes the difference between the maximum stock level in case we use CM and
AM. For scenarios where it is optimal to never use AM, i.e., ag,, =0, for n=1,....N+1,
we define AS=0.

3. Prep denotes the time horizon that has passed before AM is prepared, averaged over
all instances where preparation occurred. Instances, where AM is never prepared are
excluded (~6% of instances).

4. Dis describes the average time horizon that has passed before tooling is discarded. We
consider the same instances as used for the calculation of the performance indicator
Prep to allow for comparability between Prep and Dis.

Table 4.3 shows the factors and factor levels of the experimental design and the results for
the performance indicators as average over the associated instances. Note that parameters
not mentioned in Table 4.3, remain unchanged compared to the case study discussed in
Section 4.3.1. Over all instances, we find average cost savings of about 35%. The results
in Table 4.3 show that the cost-saving potential (ACp) is most sensitive to (i) the lead
time difference between the AM and CM method, (ii) the backorder costs and (iii) the AM
and CM piece price difference (including the rate at which the AM piece price decreases).
Subsequently, we interpret these findings.

The sensitivity of the cost-saving potential on the lead time difference and backorder costs
are explained with holding cost savings. As we observe in Table 4.3, the lead time difference
between AM and CM method significantly influences the stock level difference AS. That
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Table 4.3: Results sensitivity analysis

Parameters Parameter values ACy AS Prep Dis

N 10 years 30% 25 1T% 28%
20 years 1% 24 4% 24%
1B 50 parts 35% 1.5 13% 14%
150 parts 33% 24 10% 28%
300 parts 38% 34 &% 36%
Installedbase c¢=2; IB(N)=0 35% 2.7 12% 22%
development ~ ¢=7; IB(N)=0 3B% 24 11% 27%
const. 36% 23 % 29%
b 36,500 euro/year 29% 24 10% 18%

365,000 euro/year 32% 25  13% 28%
1,825,000 euro/year  45% 26 9% 31%

le 60 days 23% 1.8  10% 29%
180 days 48% 3.1 11% 23%
la 5 days 40% 2.8 6% 23%
15 days 31% 21 15%  29%
K 0.1 euro/euro/year 32% 26  14% 28%
0.15 euro/euro/year  39% 23 ™% 24%
cA 6,000 euro 74% 23 0% 0%
10,000 euro 23% 2.5 6% 26%
14,000 euro 9% 2.6  28% 57%
of 0.1 B% 25  1T%  36%
0.15 34% 2.5 11% 26%
0.2 46% 2.4 5% 17%

is, the stock level difference increases, in case the AM lead time becomes shorter or the CM
lead time becomes longer. On the other hand, the backorder costs affect AS only marginally
(cf. Table 4.3). However, by increasing the backorder cost, the relative importance of saving
holding cost increases. As explained during the case study, saving holding cost is a primary
benefit of transitioning to AM technology. In fact, the relative holding cost fraction more
than doubles if we compare b=36,500 euro/year and b=1,825,000 euro/year.

This result stresses the prospect of printing critical parts for the spare parts business.
Currently, however, companies are reluctant (or not allowed) to consider high backorder
costs cases. In particular, high AM process variability raises concerns about part reliability
and, for the time being, renders the certification of critical parts cumbersome. In the near
future, closed-loop control mechanisms which support online adjustments and corrections
of the printing process may significantly decrease process variability, see, e.g. Craeghs et al.
(2012) or Everton et al. (2016).

In Table 4.3, we also observe cost savings increasing if the holding cost fraction (k)
increases. Further analysis revealed that this result follows the same rational as for the
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backorder costs: the higher the holding costs factor, the higher the relative importance
of holding costs saving. We infer from these results that high inventory and backorder costs
indicate the profitability of moving to AM technology in the low-volume spare parts business.

The initial AM piece price (c4,1) is most influential on the cost savings (cf. Table 4.3).
This result is explained by the fact that, in case the starting AM and CM piece price are
comparable, CM becomes inferior quickly (equal or higher piece price and longer resupply
lead time). Thus, a fast and complete transition to AM has few drawbacks and leads to
immediate holding and purchasing cost savings. On the other hand, in case the AM piece
price is high (which is more likely today), purchasing cost increase and solely the reduction
of holding costs reduction may justify the transition to AM. Hence, in case the initial AM
piece price is very high, cost savings are less substantial.

The trade-off between holding cost decrease and purchasing cost increase also influences
the transition strategy. Figure 4.9 illustrates the situation by comparing the time horizon
% before AM is prepared, Prep, and the time horizon % before CM tooling is discarded,
Dis, for different values of the starting AM piece price (c41).

[ Time horizon % before AM is prepared
Il Time horizon % before CM tooling is discarded 1%
+ 29 pp.
. 26 % 28 %
+ 20 pp.
6 %
0% 0%
100% CM piece price 175% CM piece price 250% CM piece price

AM piece price at the beginning of the service horizon

Figure 4.9: Prep and Dis for different values of the starting AM piece price ca

As we observe in Figure 4.9, if the initial AM piece price is low, tooling is discarded at
about the same time as AM is prepared. Hence, a dual sourcing approach as described
in the case study is usually not profitable under these conditions. On the other hand,
the higher the AM piece price becomes, the longer the time horizon where both sourcing
methods are used in parallel (AM is prepared before tooling is discarded, cf. Figure 4.9).
During the time horizon where dual sourcing is applied, we typically use CM for regular
and AM for emergency supply (a2, =2). Consequently, we are able to reduce stock while
the purchasing cost increase is maintained within limits.



4.4. Conclusion 83

Similarly, as shown in Table 4.3, a large installed base size (I By) and high backorder costs
(b) increase the time horizon where both methods are used in parallel. Remarkably, in case a
transition to AM is profitable, AM preparation takes place relatively early during the service
horizon (Prep=10% on average, cf. Table 4.3). This observation motivates the conclusion
that an investment in AM technology should not be postponed. Instead, before a complete
transition to AM is economical, one could use both sourcing methods in parallel. Apart
from the economical perspective, an early AM preparation also enables the accumulation
of experience with AM which appears beneficial prior to a full transition to AM technology.

Finally, we observe that an increasing demand rate (determined by multiplying installed
base size with failure rate) has a positive, though less predominant, effect on the value of
AM. It remains an open research question when economies of scale reverse this trend. Here,
we refrain from further analysis on this matter given that our model choices are tailored
to a low-demand environment.

4.4 Conclusion

The findings can be summarized as follows:

1. Over all instances, we find average cost savings by moving to AM of about 35% despite
a typically higher AM piece price and additional AM preparation costs. The cost-saving
potential increases predominately with increasing backorder costs, increasing AM and
CM lead time differences, and decreasing piece price differences between AM and CM.

2. The costs reduction is primarily achieved by holding cost savings with AM that are
caused by decreasing stock levels, a reduced stock-out risk and the option to use a
tool-less AM process. In case the backorder and inventory costs are high, the holding
cost reduction becomes most beneficial.

3. If AM becomes competitive during the remaining service period, the preparation of AM
should not be postponed. Instead, before a complete transition to AM is profitable,
it is beneficial to use both sourcing methods in parallel for several reasons. A dual
sourcing with AM enables holding cost savings while the purchasing cost increase (due
to a typically high AM piece price) is kept within reasonable limits.

4. We find a long dual sourcing period if the AM piece price is high, the demand rate
is high, or if the backorder costs are high. During this period, CM is used for regular
production and AM is preferably used for emergency supply.

5. It appears that the value of AM for spare parts supply is underestimated. Company-
specific business cases seem necessary to convince management about the value of moving
to AM technology for spare parts supply. In particular, the opportunity to invest in
AM technology at this early stage appears to be disregarded.

To further support our findings, it might be valuable to extend the proposed model by
also considering stochastic AM piece price developments. Even though we base our analysis
on predictions made in the literature, it is well-perceivable that uncertainty regrading piece
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price development will influence the investment decision. Similar extensions are perceivable
for the installed base development and the service horizon length. Finally, one may consider
a scenario where supply disruptions occur during the service horizon. A straightforward
extension in this regard might be to model an occasionally occurring loss of tooling. While
conducting the case study, we were several times confronted with scenarios where the tooling
was lost due to operational inadequacies.

Appendices
4.A AM Piece Price Predictions

Fast market growth, rapid technological advancements, patent expiration, and decreasing raw
material prices are only some indicators that the production costs for AM parts will reduce
significantly over the next years. A comparable effect for CM parts is unlikely. To account
for this discrepancy, we model the AM piece price cy ,, as a decreasing function over time.

A widely accepted approach to forecast technological costs, see e.g. Nagy et al. (2013)
or Magee et al. (2016), is the use of an experience curve with the underlying logic that the
costs reduce by a constant every time the experience doubles. Alberth (2008) explains that
using experience curves qualify to obtain insights into potential prices during the growth
phase in competitive markets which significantly resembles the AM market. For our model,
we assume that experience is gained in every period and rely on estimated price reductions
(see below) in order to specify the experience curve. More explicitly we have:

i
CAn=CA1N

where r describes the elasticity of the cost reduction to the experience, defined as

r=log(1—cf)/log(2).

An analysis conducted by Roland Berger (2013) forecasts an AM production cost
reduction potential of about 30% between 2018 and 2023. A study sponsored by the
German government (Bechthold et al., 2015) and a report from Siemens (2014a) support
these predictions. For the case study conducted in Section 4.3.1, we utilize the same cost
development, i.e., cf =0.15. Nevertheless, in order to understand the impact of more
conservative or optimistic cost development predictions, we include the factor cf in the
sensitivity analysis conducted in Section 4.3.1.
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4.B Backorder Costs

Before we give a numerical example, we explain the calculation of € ,(in,an), 22,5 (in,an);
Q3. (in,an) and Q4 5, (in,an) for sourcing with CM only (az, =0) and where we apply a
dual sourcing approach (as,, =2).

In case ag,, =0, the calculations remain the same as for the case ag,, =1 except that the
associated lead times change. Therefore, we have to replace [4 by I and [p by 7 in Equa-
tions 4.11-4.14. Furthermore, in case of {23 5, (in,an), we have to account for the possibility
that we may decide to discard tooling in period n, i.e., ag,=1. Accordingly we have:

Anl . .
QS,n(inyan):P{r{Dn 211,n+22,n+1}lT(1+TT)u if al,naa2,n:0/\(13,n:Ova3,n:1)

In case (a2,,=2), Q1,5 (in,an) is calculated similar to the case where as, =0. The values
Q. (in,an); Q3.1 (in,an) and Q4 ,,(in,an) are calculated as if ag,, =1.

Next, we give a numerical example to clarify the backorder costs calculations. Assume we
are in state i, =(2,0,1,0) (two CM items, no AM items, tooling available, AM not prepared)
and take action a, =(2,1,1,1) (order 2 items with AM, discard tooling, and prepare AM).
We encounter backorders of type 1 ,(in,an) if 3<D,,(t) <4 and have

240 2) = Pr{Dy (£)=8) 3+ Pr{D()=1} (5 + 51

with t=104+1p. For the case that D,,(t)=3, we know that the third demand arrives at
(3/4)t and is fulfilled after (1/4)t on average using that demand arrivals are uniformly
distributed. Following the same logic, in case D,,(t) =4, the third and fourth demand arrival
cause a backorder duration of (2/5)t and (1/5)t, respectively. For the case that D,,(t) >4,
we encounter downtime of type s, (in,an) and 4, (in,an) because AM preparation is
initiated at the beginning of period n.

For the sake of explanation, let us assume D,,(Ilp)=6. Again using that Poisson arrival
are uniform distributed, expected arrival times are equal to (i/7)lp (i =1...6). Then,
Qyn(in,an) =(2/7+1/7)lp because the first two demand arrivals are filled from stock and
the second two with regular supply.
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4.C State Transitions

Algorithm 4.1, shows the procedure to determine i,41 in case we use emergency supply
in period n.

Algorithm 4.1: Determines i, 1 based on iy, ay and D,, if 41 ,,+42 ,+a1 ,, — D, <0

1141582041 =0, 13 n41 =13 n, 141 =14}

if a,, =0 then
7:3,71—1-1 - 1,
if a4, =1 then

L Z‘4,714-1 - ]-7

if az,, =1 then

i4,n+1 = 1;

if az,, =1 then
L i3,7l+1 :07

if as, =2 then
Z‘4,n+1 - ]-7
if a1, >0 then
1341 =1;
else
if a3, =1 then
| i3n11=0;
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Algorithm 4.2, shows the procedure to determine i1 1 in case we do not require emergency
supply in period n.

Algorithm 4.2: Determines in 1 based on in, an and D, if 41 ,, 442, +a1,,, — Dy, >0

13041 =13,ns 14,n+1=14,n}
if a3z, =1 then

| i3n1=0;

if agn#1 and ay ,, >0 then

| d3nt1=1

if ayn=1 or (a2,=1 and a1, >0) then
T4nt1=1;

if i4,n+1 =0 then
i17n+1 :Z'Ln-f—’ig,n +a11n —Dn and ’L.27n+1 :0;

else
if as,, =1 then
if i1 ,— Dy, >0 then

L i17n+1 :Z‘l,n*Dn and i27n+1 :1‘27n+a17n;
else

L 141 =0 and @2 p41 =101 n+i2n+a1,n—Dp;

else
if i1,,— Dy, >0 then

L i17n+1 :i1,n+a1,n—Dn and i27n+1 Zig’n;
else if ¢y ,,+i2,—D, >0 then

L 11 =01, and @9 541 =915 +i2n—Dy;
else

L i17n+1 :il,n +7;2’n+a1’n—Dn and i2’n+1 :0;
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|
Chapter

Additive Manufacturing as Dual
Sourcing Option

In the previous chapter, we observed that dual sourcing often plays an important role in
the transition from conventional manufacturing (CM) to additive manufacturing (AM).
To that end, we study the implications of sourcing spare parts with a mix of AM and CM
methods in more detail in this chapter' and develop an approach that is tailored towards
the unique characteristics of dual sourcing with two production methods (which fills in
Contribution 4, cf. Section 1.4.3).

As opposed to the previous chapter and in contrast with the literature, we consider
different failure behavior of parts produced by AM and CM methods. This extension
seems required since not only the production process but also design and used material are
typically different for both part versions, cf. Wits et al. (2016). Predominantly for scenarios
where the installed base size is relatively small compared to the demand rate, sourcing
decisions will impact future demand, which makes the overall trade-off more complex. For
example, fast resupply using AM helps reducing downtime in the short run, but in the
long run a higher AM failure rate may offset this benefit. Using numerical experiments
and a case study in the aviation industry, we explore under which conditions dual sourcing
with two different production methods performs best.

1This chapter is based on the working paper Knofius et al. (2017).
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5.1 Introduction

The flexibility of selecting between AM and CM methods holds the potential of significant cost
savings — even if AM part characteristics are (still) inferior to the CM version. For example, if
the AM item fails three times more often than the CM item on average, there are still realistic
cases where dual sourcing offers cost savings of up to 30%, cf. Section 5.4. Furthermore, we
find that dual sourcing with AM is most promising for cases that are often observed in the
spare parts business for capital goods: low demand rates, high holding and downtime costs.
A case study conducted at an OEM in the aerospace industry extends our findings and
exemplifies how practical considerations such as design costs and operational cost savings
may influence the value of dual sourcing with AM. In particular, we clarify that the AM
benefit of short lead times is often most interesting for parts that are not immediately natural
candidates for design improvement with AM. This insight may demand a reconsideration of
the current practice to select parts for AM based on the prospect of design improvements.

The remainder of this chapter is organized as follows. In Section 5.2, we position our
work within the dual sourcing literature and clarify our contribution. Next, in Section 5.3,
we develop a specific dual sourcing model and explain its evaluation and optimization. In
Section 5.4, we conduct numerical experiments to study the value of dual sourcing in the
spare parts business. Section 5.5 demonstrates the application of our model in practice.
We close with Section 5.6.

5.2 Dual Sourcing Literature

Here, we review the dual sourcing literature where we focus on selected papers and refer
to Minner (2003) and Zhou and Yang (2016) for a more extensive discussion. Dual sourcing
models typically distinguish between two supply options: one that is cheap but with a long
resupply lead time (regular supply), and one that is expensive but with a short resupply
lead time (expedited order). The first contribution to the dual sourcing literature was
made by Barankin (1961), who discusses a single-period model with emergency shipments.
Whittemore and Saunders (1977) consider the periodic review case with deterministic lead
times. They show that as soon as lead times between both supply options differ by more
than one period, the optimal policy depends on delivery time and quantity of the in-transit
parts. Although dynamic programming methods allow solving such problems, the large
state space leads to computational intractability even for medium-sized problems. Hence,
more recent, contributions are devoted to approximations of the optimal policy.

For the periodic-review case, Veeraraghavan and Scheller-Wolf (2008) study a capacitated
inventory model with deterministic lead times. They propose a dual-index policy that keeps
track of one inventory position for each sourcing option. While the evaluation is partially
based on simulation, the dual-index policy provides close to optimal results. Arts et al. (2011)
extend the model and allow for stochastic lead times for the regular supply source. Also, their
approach does not rely on simulation and thus decreases the computation time significantly.
Scheller-Wolf et al. (2006) use a single-index policy where they monitor a single inventory
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position for each sourcing option. In case the inventory position is below the expedited target
level, an order is placed to raise the inventory position to this level. Next, a regular order is
used to bring the inventory position up to the regular target level. Their results show that the
single-index policy performs comparably well but can be computed 25-60 times faster than
the dual-index policy by Veeraraghavan and Scheller-Wolf (2008). Interestingly Kiesmiiller
(2003), who proposed a dual-index policy for a remanufacturing system, argued that a
single-index policy is expected to perform significantly worse under some conditions. Thus,
further investigation of the single-index policy proposed by Scheller-Wolf et al. (2006) may be
worthwhile to clarify under which conditions a single-index policy performs sufficiently well.

For the continuous-review case, Moinzadeh and Schmidt (1991) propose a dual-index policy
with deterministic lead times to determine the order quantity for both supply options. Using
information about arrival times of outstanding orders, they keep orders from the expensive
sourcing option limited. Song and Zipkin (2009) extend the model of Moinzadeh and Schmidt
(1991) for multiple supply options and stochastic lead times. Therefore, they construct a
queueing network with overflow bypass. Zhou and Yang (2016) introduce a single-index
(R,nQ) policy and study a more general setting regarding fixed order costs, batch ordering,
and compound Poisson demand. Axséter (2007) proposes a decision rule for placing expedited
orders. Therefore, the regular source is operated according to a single-sourcing (R,Q) policy
while, if the inventory level drops below zero, expedited orders are placed according to the
decision rule. In follow up papers, the decision rule is improved (Axséter, 2014) and the
model is extended to incorporate the option of committed service times (Huang et al., 2011).

Allon and Van Mieghem (2010) propose a tailored base-surge (TBS) policy with stochastic
lead times. Under the TBS policy goods are ordered at a constant rate from the cheap
supply source while orders for the expensive supply source are issued according to a base
stock policy. Song et al. (2017) propose an approach that finds the optimal policy for a
continuous-review system for special cases. Therefore they transform the original problem
into a simplified queueing system that shares the same optimal policy under specific
conditions on the net inventory. For cases in which these conditions are violated, they exploit
the results of the queueing system to construct a policy for the original system. Numerically
they show that the resulting heuristic policy is close to optimal and typically outperforms
the discussed methods of Song and Zipkin (2009) and Allon and Van Mieghem (2010).

The paper closest related to our work is the one by Song and Zhang (2016), who consider
the use of AM methods as an emergency channel that may produce spare parts on-demand.
In contrast to our model, stocking AM items is not allowed and thus a waiting time for
each incoming demand is inevitable. In their model, AM equipment is capacitated (modeled
as an M/D/1 queue) but typically allows faster, though more expensive, resupply than
the CM source. Later, they find that AM equipment utilization typically remains low and
therefore may support our assumption of an uncapacitated printing source, cf. Section 5.3.1.
Also, they assume that AM parts have the same failure behavior as CM parts which a is a
fundamental simplification compared to our model. Overall, they find that the production of
parts on-demand with AM methods lead to cost savings and inventory reductions compared
to the application of CM methods only. Especially, for situations with large part variety, the
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savings potential was significant. To the best of our knowledge, none of the many papers
on dual sourcing addresses the impact of sourcing decisions on future demand which is
essential for our analysis.

The contribution of the research presented in this chapter is as follows:

1. We develop a new dual sourcing model for a single-item, in which future demand depends
upon the sourcing options being used via different failure rates for different spare part
types. We develop an exact algorithm to analyze this situation.

2. In numerical experiments and a case study in the aviation industry, we explore the value
of using a combination of AM and CM parts compared to single sourcing alternatives
and study the structure of the optimal policy in case of dual sourcing.

3. We expose that printing on demand is typically not practical for downtime critical spare
parts. Instead, spare parts stocks remain essential to realize high system availability.

4. We show that the current focus on design improvements with AM may cause an un-
dervaluation of the logistical benefits with AM. That is, scenarios most interesting for
design improvements are typically less promising for improving the effectiveness of spare
parts supply with AM.

5.3 Model

We consider a company that is responsible for maintaining an installed base of a particular
system type with a single stock point. Here, we focus on one specific component which
can be sourced from either a CM or an AM supplier. Both options are characterized by
differences in part reliability, unit costs and replenishment lead time. The company is
uncertain on whether and how to combine both sourcing options. In particular, it is unclear
whether to replace a failed part with a CM or AM spare part (if both spare parts versions
are in stock) and when to reorder from the CM or the AM supplier instead.

Certainly, if the stock is (nearly) depleted, it may appear better to order the AM version
to exploit the typically faster AM replenishment lead time. In other cases, though, sufficient
stock might be available. Here, despite a long lead time, it may be better to order a usually
more reliable and cheaper CM version of the item instead. These trade-offs are further
complicated by the difference in part reliability: if increasingly more AM parts are operated,
it is likely that future demand increases, assuming that AM items fail more often.

We investigate under which conditions it is advisable to use AM as dual sourcing option.
Therefore, we develop a model which minimizes the long-run average cost by determining the
optimal sourcing, maintenance, and inventory policy. In particular, we consider purchasing
costs, maintenance costs, holding costs and backorder costs. In principle, we can solve this
problem by different methods. Probably, the most common approach is the utilization of a
Markov Decision Process (MDP). Here, we employ a continuous-time Markov Chain analysis
in combination with linear programming methods to obtain a more efficient algorithm as
we will elaborate in Section 5.3.4.
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5.3.1 Key Assumptions
Before outlining the model in detail, we describe and motivate the key assumptions.

1. Failures follow a Poisson process.

This assumption appears justified given that we typically deal with mechanical parts
that are designed to outlast the lifetime of the capital good or the preventive maintenance
interval. For the latter case, preventive maintenance activities are typically scheduled well
in advance and dedicated spare parts are usually ordered on demand. Hence, we only
consider spare parts demand for corrective maintenance activities where failures are random
in nature and may, for instance, be caused by unintended stress levels, imprudence during
system usage, maintenance, shipping activities, or unobservable quality issues during the
production, cf. Section 1.2.1. Nevertheless, the model can easily be extended to a wear-out
process, for example by modeling the failure behavior by an Erlang-2 distribution.

2. One-for-one replenishment for both the CM and AM source.

In the dual sourcing literature, we often find replenishment policies other than one-for-one
replenishment, cf. Section 5.2. In particular, many authors propose batch ordering which
is motivated by high fixed order costs. For expensive, slow-moving items fixed order costs
are typically insignificant, see, e.g. Van Houtum and Kranenburg (2015) and Hu et al.
(2018), hence a one-for-one replenishment policy seems most reasonable. In case of AM,
the absence of tooling and setup costs further reduces the relevance of fixed costs. Note
that in Chapter 6, we propose a more general model that also is suitable for higher demand
regimes since we explicitly regard the fixed ordering cost of the CM source.

3. Resupply rates are exponentially distributed.

We justify this assumption with two key reasons: first, this assumption facilitates the use
of a continuous time Markov chain analysis. A drawback of exponential resupply lead times
may be that ordering many items at once reduces the mean waiting time for parts (= lead
time / number of parts ordered). Obviously, that is not realistic. However, we do not allow
for ordering multiple parts at once, since we apply one-for-one replenishment policies only, cf.
Assumption 2. Second, it is known that the performance of inventory systems for slow-moving
spare parts is not very sensitive to the shape of the lead time distribution, cf. Alfredsson
and Verrijdt (1999), Alvarez et al. (2013) and Sleptchenko and Van der Heijden (2016). As
we show using a simulation study in Appendix 5.A, the same holds for our specific problem.

4. Uncapacitated AM equipment.

As justified in Section 5.3.2, we assume that spare parts are sourced from an external
supplier whose capacity is shared between multiple customers. In such a situation, lead
times are typically agreed upon in contracts, and waiting times for capacity are covered
in these agreements. Furthermore, as shown by Song and Zhang (2016), even in case
production is conducted on-demand, congestion at the AM equipment only marginally
influences their results. Overall, they find a capacity utilization of less than 8% on average
and 25% in the most extreme scenarios.
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5.3.2 Notation and Model Outline

We model a single-item inventory system which serves an installed base of k systems, where
each system requires one unit of the item to be operational. The CM and AM version
fail according to a Poisson process with rates Ac and A4 respectively. Upon failure, we
encounter maintenance costs m which include aspects such as spare parts transportation
costs, repair costs, and service engineer costs. Maintenance costs are independent of the
failed and replacement part. The unit costs of a new CM or AM part are denoted by c¢
and cy4, and the resupply rates are exponentially distributed with rates puc and pia.

The installed base is supported by a single stockpoint carrying .S non-repairable spare
parts. Upon failure, a CM or AM spare part is taken from stock, and a new CM or AM
part is ordered immediately. Hence, the total number of parts in the system (operational, in
stock or in resupply) equals N=k+S. In case we run out of stock, demand is backlogged,
and we incur backorder costs b per item per time unit. In fact, these backorder costs can be
interpreted as penalty costs for system downtime. Otherwise, if a spare part is available, the
replacement of the failed part takes place instantaneously (maintenance related downtime
is covered in the maintenance costs). Holding costs are modeled as a fraction  of the
associated unit costs of the items in stock.

The state i of the inventory system is described by the tuple (nci,nai,rc.i"4,i,5C,i,54,1)
where ng ;i (nag;) refers to the number of CM (AM) parts in operation, rc; (ra;) refers
to the number of CM (AM) parts in resupply, and sc; (s4 i) refers to the number of CM
(AM) spare parts in stock. The set of feasible states is equal to

Q={(NCiNAITCITALHSCiSA )"
neitnaitreitraitscitsai=N
scitsai=mar{N—k—rci—ra;;0}
nei+nai<k
NOHNAGTCATA45C,i,54,4 > 0}

Note that the definition of the state space excludes degenerated transitions. So, in case
nci+nai <k it is impossible to have items in stock and a failed item always has to be
replaced immediately. Overall, the state space grows polynomially with the installed base
size k and maximum number of spare parts S. More precisely, the state space size is equal to:

k
(Sﬁf) (k+1)+ a(k+S+2—a)

a=1
where the first term subsumes states with no backlog and the summation states with backlog.

Upon failure of an item, one has to take two decisions. First, whether to use an AM
or a CM item from stock (if possible) to replace the failed item (maintenance decision).
Note that the item which failed does not need to be replaced with the same item version.
Second, we have to decide whether to reorder an AM or a CM item to replenish the stock
(sourcing decision). Optimal decisions are dependent on the state i.
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We define a matrix X to represent the decisions for all states, where each column
corresponds to a certain state i, and each row to a decision option ¢, defined as follows:

c=1: take AM version from stock (if possible), and order AM version.

¢=2: take CM version from stock (if possible), and order AM version.

¢=3: take AM version from stock (if possible), and order CM version

c=4: take CM version from stock (if possible), and order CM version

where each matrix element x.(i) represents a binary variable that is equal to 1 if we choose
decision option c in state i and 0 otherwise. Note that in cases where scj+54,; =0, it is
indifferent whether to choose c=1 or ¢=2. The same holds for the choice between ¢=3
and c=4. In Table 5.1, we summarize the notation.

Table 5.1: Notation overview

Notation Explanation

k Installed base size

Ao CM failure rate

Aa AM failure rate

[7%e] CM resupply rate

wA AM resupply rate

co CM piece price

cA AM piece price

oA Operational cost savings per AM part per time unit

m Maintenance costs

b Backorder costs per time unit

d Depreciation costs per time unit

K Holding costs as fraction of the piece price per time unit

S Maximum number of spare parts circulating in the inventory system
N Total number of parts (N=k+5S5)

ieQ Six-dimensional state vector, (nc i,mAi,7C,i,TA,1,5C,i,5A,i)
neg Number of CM parts in operation

N4 Number of AM parts in operation

TCi Number of CM parts in resupply

TA Number of AM parts in resupply

S0, Number of CM parts in stock

SA Number of AM parts in stock
c€{1,2,3,4} Maintenance and sourcing decision

5.3.3 Evaluation

Given X, k and S, the model is evaluated using a continuous-time Markov Chain. In
Figure 5.1 we show the ten possible transitions to and from state (nc i,m4 1,7C.i,74,i,5C,i,54.4)
for the case where an AM part arrives or fails. The ten transitions associated with the
arrival or failure of a CM part are omitted but exhibit the same pattern. We use i’ to refer
to the associated predecessor states of (nci,m44,7¢i,74,1,5¢C,i,54,1). Furthermore, if the
maintenance decision is indifferent (i.e. no stock available), as we elaborated in the previous
section, we use c=2 and ¢=4 as default in Figure 5.1.
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Figure 5.1: Possible transitions to and from state (nc,i,nai,rc,i,TA,i,5¢,i,54,i) 4f an AM item
arrives or fails

To explain the underlying logic of Figure 5.1, let us focus on the transition in the top-right
corner, i.e. with a rate of A(na;+1)xo(i’) we transition from state (nci,na,i+1,rcirai—
1,s¢,54,1) to state (nci,mai,7ci.7Ai,5C.i,54,i)- This transition describes the situation
where an AM item fails and we decide to order an AM part while no items are in stock.
Hence, n4; decreases by one unit while 74 ; increases by one unit. The balance equations
(cf. Appendix 5.B) directly follow from the transitions illustrated in Figure 5.1 and, in
combination with the normalization equation, allow the computation of the state probabilities
p; with common methods. The result is captured by the column vector p with elements p;.

After p was determined, the long-run average cost C' are computable by gTp with g
representing an |Q|-dimensional column vector of cost ¢; in state i. Given that we consider
purchasing, maintenance, holding and backorder costs, the total expected cost, given the
system is in state i, are given by

Gi=pcceroitpacarai+m(Aenci+Aanai)+r(cescitceasai)+bk—nei—nag;)

5.3.4 Optimization of the Sourcing and Maintenance Policy

Formally, the optimization problem can be expressed as Problem 5.1:
min%nize gTp
subject to  Q(X)p=0

1@3’:1 (5.1)
p>

T _ 1T

L X=1q

z.(1)e{0,1} Vei

where Q(X)p=0 represents the balance equations with matrix Q(X) describing the gener-
ator of the Markov process and 0 denoting an |2|-dimensional vector of zeros. Furthermore,
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lilgl‘p =1 defines the normalization equation with 1,, being an m-dimensional column
vector of ones (here m=|Q| or m=|c|).

Given the product z.(i)p; in the balance equations (cf. Appendix 5.B), Problem 5.1 is
nonlinear and therefore less computationally tractable. Therefore, we transform (5.1) into
an equivalent linear formulation. The key step of the transformation is the rearrangement
of the balance equations and the substitution of the product . (i)p; with the variable y.(i).
One may interpret y.(i) as the long run fraction of the time that the system is in state
i and action c is chosen. This operation allows us to redefine Problem 5.1 as follows:

minimize g p
Y

4
subject to ZLCyC +Mp=0

c=1

5.2
ligp=1 2
p=>0
LigY=p"

Ye(i) >0 Ve,i

where matrix L. contains all transition rates dependent on decision option ¢, and matrix
M contains all transition rates independent of decision option ¢. For example, as shown
in Appendix B, M contains the last four terms in the balance equations. Furthermore, we
use y. to describe an |Q|-dimensional column vector with elements y.(i) and Y to describe
a matrix with row vectors ye.

As a consequence, Problem (5.2) allows us to find the optimal values of Y and p with
linear programming methods. Next, the optimal decisions X* are recovered with the relation
zc(1)=vy.(i)/pi. Note that in case 0 <y.(i) <p; we would obtain a randomized policy which
violates the constraint z.(i) € {0,1} Ve,i of Problem 5.1. Sleptchenko and Johnson (2015)
however, show that, given a linear cost function, x.(i) €{0,1} Ve,i holds, i.e. we always
obtain a deterministic policy with Problem (5.2).

Compared to an MDP approach, the described optimization procedure is more efficient:
instead of four equations per state (one for each action), we can represent the problem with
two equations per state (balance equation and policy constraint). Furthermore, we do not
need to discretize time, which reduces the number of possible transitions in each state.

5.3.5 Optimization of the Stocking Policy

The optimal base stock levels in the (S —1,5) spare parts supply systems are usually
determined using a greedy approach using convexity properties of the cost function in S, cf.
Van Houtum and Kranenburg (2015). However, in the dual sourcing case presented here, a
changing sourcing strategy with increasing S causes a non-convex behavior of the individual
costs terms. Figure 5.2 gives an example for this behavior, and in Figure 5.3 we show the
corresponding failure rates. Observe that, with increasing S the CM failure rate increases
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which is caused by the increasing preference to install CM rather than AM items. The switch
from AM to CM produced components (with the increase of \S), leads to the non-convexity
of the purchasing, backorder and holding costs terms in the objective function.
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Figure 5.3: Fzamples of failure rate
changes when S increases

Figure 5.2: Examples of cost changes
when S increases

At the same time, we were not able to find any example of non-convexity of the objective
function. The fluctuations in the costs terms appear to compensate each other, and the
total cost function remains convex in S. Therefore, we propose the following conjecture
that will be used in the optimization procedure described below.

Conjecture 1 The optimal total cost C(S) with fived base stock level S and optimized
ordering policy X has only one local minimum for all S >0, which consequently will be the
global minimum.

To find the optimal number S* of spare parts circulating in the inventory system, we use
a greedy approach to determine the optimal long-run average cost C*(0) given that S=0
first. Next, we set S=1 and determine C*(1). In case C*(0)<C*(1), S=0 is the optimal
base stock level. Otherwise, we continue to increment S until C*(S) <C*(S+1).

5.3.6 Joint Optimization

It is also possible to jointly optimize the stocking policy with the sourcing and maintenance
policy (cf. Appendix 5.C). In the joint optimization approach, we set an upper bound on
the number of spare parts required, and include the option not to order any part upon
failure in state i.

However, numerical experiments show that the joint optimization is computationally
inferior to the greedy approach. The key reason for this characteristic is that it is difficult
to find a tight upper bound on the number of spare parts, in combination with the fact that
the computation times grow rapidly with the size of the state space. On the other hand,
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an advantage of the joint optimization approach is that this model can be extended to a
dynamic stocking policy (cf. Appendix 5.D). Given the different failure rates of the AM
and CM version, it is likely that the optimal inventory level depends on the mixture of AM
parts and CM parts in the installed base. So, the inventory level will be state-dependent.
The impact of such a dynamic spare parts inventory policy is a topic for further research.

5.3.7 Design costs

Designing two instead of one part version causes additional design costs but holds the
promise of a more flexible inventory system. The trade-off between more desirable system
parameters and additional costs has not received much attention in the literature but is
regarded as a promising direction for future research, cf. Hu et al. (2018). Often, it is
assumed that the design costs are an increasing convex function of the part reliability, see
Mettas (2000) and Oner et al. (2010). It remains unclear how other aspects such as AM
resupply lead time and AM unit costs may also impact the design costs for the situation
discussed in this chapter. More research is needed to explore this relationship.

In order to include design costs in our analysis, we assume that design costs are depreciated
over the remaining life cycle length. Depending on the applied depreciation method, the
per time unit expense d is then derived from the remaining life cycle length and design
costs difference between single and dual sourcing,.

5.3.8 Operational Cost Savings

Operational cost savings depend on the installed base composition. Thus, if we assume
operational cost savings of 04 per time unit and installed AM item, we can easily include
the savings by adding the term —o4n4 ; to the cost function g;. We will include operational
cost savings in the case study presented in Section 5.5, but do not consider this cost factor
in the numerical experiments. Operational cost savings are highly case dependent and
thus appear unsuitable for a generic assessment of the effects of dual sourcing with AM.
Furthermore, business cases highly dominated by AM-specific operational cost savings
diminish the value of dual sourcing as we will discuss in Section 5.5.

5.4 Numerical Experiments

To study the value of dual sourcing with two different production methods, we carry
out numerical experiments. In Section 5.4.1, we elaborate on the experimental settings
and justify the selected parameter ranges. In Section 5.4.2, we present the results while
Section 5.4.3 summarizes the key findings.

5.4.1 Experimental Settings

The value of AM technology in the spare parts business is perceived highest for low-volume
applications, i.e., for applications where economies of scale are of minor importance (Khajavi
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et al., 2014) and (Liu et al., 2014). So, we focus on scenarios where the combination of
failure rate and installed base size causes 1 to 7 demands with CM sourcing per year.

For expensive spare parts with infrequent demand, the replenishment lead time is often
long. For example, Basten (2010) observes spare parts replenishment lead times of more
than a year in the defense sector. In comparison, AM lead times are typically short which
is exemplified by Liu et al. (2014) who report on data from the aerospace industry. For
CM items they find lead times between 1.5 and 8 month, whereas, for AM parts, they
typically assume lead times of less than a month. AM lead times in the order of magnitude
smaller than a week appear unrealistic — at least for metal printing processes. Pre- and
post-processing activities seem inevitable for industrial applications today. For instance,
usually a preheating and lengthy cool-down phase is necessary to ensure an acceptable part
quality (Shouche et al., 2016). Furthermore, most companies rely on external AM suppliers
which causes additional transportation times. Accordingly, we study AM lead times of 1
to 4 weeks and CM lead times of 2 to 6.5 month.

The AM piece price is typically higher than for CM parts. Not only does this situation
relate to the novelty of industrial AM process, but also to the high raw material costs.
Additionally, AM processes remain labor and skill intensive (Weller et al., 2015). As we
already discussed in Section 5.1, the reliability of printed parts is often inferior compared
to their CM counterparts. Thus, for various applications customized AM designs become
necessary to achieve a comparable or even superior quality compared to the CM version.
As we will also exemplify in the case study, one possible approach is the utilization of higher
quality raw material. For other applications, a lower reliability might be acceptable also
in view of an otherwise significantly higher AM piece price. For instance, in Section 5.4.2,
we discuss AM applications at remote locations where printed, low-reliability parts are
used as emergency solution to avoid high holding and downtime costs. Overall, we evaluate
scenarios where the AM piece price varies between 1 and 3 times of the CM piece price.

We consider three different CM items in the numerical experiments. Item 1 exhibits
a failure rate of Ao =0.02 failures per month, i.e., a MTBF of about 4 years; a resupply
rate of puc =0.5 per month, i.e, an average lead time of two months, and a unit costs
of cc=10. Ttem 2 fails less frequently (Ac=0.015) and has a longer resupply lead time
(e =0.25). Item 3 exhibits an even lower failure rate (Ao =0.01) and longer resupply
lead time (uc=0.15). All other parameters follow commonly observed conditions in the
low-volume, high-variety spare parts business.

5.4.2 Sensitivity Analysis

We consider 6,561 problem instances following the experimental setup discussed in the
previous section. Table 5.2 shows the parameter settings and results. In the column ‘Cost
savings compared to’ we show the percentage of cost that can be saved with a dual sourcing
approach if compared to single sourcing with CM, single sourcing with AM and the best
instance specific single sourcing approach as average over associated instances. The column
‘Best sourcing approach’ shows the percentage of instances where single sourcing with CM,
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single sourcing with AM or dual sourcing, respectively, is the best approach. The columns
‘Base stock level” and ‘Inventory level’ show the average base stock and inventory level
for the different sourcing concepts over associated instances.

Table 5.2: Numerical experiments as average over all instances, where single sourcing with only
CM is denoted by CM, single sourcing with only AM by AM, single sourcing with the best instance
specific approach by Best and dual sourcing by Dual.

Cost savings Best sourcing Base stock Inventory

Parameter Value  Unit compared to approach level level
CM AM  Best CM AM Dual CM AM Dual CM AM Dual
1 - %  43% 4% 24% 1% 64% 337 197 283 259 159 1.94
Item 2 - 10%  48% 8% 1% 4% 85% 4.30 197 337 312 159 214
3 - 14%  57% 13% 2% 0%  98% 448 197 348 317 159  2.16
10 installed parts 12%  46% 9% 11% 6% 82% 274 140 2.16 220 122 1.55
k 20 Installed parts 10%  50% 8% 12% 5% 83% 4.15 201 3.27 3.06 1.63 213
30 installed parts 9% 2% ™% 13% 4%  83% 526 250 4.25 3.62 193 257
0.0175  failures/month 15% 2% 8% 4%  16% 18% 4.05 140 283 296 122 1.65
AA 0.035 failures/month 9% 54% Y% 13% 0% 8% 4.05 201 3.36 296 1.64 223
0.0525  failures/month % 6% % 20% 0%  80% 4.05 249 349 296 192 237
1 supplies/month 6%  51% 5% 19% 4% 7% 4.05 272 354 296 2.06 2.36
Ha 2 supplies/month 10%  49% 8% 10% 6% 84% 4.05 1.88 3.21 296 1.56 2.05
4 supplies/month 14%  48% 11% % 6%  86% 4.05 131 294 296 1.17 1.84
10 euro/part 15%  32% 9% 6%  16% 79% 4.05 225 291 296 1.86 1.65
ca 20 euro/part 9% 53% 9% 12% 0% 88% 4.05 193 3.32 296 1.56 223
30 euro/part % 64% % 19% 0%  81% 4.05 172 3.46 296 1.36 237
20 euro/month 4% 50% 3% 34% 5%  61% 263 090 231 158 059 1.29
b 200 euro/month 1%  49% 9% 2% 5% 92% 4.07 201 325 297 1.61 2.09
2000  euro/month 15%  49% 12% 1% 5%  94% 544 3.00 4.13 433 259 287
2 euro/ failure 13%  49% 10% 9% 6% 8% 4.05 197 3.16 296 1.60 2.00
m 10 euro/failure 10%  50% 8% 12% 5% 85% 4.05 197 324 296 1.59 2.09
18 euro/ failure 8%  50% 6% 15% 4%  80% 4.05 196 3.29 296 1.59 215
0.15 - 9% 51% ™% 13% 5% 83% 422 211 340 313 172 224
K 0.2 - 10%  49% 8% 13% 5% 82% 4.04 195 322 295 1.57 208
0.25 - 1%  48% 9% 1% 6% 83% 3.89 1.8 3.07 280 148 1.93

As an average over all instances, we obtain cost savings of more than 8% if we compare
the dual sourcing cost with the cost of the best single sourcing option of each specific
instance. In extreme cases, we even find instances with cost savings of more than 30%
which is remarkable because also for these cases the AM failure rate and the AM piece
price is often two to three times higher than for the CM part.

Single sourcing with AM is significantly outperformed by dual sourcing, see the column
‘Cost savings compared to AM’ in Table 5.2. This result is explained by the following
observations. First, an installed base composed of AM items typically causes a higher demand
rate, which increases the maintenance and the purchasing costs, cf. Figure 5.4. Second, given
that we only order the usually more expensive AM item, the purchasing and the holding
costs increase (the holding costs are a fixed fraction of the corresponding piece prices).
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In this context, we also stress that printing spare parts on demand is no option for most
instances. For example, even if the resupply lead time is equal to one week (14 =4), we
find an average AM base stock level of 1.31 over associated instances, cf. Table 5.2. Hence,
the common belief, see e.g. Pérés and Noyes (2006), Campbell et al. (2012) and Thomas
and Gilbert (2014), that the spare parts business may particularly benefit from a demand
driven production approach has to be reconsidered in this respect.

Single sourcing with CM is usually also outperformed by dual sourcing, see the column
‘Cost savings compared to CM’ in Table 5.2 which is caused by a reduction of the holding
and the backorder costs with dual sourcing in comparison to single sourcing with CM, cf.
Figure 5.4. Also, the purchasing and the maintenance costs increase with dual sourcing
is marginal compared to single sourcing with CM. This finding relates to the flexibility
to order from the AM source if the stock is (nearly) depleted while, otherwise, the typically
cheaper and more reliable CM part is ordered. In fact, as shown in Figure 5.5, the first
order from the AM source usually only takes place if nearly no stock is left. Hence, in line
with the dual sourcing literature, the AM source associated with a short resupply lead time
usually functions as an emergency option.

The cost savings with dual sourcing are most sensitive to the AM resupply rate (1)
and the backorder costs (b), if we study the column ‘Cost savings compared to Best’ in
Table 5.2. This finding can be explained by the observation that both parameters primarily
influence the holding and the backorder costs. As we just discussed, only by reducing either
of these cost factors dual sourcing may outperform single sourcing with CM methods.

In contrast, the cost savings potential with dual sourcing is less sensitive to the AM failure
rate (Aa) and the AM piece price (c4), cf. column ‘Cost savings compared to Best’ in
Table 5.2. So, dual sourcing appears to be a suitable vehicle to exploit the short AM resupply
lead time. Negative effects of high AM unit costs and low AM part reliability turn out less cru-
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cial for a successful implementation. As a consequence, various new service concepts are fore-
seeable. For instance, dual sourcing with AM may provide a good option to efficiently service
downtime critical goods at remote locations. Today, long lead times and high inventory costs
often cause high service cost. These may be reduced if locally printed — possibly less reliable
spare parts — become available as an emergency solution. First applications can be found in de-
fense organizations which experiment with mobile AM production facilities (McLearen, 2015).

A small sub-experiment may substantiate the potential further. Therefore we consider
an AM resupply lead time of about one day (14 =25) and a MTBF of 5 months (A4 =0.2).
The CM part follows the characteristics of Item 3 (Ac =0.01, uc=0.15, cc =10). The
other parameter values remain unchanged. Even under these conditions, dual sourcing
leads to cost savings of about 17% on average. We conclude that the application of AM
at remote locations deserves more attention in the literature.
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The cost savings with dual sourcing become larger when increasing the holding costs
fraction (k), decreasing the maintenance costs (m) and decreasing the installed base size
(k), cf. column ‘Cost savings compared to Best’ in Table 5.2. If we study the impact of
changing these values on the cost composition in Figure 5.6, the underlying reasons become
clear. In case of parameter m, the holding and the backorder costs decrease as a percentage
of the total costs while the maintenance costs increase significantly. Hence, the cost saving
potential of dual sourcing reduces. We find a similar result for the installed base size (k),
except that also the purchasing costs increase as a percentage of the total costs. Note that
the installed base size primarily influences the demand rate and thus explains the increase in
the purchasing costs. In contrast, an increase in the holding costs fraction (k) increases the
holding costs and the backorder costs while the maintenance and purchasing costs decrease.

As discussed in Section 5.3.7, designing one instead of two part versions typically causes
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additional design costs. In Figure 5.7 we show the effect of additional design costs on the
average cost savings with dual sourcing compared to single sourcing with CM. Here, the
assessed values for the additional design costs are in the same order of magnitude as we
find in the case study presented in Section 5.5. As expected, the value of a dual sourcing
approach decreases with increasing design costs. Nevertheless, even in case of high design
costs we still find various instances where dual sourcing offers cost savings of more than
20% compared to single sourcing with CM in Figure 5.7.

5.4.3 Summary of Key Findings

The numerical experiments lead to the following conclusions:

1. With dual sourcing, it is possible to exploit most benefits of a typically short AM
resupply lead time while common drawbacks of high AM piece price and/or low AM
part reliability have a significantly lower impact than with AM single sourcing. For
example, even if the AM piece price (c4) or the AM failure rate (A4) are up to three
times higher than those of the CM part, we still find instances with cost savings of more
than 30% compared to the best single sourcing approach.

2. Printing spare parts on demand does not appear to be suitable for downtime critical
spare parts. Instead, stock remains necessary to reduce the risk of expensive downtime.
As a result, dual sourcing largely outperforms single sourcing with AM. On average,
we find cost savings of more than 48% even if the AM resupply lead time is more than
twenty times shorter than the CM resupply lead time.

3. In line with the dual sourcing literature, AM typically functions as an emergency source.
In most cases, more than 80% of the base stock has to be depleted before we order the
first time from the AM source.

4. If single sourcing with CM leads to high holding and backorder costs relative to the
other cost factors, dual sourcing is most promising. This type of conditions are typically
obtained with a low CM resupply rate (¢ ), a high holding costs fraction (x), a high
backorder costs (b), low maintenance costs, and/or a low demand rate.

5.5 Case Study

To gain further insights into the practical implications of combining AM and CM sourcing
modes, we conduct a case study at a service provider in the aerospace industry. More
explicitly, we consider a hinge bracket that is used for connecting the rudder and the aircraft.
According to the Federal Aviation Administration (FAA), the hinge is categorized as a Class
2 product. That is, a failure may jeopardize the safety of an aircraft and thus is considered
critical. To avoid devastating consequences, aircraft manufacturers typically work with
redundancies. Nevertheless, a failure of a hinge has to be corrected upon discovery. Hence,
from an operational perspective, redundancies only exist to prevent failure risks during
a flight but do not lead to a k-out-of-n maintenance system. The most common failure
modes are fractures of the hinge that are caused by fatigue, tensile stress or corrosion.
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Figure 5.8 illustrates the CM and AM design of the hinge. The service provider estimated
the total design costs for the AM hinge at around 15,000 euro. While the CM hinge is an
aluminum machined part, the AM hinge is built from titanium powder (Ti-6AL-4V) with
Selective Laser Melting (SLM). Next to accounting for the different material properties, the
AM design is topologically optimized to reduce the weight of the hinge. Overall, despite tita-
nium being heavier than aluminum, the topology optimization leads to a weight reduction of
about 25%, which leads to fuel savings of approximately 04 =15 euro per AM part per year.

(b)
Figure 5.8: CM (a) and AM hinge (b) design

According to further investigations reported by the service provider, cost reductions
resulting from fuel savings though were not sufficient to justify a transition to AM. Today’s
unstandardized AM certification process in the aerospace industry for structural parts
would require an investment of about 250,000 euro which renders any application of AM
economically infeasible. However, the service provider is confident that fast regulatory
process development may dismantle the certification costs barrier soon. For instance, the
FAA just distributed a draft version of its Additive Manufacturing Strategic Roadmap to
establish a standardized certification process (3ders.org, 2017).

Another concern constitutes the high AM piece price. The service provider argues that
the AM piece price has to decrease significantly before the production with AM methods
becomes economically feasible. We provide the input parameters for the hinge case in
Table 5.3. If not mentioned otherwise below, the parameter values were obtained from
company records. For the design costs, we assume that the costs are evenly spread over
the remaining life cycle of 15 years and thus encounter depreciation costs d=1,000 euro
per year. Compared to the numerical experiments, we take operational cost savings into
account by following the explanation in Section 5.3.7.

The failure rate A4 is based on the following insights: mechanical tests revealed that the
AM hinge exhibits superior static strength compared to the CM hinge. Also, given that the
AM hinge is produced with titanium powder rather than with aluminum, failures caused
by corrosion can be ruled out. On the other hand, the surface roughness and porosity
expected from the SLM production process may concentrate more tensions in the hinge.



106 Chapter 5. Additive Manufacturing as Dual Sourcing Option

Table 5.3: Model input data hinge case

Parameter Value Unit

ca 1,197 euro/unit

cc 480 euro/unit

HA 12 supplies/year
ne 4 supplies/year
Aa 0.027 failures/year
Ac 0.036 failures/year

k 382 installed parts
b 32,500  euro/day

m 100 euro/failure

d 1,000 euro/year

0 15 euro/AM part/year
K 0.2 -

Hence, it is likely that the AM hinge fails more often under cyclic load caused by fatigue.
Combining these different observations, AM experts estimate Ay =0.75A¢. Note that from
a regulatory perspective even inferior reliability would be acceptable as long as it is possible
to prove that the integrity of the system is not compromised and that airworthiness is not
affected. For the hinge bracket, these criteria are met given the use of redundancy, regular
inspections, and the favorable failure behavior.

The backorder costs b follow from the criticality of the hinge. According to company
representatives, it is likely that a stock-out leads to additional downtime of the aircraft.
Hence, depending on the aircraft type, backorder costs b vary between 15,000 to 50,000
euro per day. For our analysis, we use b=32,500 as a base case but note that our results
are not very sensitive to changes of b in that range: the long-run average service cost per
year differ by less than 1% if we compare b=15,000 and b=>50,000.

Currently, the case company serves an installed base of k=382 hinges, each with a mean
time between failure of 27.78 years. To obtain computationally tractable data, we need to
aggregate demand streams. To that end, we consider a smaller k' instead and multiply the
failure rates A4 and A\ with the fraction 382/ k' in order to keep the total demand rate
unchanged. Given that, as soon as ks sufficiently large, the demand variability becomes
nearly independent of the installed base size, this transformation leads to proportionally
the same results. After the results are computed, we simply multiply the operational cost
savings with 382/ k' to obtain the savings for the case k=382. We illustrate this effect
by plotting the long-run average net cost (cost minus savings) per year with dual sourcing
for different values of &k~ in Figure 5.9. In the remainder, we use k' =50 for our analysis.
Furthermore, in the next chapter, we revisit the hinge bracket case and are able to confirm
that the choice to consolidate demand streams does not lead to a large approximation error.

Figure 5.10 shows that dual sourcing appears less valuable for the hinge case. In particular,
we observe that dual sourcing leads to total costs of about 13,838 euro. Even if we were
considering that with dual sourcing we can secure cost savings of about 4,581 euro from
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weight reductions, using CM only remains the better choice. An explanation for this results
offer the high purchasing costs. As we found in the numerical experiments (cf. Section 5.4),
dual sourcing is most valuable if the holding or the backorder costs dominate. For the
specific case this is clearly not the case since we only find 70 euro (AM only), 55 euro (Dual),
and 120 euro (CM only) for the backorder costs, and 752 euro (AM only), 507 euro (Dual),
and 534 euro (CM only) for the holding costs. To that end, it appears likely that the value of
AM for the hinge bracket case (if any) would originate from operational rather than service
cost savings. However, it remains an open research question if and how a dual sourcing
approach is useful for such scenarios. The results clearly indicate a trade-off between
operational cost savings and service cost. That is, in order to secure higher operational cost
savings, we typically would install more AM parts than is optimal to minimize service cost.

Finally, and this represents a key learning for us from this case study, we emphasize
that today’s attention for AM technologies is mainly motivated by the prospect of design
improvements/operational cost savings. While this certainly has its value, it dilutes the
contribution of AM technologies to service cost savings. In our opinion there are two reasons
for this: first, design improvements often scale with quantity. For example, if topology
optimization leads to weight reductions of a few grams only, the effort is typically justified by
a large installed base size. Accordingly, AM demonstrators frequently exhibit “high” demand
rates (say, >10/year) rather than high holding and backorder costs. So, as also exemplified
by the hinge case, service cost savings become less interesting. Second, the prospect of
design improvements and technological complexity of AM methods typically put engineers
in the lead to identify parts worthy of production with AM methods. Unfortunately, as
a result, logistic opportunities may be underrated/overlooked. Instead, logisticians should
become more involved in this task. To that end, we believe that it is important to carry
out more case-based research in the low-volume, downtime-critical spare parts business
to exemplify the merit of AM methods in this field to decision makers.
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5.6 Conclusion

Demand fulfillment with a mix of AM and CM production methods has not been sufficiently
discussed in the literature yet. In this chapter, we have addressed this gap by studying a
dual sourcing concept where AM and CM methods are used in parallel to fulfill spare parts
demand. A key aspect of our model is that we account for the different failure behavior
of parts obtained from AM and CM supply sources.

Opverall, dual sourcing turns out to reinforce the value of AM methods in the spare parts
business. In particular, this holds if backorder costs and holding costs are high relative
to purchasing and maintenance costs. Moreover, our results stipulate that the concept of
printing spare parts on demand usually is not suitable for downtime-critical parts. Instead,
stock remains necessary even if the AM resupply lead time is very short. In our opinion, the
most remarkable finding, however, is that dual sourcing offers an approach to profit from
the fast AM resupply lead time even if the AM piece price is high and/or AM part reliability
is low compared to the CM part. Consequently, dual sourcing may extend the operating
range of AM methods in the spare parts business significantly. In the light of this finding,
new sourcing concepts are likely. For instance, our results indicate that supplementing CM
supply with less reliable, but locally producible AM parts may reduce operating costs of
capital goods at remote locations considerably.

It appears valuable to investigate the effect of this approach more in detail. To that end,
one may consider scenarios where the availability of the CM source is restricted. Another
model extension may consider a typically higher uncertainty about the AM failure behavior.
While for the CM source, we typically (should) know historical failure records, the failure
behavior of AM items is still rather unclear. Finally, in this chapter, we assumed a base
stock policy. However, state-dependent demand rates may deem a dynamic inventory policy
optimal. The model extension proposed in Section 5.3.6, may serve future research as a
starting point for further investigations on this matter.
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Appendices
5.A Exponentially Distributed Resupply Rate

In order to gain insights on how the replenishment variability influences the results, we
conducted a simulation study. Figure 5.11 and Figure 5.12 show the effect of an increasing
replenishment variability on the cost for two different instances. As we observe, the effect
is limited and thus is in line with the findings in the literature, cf. Section 5.3.1.

The parameter settings for both cases are in the same range as for the numerical ex-
periments discussed in Section 5.4. In particular, for the first instance (Figure 5.11) we
use following parameter settings: k=20 installed parts, b=2000 euro/month, A4 =0.035
failures/month, pc=0.15 supplies/month, cc=10 euro/part, m=10 euro/failure, x=0.25,
¢4 =20 euro/part, Ac =0.01 failures/month and p14 =4 supplies/month. For the second
instance (Figure 5.12) we use: k=30 installed parts, b =200 euro/month, 4 = 0.035
failures/month, pc=0.15 supplies/month, cc =10 euro/part, m=2 euro/failure, £=0.25,
¢4 =20 euro/part, A\c =0.01 failures/month and p4 =4 supplies/month.
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5.B Balance Equations Basic Model

Subsequently, we present the balance equations in which p, refers to the state probability
under consideration. For example, in case x2(nci,nai—+1,rci,r4:i—1,5¢4,541) then
Do =D(ncimaitlrearai—lscisas) Furthermore, if the maintenance decision is indifferent
(i.e. no stock available) we use z5(i) and x4(i) as default.

(AcncitAanait+pcreitparas)pi=
Aa(nai+l)za(neinaitlreirai—1,501,54,1)Det
Aanairi(neinaireirai—1,sci,54i+1)pet
Aa(nai+l)za(nei—1lnai+1rcirai—1,sci+1,545)pe+
A(nai+l)za(neinai+1rci—1,rai,5ci,541)Pet
Aanairs(neinairci—1r44,50154,i+1)pet
A(nai+Dza(nei—1nai+1rei—1raiscit1,54:)pet
Ae(nei+1l)za(nei+1naireirai—1,5c1,54,1)Pet
Ae(nei+1l)zi(nei+1nai—1reirai—1,sci,54i+1)pe+
Acneite(noinaireirai—1,sci+1,541)pet
Ac(nei+1l)za(nei+1nairci—1r41,501,54,1)Det
Ae(nei+1l)zs(nei+1lnai—1rci—17r44,504,54,i+1)pe+
Aencita(neinag,rei—1,ra4,5ci+1,541)Pet
HA (TA,i+1)p(nc,i,nA,i7Tc.i,7“A,i+17$c,i7SA,i—1)+
PAT AT DPne s —1nasrenraitlscssas) T
HC(Tc,i+]‘)p(nc’,i;nA,hTC,i"Flﬂ'A,i;SC,i_LSA,i)+
po( )

reitl P(nci—1nasreitlraisci,sai)

5.C Joint Optimization

To jointly optimize the base stock level, maintenance policy and sourcing policy, we increase
the decision space of the sourcing decision and add the possibility to order nothing upon
failure of an item. This extension enables the transition to states where N decreases.
Accordingly, we obtain the following updated decision space:

Q={(ncinai,rcirai5ci541):
LB>N<UB
ncitnaitreitraitscitsai=N
scitsai=mar{N—k—rc;i—ra;0}
nei+nai <k

NCiMAGTCHTASCi5A4,1 > 0}
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where LB and UB describe the lower and upper bound on NN respectively. We set LB=k
which permits the extreme case to manufacture parts on demand only. In case of the UB,
we compute the optimal base stock level Sofa single sourcing model with A=maz{A\c;Aa},
i =min{pc;pa} and ¢ =min{cc;ca}. Next, we set UB =k+ 5. As this is a worst
case scenario, we always find an upper bound, even though it may not be very tight. An
alternative is to use as a heuristic upper bound which is equal to the base stock level of
the better performing single sourcing option. Unfortunately, our numerical experiments
reveal that this bound is not always sufficient. In this case we set S=UB—Fk and follow
the greedy heuristic as explained in Section 5.3.5.

To include the decision option to order nothing we increase the action space of the
sourcing decision. Accordingly, we add decision options:

e c¢=5: take AM version from stock (if possible), and order nothing.
e ¢=0: take CM version from stock (if possible), and order nothing.

The increase of the action space leads to six additional transitions. These are illustrated
for state (nci,mai,rci,rAi,5ci,54,1) in Figure 5.13.
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Figure 5.13: Additional transitions for state (nci,mA,i,7C,i,"A,i,5C,i,54,1) for joint optimization

5.D Dynamic Inventory Policy

Given that the part is available with two versions of different reliability, the expected number
of failures is state dependent. Same holds for the expected number of arrivals given the
difference in resupply rate. As a consequence, the stocking policy might depend on the state.
For example, consider the situation where the installed base is mainly equipped with AM
items. In this case, a higher failure frequency is likely, and thus we may want to increase the
base stock level to avoid backorder costs. Then, if the number of CM components increases,
we may find that it is cost efficient to reduce the base stock level to decrease holding costs.

Given that we already added the possibility to reduce N (cf. Appendix 5.C), we only
need to include transitions that allow increasing N to facilitate a dynamic base stock level.
Again, we realize this extension by increasing the action space to allow ordering more than
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one part. Given that typically Ao < A4, the possibility to order more than one part is most
valuable if a CM part fails. Also, it is not reasonable to order more than 2 parts because
this would imply that it would have been useful to already order 2 parts at a previous
failure of a CM part. Accordingly, we add six decision options:

¢=T: take CM part from stock (if possible), and order AM and CM part.
c¢=8: take CM part from stock (if possible), and order 2 AM parts.

¢=09: take AM part from stock (if possible), and order AM and CM part.
¢=10: take AM part from stock (if possible), and order 2 AM parts.
c¢=11: take CM part from stock (if possible), and order 2 CM parts.
c¢=12: take AM part from stock (if possible), and order 2 CM parts.

We can incorporate these actions by regarding nine additional transitions. These are
illustrated for state (nci,ma,i,7c i, 4,i,5C,i,54,1) in Figure 5.14.

( NGH1,NACALrALSCysA: ) (NGt A Gy rAr2,5CsAT )
( nC;,nA;, rCi-2,rA;,sCi+1,sA; ) Gciﬂ,nAi-l,rCi»l,rAi»l,sCi,sA#@
Ar(nCit1)x5(i’) Ar(nCi+1)xg(i’)
AnCixaa(i’) Ar(nCit1)xo(i’)

<nCi+1,nAi-1,rCi—Z,rAi,sCi,sAi+1>—)\T(nCi+1)xlz(i'

nG;,nA;,rC;,rA;,sC;,sA; AT(nCi+1)x10(i‘)—<nci+1,nAi-1,rCi, rAi—Z,sCi,sAi+1>
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Figure 5.14: Additional transitions for state (no,i,nai,70,i,7Ai,50,i,54,i) for dynamic inventory
policy
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|
Chapter

Large-Scale Dual Sourcing
Problems with AM Supply

In the previous chapter, we analyzed the effects of dual sourcing of CM and AM parts.
In contrast with existing dual sourcing studies, the item failure behavior may depend on
the sourcing mode in our study. While it was possible to derive insights for smaller problem
instances, the proposed approach becomes computationally burdensome for larger problems.
Similar difficulties arise if we are considering other problem settings, such as different order
policies or demand patterns.

In this chapter!, we suggest and evaluate a procedure that facilitates the analysis of large
problem instances. Furthermore, we discuss the option to model dual sourcing problems
with AM as an Approximate Dynamic Programming (ADP) problem. This chapter concerns
the fifth contribution as mentioned in Section 1.4.3.

6.1 Introduction

As shown by Whittemore and Saunders (1977), the optimal dual sourcing policy generally
depends on delivery time and quantity of in-transit parts. The exact analysis quickly becomes
intractable. As we reviewed in Section 5.2, many heuristics were proposed to overcome
this problem. A common technique is the aggregation of state information to approximate
ordering policies. For instance, various heuristics base order decisions on the inventory
position (stock level plus in-transit items) rather than the delivery time and size of each order.

However, for dual sourcing problems with supply mode dependent failure behavior,
aggregation of state information becomes more complicated. In our case, we have to

1This chapter is based on the working paper Knofius et al. (2018a).
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distinguish between CM and AM items that are installed, in stock, and in resupply. Otherwise,
it would not be possible to account for the impact of the order decision on future demand. For
instance, if we decide to order (and later to install) an AM item that may be characterized
by a lower quality than the CM item installed thus far, the expected demand increases.

In this chapter, we propose an extension for dual sourcing methods to account for this
effect, namely an iterative approach. The proposed extension is particularly appealing since
it can be applied in combination with dual sourcing heuristics from the literature. To that
end, we may use this approach for the analysis of a wide range of problem settings. In this
chapter, we demonstrate its application and performance under two problem settings, i.e., the
setting studied in Chapter 5 and a new one to be introduced in this chapter. Furthermore,
we examine the option to formulate dual sourcing problems with AM as an ADP. As it turns
out that the specific problem structure renders typical ADP designs to be unsuitable, we
analyze the observed shortcoming and suggest future research directions to overcome them.

The chapter is structured as follows. In Section 6.2, we introduce the problem and
point out the differences compared to the problem setting studied in Chapter 5. Next,
in Section 6.3, we formulate the problem as an MDP model. Its exact solution serves as
benchmark to evaluate the iterative procedure which we propose in Section 6.4 and analyze
in Section 6.5. In Section 6.6, we discuss the ADP formulation, after which we conclude
the chapter with Section 6.7.

6.2 Problem Formulation and Notation

Similar to the previous chapter, we consider a service provider that may order spare parts for
a specific component using either a CM or an AM supply channel. Both supply modes are
characterized by different part quality, replenishment lead time and order costs. Unlike the
model in the previous chapter, holding costs are item type independent, which is a common
model choice in the dual sourcing literature, see e.g., Veeraraghavan and Scheller-Wolf
(2008) or Axsiter (2014). Furthermore, this time the CM supply mode imposes fixed order
costs and batch ordering. To this end, the service provider has to decide how many batches
to order from the CM supplier, and how many items from the AM supplier. In this chapter,
we do not address the maintenance decision: If both item types are in stock which type do
we use first?. Instead, we assume that parts with higher reliability are consumed first. We
use this simplification because there is no longer a direct monetary incentive to install either
item version first which is caused by the identical holding costs. Without loss of generality,
we assume that CM items exhibit a higher reliability throughout this chapter.

We define a discrete-time, periodic-review model in which we assume the following order
of events. At the beginning of each period, we monitor the inventory positions, possibly place
orders, and account for the costs which consist of purchasing costs (fixed and variable), holding
costs, backorder costs and expected maintenance costs. During each period, items fail and are
replaced by functioning components without delay if sufficient stock is available. Otherwise,
we backorder the demand. At the end of each period, we may receive replenishment orders
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which are put in stock or are used for backorder clearing without further delay. In addition, we
make the following assumptions to obtain a tractable model with an exact solution procedure.

1. Lead times are deterministic.
In case of stochastic lead times, we would need to consider order-crossing effects.
The study of these effects is not the focus in this chapter. Furthermore, we again
assume external suppliers for which deterministic resupply lead times are usually part
of contractual agreements. In case a supplier is unable to meet these agreements, delays
are typically compensated which further supports this assumption.

2. Lead times are a multiple of the review period.
Since we chose the review period small compared to the lead times, this assumption
will effect the results only marginally. Besides, this assumption simplifies the analysis
because orders may only arrive at the end of a period.

3. We allow for at most one outstanding order from each supply mode (AM and CM).

In the dual sourcing literature, cf. Section 5.2, we often observe less restrictive
assumptions on the number of outstanding orders. However, given that we need to
differentiate between CM and AM items, common methods such as deriving order
decisions from the inventory position or other aggregated measures, do not apply for
our problem setting. Instead, we require two state variables for each outstanding order
to track the relevant information, cf. Section 6.3.1. The assumption of at most one
outstanding order from each supply mode is also justified by the observation that fixed
order costs usually impose a sufficiently large CM batch size and hence the probability
of a second order placed before the first one has arrived is negligible. For AM parts, the
lead time is generally short, and therefore again the probability of a new order released
before the first one has arrived, is very small.

4. Demand per item is assumed to follow a logarithmic compound Poisson process and is
1.1.d. throughout a period, conditional on the number of operating CM and AM parts
at the beginning of the period. The latter choice constitutes a model assumption, since
failures and replacements may change the proportion of operating CM and AM items
during a period. Yet, in case we chose a small review period length, the effect should
be negligible. This assumption, however, allows for demand patterns having higher
variability than Poisson demand and is thus more flexible.

We use 7 to describe the review period length and ¢ to indicate the period. The installed base
size is equal to N, and we denote the number of CM and AM failures in a period by k¢ and k 4.
To describe the failure behavior of one CM (AM) part, we use the mean ¢ and variance Ve
(a and Vy) of failures per period, respectively. Orders for the CM supply channel are placed
in integer multiples of a given batch size Q¢ (input). Hence for each CM batch, we have
variable CM order costs cc@Q¢. Furthermore, we use K¢ to denote the fixed CM order costs
(independent of the number of batches in the same order). AM supply is more flexible because
of the low setup costs for AM technology. Accordingly, we may order any quantity with a
piece price ca. Fixed order costs do not apply for this supply mode. The CM replenishment
lead time is denoted by I~ and the commonly shorter AM replenishment lead time by 4.
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For each failure, the service provider encounters maintenance costs m, which covers spare
parts transportation costs, engineer time and materials for diagnosis and repair. Unfulfilled
demand is backlogged and causes backorder cost at a rate b per period. Furthermore, we
use a holding cost rate h per period independent of the item version. In Table 6.1, we
summarize the notation that is used throughout the chapter.

6.3 Markov Decision Problem Formulation

In this section, we formulate the described model as a Markov Decision Problem (MDP).
The section is organized as follows. In Section 6.3.1, we describe the state space. Next,
in Section 6.3.2, we define the decision space and in Section 6.3.3, we discuss possible
transitions and associated transition probabilities. We close with Section 6.3.4 in which
we describe the evaluation of the expected costs, given a certain state and decision.

6.3.1 State Space

The state is described by the tuple i, = (ncy,4.t,SC1,SALUCHUA LWL, WAL). The
number of operating CM and AM items at the beginning of period ¢, are denoted by nc
and ny ¢+ respectively. Additionally, we use s¢: and sa; to describe the CM and AM
on-hand stock at the beginning of period ¢. The state variables uc; and w4 denote the
number of review periods before we; CM batches and wy ¢ AM parts arrive. Hence, we
may express the number of backorders at the start of period ¢ by Equation 6.1 and the
inventory position at the start of period ¢ by Equation 6.2.

Bt:N—nC7t—TLA7t (61)
IP,=sci+sa+weQo+wa—By (6.2)

We obtain the following definition of the state space in period ¢:

I= {(nC,t,nA,t>SC,t,SA,t,UC,tauA,tawC,tawA,t) :

0<nci+nat <N (6.3a)
IP,<S (6.3b)
B >0= sct+54:=0 (6.3¢)
OSUC,t Slc*T (63(1)
0<up <lp—7 (6.3¢)
we =08 uc; =0 (6.3f)
we >0 uc: >0 (6.3g)
war=0u4,=0 (6.3h)
WAt >0<:>UA,,5 >0} (6.31)

Constraint 6.3a ensures that the number of installed items cannot become negative nor
exceed the installed base size. Constraint 6.3b limits the number of items in the inventory
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Table 6.1: Notation overview

Input variables
-

plizy1liv,alic))

Auxiliary variables
€7,

a(iy)eA
pc(kelney)
pa(kalnag)

B

1P,

State variables
neg

nazt

SCt

SAt

uct

UA,t

wet

WA,

Decision variables
rc
Ta

Output variables
™

g(m)

v(ig,m)

Length of the review period

Mean number of failures of one CM item per period

Mean number of failures of one AM item per period

Variance of the number of failures of one CM item per period
Variance of the number of failures of one AM item per period
Deterministic CM replenishment lead time

Deterministic AM replenishment lead time

CM piece price

AM piece price

Fixed CM order costs

Fixed CM batch size

Maintenance costs, i.e., costs to replace a failed part

Holding cost per item in stock at the beginning of the period
Backorder cost per item backlogged at the beginning of a period
Installed base size

Maximum number of spare parts circulating in the inventory system
Probability to transition to state i;11 €741 given i, €Z; and a(iy) €.4

System state tuple, i = (nc,¢,14,6,5C,1,5A,6:UC, WAL W, WA L)
Action tuple, a(it) = (zc,z4)

Probability of k¢ failures of CM items in a review period, given nc
Probability of k4 failures of AM items in a review period, given na
Number of backorders at the beginning of period ¢

Inventory position at the beginning of period ¢

Number of operating CM parts at the beginning of period ¢

Number of operating AM parts at the beginning of period ¢

CM on-hand stock at the beginning of period ¢

AM on-hand stock at the beginning of period ¢

Remaining periods at the beginning of period t, until CM order arrival
Remaining periods at the beginning of period ¢, until AM order arrival
Number of CM batches Q¢ in a running CM order at the beginning of period ¢
Number of AM parts in a running AM order at the beginning of period ¢

Number of CM batches to order
Number of AM parts to order

Stationary policy which prescribes a(i)Vi; € Z;
Long-run average service cost if policy 7 is applied
Relative value if we are in state i; and follow policy 7
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system. That is, the inventory position I P; at any period ¢ may not exceed some predefined
value S. This constraint is necessary to obtain a finite state space. We determine S
numerically by increasing S until P, never exceeds S—1. Constraint 6.3c implies that
it is not possible to have on-hand stock if we observe a backlog at the beginning of period
t. Constraint 6.3d and Constraint 6.3e restrict the number of review periods a CM and
an AM order may be outstanding. The remaining constraints establish that if there is
an outstanding order, the remaining lead time has to be positive. Otherwise, both the
remaining lead time and order size are equal to zero.

6.3.2 Decision Space

The decision is defined by the tuple a(iy) =(x¢,24) where x¢ describes the number CM
batches and x 4 the number of AM parts that are ordered at the beginning of period ¢.
Using state information and the relationship between both decision variables, we limit the
action space to

A= {(xc,IA) :
UC,t > 0= 2¢c=0 (6.4&)
UpL>0=124=0 (6.4b)
0<zcQc+axa<S—IP} (6.4c)

where Constraint 6.4a and Constraint 6.4b establish that there is at most one outstanding
CM and AM order respectively (cf. Assumption 3 in Section 6.2). Furthermore, Con-
straint 6.4c ensures that the total order quantity cannot be negative nor raise the inventory
position above the maximum number of spare parts in the system S.

6.3.3 Transitions

We first describe the transition function for each state variable and then how to compute
the transition probability. Recall that CM items are consumed first if we have both item
versions in stock and that the number of CM and AM failures in a period is denoted by
ke and ka, respectively. The installed base composition at the beginning of period ¢+1
is obtained as follows:

ne+1="nc—kc+yc+zc (6.5)
NA 41 =NAr—ka+yatza (6.6)

where the auxiliary variable yo (y4) denotes the maximum number of CM (AM) items
that may be installed before a possible order arrival at the end of period ¢, and z¢ (z4) the
maximum number of CM (AM) items that may be installed after a possible order arrival.
We need this distinction, since we do not assume a random order in which items are used.
Accordingly, we have:
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o yoc=min{B;+kc+ka,sc.} where the first element describes the total demand (backo-
rders + new demand arrivals in period t), and the second element the CM on-hand stock.

o ys=min{Bi+kc+ka—yc,sa.} where the first element describes the total demand not
satisfied by CM before a possible order arrival, and the second element the AM on-hand
stock.

o zc=min{B;+kc+ka—yc—ya,Ac,} where the first element describes the backlog
just before a possible order arrives, and the second element is equal to the number of CM
units that may arrive at t+7, i.e., Acy=wc Q¢ if ucr=1or Aci=zcQc if lo=7.

o za=min{Bi+kc+ka—yc—ya—zc,Aa,} where the first element describes the remain-
ing backlog after we accounted for the CM order arrival, and the second element is equal to
the size of a potential AM order arrival, i.e., Ay r=ways fuas=1or Agr=aaifla=7.

For the on-hand stock in period t+1, we have:
sc4+1 =50t +Act—Yyc—zc (6.7)
SAt+1=5At+Aat—Ya—2a (6.8)

The timing of the CM replenishment orders is updated as follows:

ucp—1 ,if ucy >0
uct+1= (lc—’T)/T s if Uct :O/\Z'C >0 (69)
0 , if UC’tZO/\I'C:O

The number of CM batches in the replenishment pipeline at the beginning of period 41
is equal to:
wot if UC,t > 1
We1 =14 T if ucy=0Alc>T1 (6.10)
0 yifucy=1Vig=r1
The timing and size of AM orders is updated analogously to Equation 6.9 and Equation 6.10.

Next, we discuss the derivation of the transition probability p(it41is,a(iy)) that we are
in state i; and observe a transition to i;41 provided that we have chosen action a(ig). Since
the failures are the only random events, we need to determine the number of CM item
failures ko and AM item failures k4 in a review period. Using Assumption 4 defined in
Section 6.2 and the state information, the probability mass functions pco(kc|ne,) and
pal(kal|na.) are characterized by Elky]=pyng, and Vik,]=Vzn,,, for production method
xe{C,A}. Note that Assumption 4 may cause that k¢ >nc, and ka >n4, since we do
not keep track of the installed base development during a review period. We modify this
by assigning the associated probability masses to the case where kc=nc and ka=na,,
thereby limiting the number of failures to nc+ and n4 ; respectively. This appears to be
a reasonable simplification given that the probability that the number of parts that fails
within one review period exceeds the size of the entire installed base is highly unlikely for
realistic problem instances. As a result, the transition probabilities are defined as follows:

p(it+1lir,alic)) =pc(kclnc)pa(kalna) (6.11)
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6.3.4 Cost Function

We aim to minimize the average service costs per period, C(is,a(ig)), consisting of purchas-
ing costs P(a(iy)) (fixed and variable), holding costs H (i), backorder costs BO(i;) and
maintenance costs M (i;) over an infinite horizon. The purchasing costs are equal to

P(a(it))=1,c>0K +corcQc+cara (6.12)

where 1,~¢ is the indicator function, which is equal to 1 if x¢ >0 and 0 otherwise. The
holding costs and the expected backorder costs are equal to

H(i)=h(sci+saz) (6.13)
BO(iy) =maz{(ncncit+ianas)+Bi—sci—sa1,0}1b (6.14)

We encounter expected maintenance cost for each failure, thus we have
M (i) =m(penc,+ianay) (6.15)

If the policy 7 is optimal, the optimal long-run average service costs g(m) and the relative
value function v(i;) satisfy the Bellman equation:

v(i) =minag, ea{Cralie) —g(m)+ Y plilinalie)vli)} Vi, €T (6.16)

it41€Z¢41

In Appendix 6.A, we outline an exact solution procedure to find the optimal policy.

6.4 Iterative Procedure

Solving MDP problems often becomes computationally intractable, because of a rapid growth
in (i) the state space, (ii) the action space, and (iii) the number of stochastic events that have
to be evaluated. Powell (2011) refers to these problems as the three curses of dimensionality.

Also for the problem considered in this chapter, we deal with the curses of dimensionality.
In particular, the size of the state space renders an exact analysis impossible for any realistic
problem size, due to its problem specific high dimension. To give an example, already for
the simple model proposed in Section 6.3, we have to distinguish between 350,000 states
for a medium sized problem instance (N =50, lc =107, 4 =27 and S=10). Crucial for
the fast state space growth is that we have to differentiate between CM and AM items
in order to respect the effect of a different failure behavior.

In this section, we elaborate how an iterative procedure may be used to separate this
effect from the solution procedure which significantly reduces the state space growth. As
our discussions will highlight, the iterative procedure may be used in combination with most
dual sourcing solution procedures and therefore allows the extension of various powerful
dual sourcing heuristics (cf. Section 5.2).
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The key idea is the following. If we assume a certain average ratio of CM and AM items
in operation, we can compute the expectation and the variance of the number of failures per
period of an arbitrary item in the installed base. Using these results as input for a common
dual sourcing solution approach, then allows the computation of an improved estimate for
the average ratio of CM and AM items in operation. We continue with this procedure until
the average ratio of CM and AM items in operation converges. Subsequently, we discuss
each step in greater detail.

Suppose, we have an estimate for the average ratio y; of CM and AM items in operation
in iteration j. We then can compute the expectation E[X] and the variance Var[X] of
a random variable X that measures the number of failures per period of an arbitrary
item in the installed base. We define the indicator variable 14 that is equal to 1 if
the arbitrary item is an AM item and 0 otherwise. Using this variable, we derive the
mean and variance of X using the standard conditioning rules E[X]=E[E[X|14]] and
Var[X]|=E[Var[X|14]|4+Var[E[X|14]], and obtain:

E[X]=vjpa+1=;)pc (6.17)
Var[X]=;Va+ Q=) Ve+v;(1—v) (na—pc)’ (6.18)

Next, to find the new estimate of the average ratio of CM and AM items in operation ;41
for iteration j+1, we measure the fraction p; of sourced AM items when using a specified
dual sourcing solution procedure using the previously computed F[X] and Var[X]. Note
that p; has to be equal to the fraction of AM items entering or leaving the installed base, as
shown in Equation 6.19. Finally, we solve Equation 6.19 for ;41 and obtain Equation 6.20.

Vi+1HA
pj= 6.19
T yiipat(1=vi41)pe (6.19)
Pikc
=PI (6.20)
! (L=pj)patpjpc

The procedure continuous, until the difference A between two subsequent observations of
v is less than . We summarize the iterative procedure in Algorithm 6.1.

Algorithm 6.1: Iterative procedure

Set j:=1, v1:=0 and A:=q;

repeat
Compute E[X] and Var[X] with Equation 6.17 and 6.18;
Measure p; and derive 7; based on DualSourcingMethod(E[X],Var[X]);
Compute 7,41 using p; and Equation 6.20;
J=Jj+L

until |y, —7j| <A;

return Heuristic policy 7, =m; and long-run average cost Cj; a;
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6.5 Performance Analysis

As we stressed, the iterative procedure may be applied in combination with most dual
sourcing methods since it only relies on an estimate of a fraction of items ordered from either
supply mode. However, in this section we apply the iterative approach in combination with
exact methods that do not distinguish between the supply mode specific failure behavior.
By using exact methods, we avoid approximation errors unrelated to the iterative procedure,
and therefore obtain a more precise measure of its performance.

The section is structured as follows. In Section 6.5.1, we describe the experimental
design used to assess the performance of the iterative procedure. Next, in Section 6.5.2
we benchmark its performance with the exact solution. Finally, in Section 6.5.3 we will
revisit the hinge bracket case we discussed in Chapter 5 (cf. Section 5.5) to demonstrate
the application of the iterative procedure with both a large size problem instance and a
different dual sourcing model.

6.5.1 Experimental Design

We limit our experiments to the case in which the installed base size N =7 items and the
period length 7 equals one week. This restriction is necessary to obtain an exact benchmark.
However, in Section 5.5, we also study the performance for a larger problem instance. Next,
we motivate the chosen parameter settings in the test bed.

We study two different scenarios regarding the CM item version. In the first scenario, the
CM item is expensive, fails rarely and has a long replenishment lead time. More specifically,
we assume that ¢ =>5000 euro with fixed order cost K=2000 euro, puc=0.01 failures
per week (i.e., an item has to be replaced approximately every 2 years on average) with a
variance of Vo =2uc. Furthermore, we assume a lead time of [ =8 weeks and a minimum
order quantity of 5 parts, i.e. Qc=>5. In the second scenario, the CM item is cheaper,
fails more often, but has a shorter replenishment lead time. Accordingly, we assume that
¢c=1000 euro with fixed order cost K¢ =750 euro, pc=0.025 failures per week, Vo =2uc
and a replenishment lead time of [ =4 weeks. For this scenario, we set Qc=71.

To determine the parameters of the corresponding AM item, we rely on common character-
istics of AM items which we discussed in Section 5.4.1. Again, we consider two scenarios. In
the first scenario, the AM item is substantially more expensive, i.e., c4 =2c¢, exhibits a sub-
stantially lower reliability with pa =2uc and V4 =2p4, but has a shorter lead time 414 =I¢.
The second scenario is more moderate with c4 =1.5¢co, pa=1.5uc, Va=3ua and 204 =Ic.

For the remaining parameters, we also distinguish between two cases. In the first case,
the maintenance cost and holding cost are high, i.e., m=cc euro and h="7(0.3c¢¢/365)
euro/week. Note that we expressed the maintenance costs in terms of ¢ only for orientation.
So, we do not intend to suggest that maintenance costs depend on the CM unit costs in
real-life. Furthermore, we aim at a high fill rate (99.5% of demand has to be satisfied
from stock). Here, we approximate the fill rate with b/(b+h). Hence, if we consider the
expensive CM item, we have b="5724.66 euro/week. For the second case, we reduce the
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maintenance and holding costs, i.e., m=0.25¢c euro and h="7(0.2c¢/365) euro/week. Also,
we aim at a lower fill rate (99% of demand can be satisfied from stock).

The experimental setup leads to eight instances. However, to also regard more extreme
cases, we added (although maybe less realistic) Instance 9 and 10. We motivate this choice
as for realistic problem settings, we typically find 100% AM usage or a small fraction of AM
usage. Instance 9, on the other hand, has been designed such that it leads to a relatively
large usage of AM as emergency source. Instance 10 was selected to show the performance
of the iterative procedure in case of substantial failure rate differences between CM and
AM parts. The entire set of instances is summarized in Table 6.2.

Table 6.2: Input parameters for performance analyses

Instance
Parameter 1 2 3 4 5 6 7 8 9 10
co 5000 5000 5000 5000 1000 1000 1000 1000 2000 2000
K¢ 2000 2000 2000 2000 750 750 750 750 2000 1000
ne 0.01 0.01 0.01 0.01 0.025 0.025 0.025 0.025 0.01 0.025
Varc 0.02 0.02 0.02 0.02 0.05 0.05 0.05 0.05 0.02 0.05
lo 8 8 8 8 4 4 4 4 10 6
Qc 5 5 5 5 7 7 7 7 4 7
cA 10000 10000 7500 7500 2000 2000 1500 1500 3000 2400
A 0.02 0.02 0.015 0.015 0.05 0.05 0.0375 0.0375 0.015 0.125
Vary 0.04 0.04 0.045 0.045 0.1 0.1 0.1125 0.1125 0.03 0.375
la 2 2 4 4 1 1 2 2 1 1
m 5000 1250 5000 1250 1000 250 1000 250 500 2000
h 29 19 29 19 6 4 6 4 12 12
b 5725 1899 5725 1899 1145 380 1145 380 2290 2290

6.5.2 Results

In this section, we apply the iterative procedure in combination with a simplified version of
the MDP model described in Section 6.3. As outlined in Appendix 6.8, the simplified MDP
model no longer distinguishes between the supply mode specific failure behavior since this
aspect is taken care of by the iterative procedure. Next, we examine how well the iterative
procedure performs compared to the exact solution obtained with the reqular version of
the MDP model described in Section 6.3.

Table 6.3 shows the results for each problem instance specified in Table 6.2. We observe
that the iterative procedure performs well across all instances and, as shown in the last
column, converges after only a view iterations. However, Instance 10 is an exception. Here
we observed cycling between two nearly identical solutions (cost difference of about 0.6%).
In particular, the solution procedure iterated between a solution with an inventory position
of up to 11 items (i.e. S=11) and a small AM usage (~1%), and a solution with an
inventory position of up to 10 items (i.e. S=10) but a higher AM usage (~3%).
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Table 6.3: Comparison of exact method with iterative procedure

Exact method Iterative procedure
Instance g¢* S* o g Ag S v j
1 914 8 1% 930 1.7%% 7 3% 4
2 579 7 1% 580 0.17% 7 1% 3
3 917 8 1% 922  0.55% 8 2% 2
4 576 7 2% 581 087% 7 2% 3
5 414 10 1% 415 0.24% 10 1% 3
6 265 9 1% 266  0.38% 9 1% 3
7 413 10 1% 414 024% 10 1% 2
8 264 9 1% 265  0.38% 9 1% 3
9 271 6 % 275  1.47% 6 8% 3
10 823 11 1% 850 3.28% 10 2% N/A

The cycling can be explained by two characteristics. First, we encounter discretization
effects. That is, a slight change in input parameters (here: expectation and variance of
the failure rate) may lead to an increase or decrease of S by one. Second, due to the large
difference in failure behavior of CM and AM parts for this instance, a small change in ~y
substantially changes the expected demand which increases the occurence of discretization
effects. We solve this issue by fixing S equal to the solution with the best performance
thus far. As a result, discretization effects are avoided and the algorithm converges to the
solution as shown in Table 6.3 after 4 iterations.

6.5.3 Case Study Revisited

In this section, we return to the hinge bracket case discussed in Chapter 5, cf. Section 5.5 to ap-
ply the iterative procedure in combination with a different dual sourcing model. To that end,
we again create a simplified version of the dual sourcing model discussed in Chapter 5. As we
outline in Appendix 6.C, the simplified MDP model no longer distinguishes between the sup-
ply mode specific failure behavior since this aspect is taken care of by the iterative procedure.

In line with the analysis in Chapter 5, we consider both service costs and operational
savings. Recall that the latter are a result of fuel savings which are caused by the lighter AM
part design. Compared to the analysis in Chapter 5, we no longer require the consolidation
of demand streams to obtain computationally tractable results. Hence, we can directly apply
the iterative procedure without refinements to the parameter settings shown in Table 5.3.

As we observe in Figure 6.1, both the total service costs and the individual cost factors
only differ slightly. Furthermore, the iterative procedure correctly identified that sourcing
with CM only is the best sourcing approach. Hence, the result give a first indication that
the iterative procedure performs well for larger problem instance. Besides, we obtain further
evidence that the choice to consolidate demand streams in Chapter 5 appears suitable.

However, we stress that the model in Chapter 5 was motivated for a specific application
domain — namely the low-volume, high-downtime costs spare parts business. To assess
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[ Purchasing cost ] Maintenance cost
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Results Chapter 5 Iterative procedure

Figure 6.1: Hinge bracket case evaluation comparison

the performance of the iterative procedure under broader conditions for large problem
instance (e.g. batch ordering, fixed ordering costs and more general lead time and failure
distributions), it would be required to design a dual sourcing benchmark heuristic that
distinguishes between CM and AM failure behavior. A suitable starting point might be
the solution framework discussed in the next section.

6.6 Approximate Dynamic Programming Formulation

An even more general approach to overcome the curses of dimensionality is Approximate
Dynamic Programming (ADP). In this section, we study the problem structure of the MDP
model proposed in Section 6.3, and use the gained insights to derive an ADP design. The
design relies on a typical value iteration scheme with an approximation of the value function.
It turns out that our approximation of the value function works well, but unfortunately the
value iteration scheme is not able to cope with the specific problem structure. We analyze
the underlying reasons and suggest alternative modelling choices.

ADP is based on a solution framework that combines simulation with approximate
analytical techniques to solve stochastic decision problems such as the one introduced in
Section 6.3. Here, we approximate (learn) the relative value function v(.) (cf. Equation 6.16),
which is a powerful technique to handle the computational burden associated with a large
state space, cf. Powell (2011). In particular, we continuously improve our estimate of the
relative value function v(.), by observing the value of visited states during the simulation.
Ultimately, the estimate of the relative value function can be used to derive an approximation
of the optimal average cost policy.

There exist several methods to approximate the relative value function v(.), cf. (Bertsekas,
2012) or (Powell, 2011). Here, we approximate v(.) by a linear combination of so-called



126 Chapter 6. Large-Scale Dual Sourcing Problems with AM Supply

basis functions ¢(.). In analogy to linear regression, the basis functions may be viewed
as independent variables that describe a so-called state feature f €, such as the inventory
position or the inventory level. Accordingly, we obtain the following approximation o(.)
for the relative value function:

o()mo()= 3 0565() (6.21)

fer

where 6 denotes the weight of each basis function. Compared to other approximation
techniques, the benefit of the basis function approach is that each observation obtained
with the simulation affects the estimate of the relative value function v(.). Hence, we may
predict the value of a certain state based on its features without ever having visited it
before. We determine a set of suitable features in the next section.

In general, we may approximate the relative value function based on the features of
the “normal” states. However, we use the features of so-called post-decision states instead.
Conceptually, the post-decision state separates random from deterministic factors of the
transition which, as we explain below, leads to significant computational benefits.

In our case, the post-decision is equal to the state we would transition to, if we apply
a certain action and disregard any failure arrivals, i.e., ko,k4 =0. For example, suppose
at the beginning of some period there are ten CM and two AM items in operation while
there are no items in stock or in the replenishment pipeline, i.e., i;=(10,2,0,0,0,0,0,0). If
we decide to order two AM items, i.e., a(iy) =(0,2), then the post-decision state is equal
to i?(lt) =(10,2,0,0,0,l4 —7,0,2). To complete the transition to state i;41, we then need
to consider possible failures during the period.

Using this approach, we eliminate the need to learn the value of each state-action pair for
all possible failure realizations (k¢ ,k4). Instead, we only have to learn an approximation for
the different failure realizations of each post-decision state. Clearly, if the number of possible
failure realizations (outcome space) becomes large, the post-decision concept significantly
reduces the computational burden.

6.6.1 Problem Features

In this section, we derive the set of features that are being used in the ADP method. The
section is structured as follows. First we derive a set of possible features using domain
knowledge. Next, we use statistical analyses to select the most promising features and to
confirm their predictive power to approximate the relative value function v(.).

Several features may qualify for the description of a post-decision state. As is further
motivated below, we consider each state variable, and the following characteristics relevant:

e [P;: the inventory position as defined by Equation 6.2.

e [P, 4: the inventory position if we only take outstanding orders into account that arrive
within the AM lead time, i.e., [P} a=sct+5at+uc, <1, /W0 tQc+wa— By, with
Li. <14 /r denoting an indicator function equal to 1 if uc; <la /7 and 0 otherwise.
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E[Dy]: the expected demand in period ¢, i.e., E[Di|=nctfic+natiiA.

V[Dy]: the demand variance in period ¢, i.e., V[D)]=ncVo+naVa.

IL;: the inventory level in period ¢, i.e, IL; =sc+5a,+—DB;.

L: the time until the next replenishment order arrives, i.e., L=min(ua,uc)r. If no AM
(CM) order is outstanding, we define ua =Il¢/7 (uc=Ic /7). We motivate this choice
based on the post-decision state in which no outstanding order implies that it is likely
that we have sufficient stock.

e Constant: a feature independent of the post-decision state.

1P, and IP; 4 are commonly used in dual sourcing heuristics, cf. Section 5.2. Hence,
it appears reasonable to assume that they carry high predictive power. The features E[D;]
and V[D;] provide insight into the state dependent failure behavior, and IL; and L give an
indication about the stock-out risk/severity. Finally, the constant ensures that costs which
cannot be explained by the linear combination (cf. Equation 6.21) do not lead to over-fitting.

Next, we evaluate how well the proposed features may serve as predictors for the actual
value of each state. For that purpose we use LASSO regression (Tibshirani, 1996). LASSO
regression holds the benefit that it allows the further refinement of the set of features. The
underlying principle is that it solves an ordinary least squares problem, which simultaneously
penalizes non-zero regression coefficients. Therefore, coefficients of features with low predic-
tive value become equal to zero. Note that we computed the actual state values with the exact
solution procedure described in Appendix 6.A and evaluated the problem instances defined in
Table 6.2. Furthermore, since we study an average cost MDP formulation, we normalized the
relative values and considered each instance separately. The results are shown in Table 6.4.

Table 6.4: LASSO regression models for the instance defined in Table 6.2

Instance
Feature 1 2 3 4 5 6 7 8 9 10
nc -0.03 -0.02 -0.03 -0.01 -0.02 -0.02 -0.02 -0.01 -0.03 -0.04
nA -0.01 0 -0.02 0 0 0 0 0 -0.02 0
sc 0 0 0 0 0 001 0 -0.01 0 0
SA 0.01 0.01 0 0 0.02 0.01 0.01 0 0 0.04
uc -0.01 -0.02 -0.01 -0.02 -0.05 -0.05 -0.04 -0.05 0.00 -0.01
uUA 0 0 0 0 0 0 0 0 0 0
we 0 -0.01 0 0 0 0 0 0 0 -0.08
wA 0 0 0 0 0 0 0 0 0 0
IP; -0.01 -0.01 0.00 -0.01 0 -0.01 0 -0.01 0 0
1P 4 -0.01 -0.02 -0.01 -0.02 -0.01 -0.01 -0.02 -0.02 -0.01 -0.01
IL; -0.01 -0.01 -0.01 -0.01 -0.01 O -0.01 0 -0.02  -0.02
L 0 0 0 0 0 0.01 0 0 0.01 0
E[Dy] 0 0 0 0 0 0 0 0 0 0
V[D¢] 0 0 0 0 0 0 0 0 0 0

Constant  0.45 0.44  0.36 0.40 0.48 057 039 053 030 0.54
R? 0.75 0.73  0.78 0.81 0.78 0.86 084 088 077 0.83
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Overall, the set of chosen features achieves a high predictive power (on average R?=80%).
However, we observe that some features only carry a low degree of predictive value and
thus are less suitable for the ADP design. We exclude features for which the coefficient
is unequal to zero in less than three instances. As a result, the final feature set does not
contain S¢, U4, W, wa, L, E[Dy] and V[Dy].

6.6.2 Performance Analysis

In this section, we analyze the performance of the ADP design. As outlined in Appendix 6.D,
the solution procedure is based on the so-called e—greedy approach in combination with
recursive least square to update the basis function weights after each iteration.

In Table 6.5, we show the performance of the ADP design compared to the exact method
for the set of instances, which we defined earlier in Table 6.2. As we observe, the performance
of the ADP design is unsatisfactory for most instances. Next to a large cost difference for
most instances (Ag), the policy obtained from the ADP algorithm suggest to never order
items from the AM source, i.e., y=0% for each instance.

Table 6.5: Comparison of exact method with ADP method

Exact method ADP method

Instance g¢* S* A g Ag ¥

1 914 8 1% 2090 129% 0%
2 579 7 1% 583 0.69% 0%
3 917 8 1% 1394 52% 0%
4 576 7 2% 13290  2207% 0%
5 414 10 1% 419 1.2% 0%
6 265 9 1% 2658 903% 0%
7 413 10 1% 8015 1841% 0%
8 264 9 1% 278 0.53% 0%
9 271 6 7% 325 20% 0%
10 823 11 1% 825 0.24% 0%

Since the ADP design performed well for some instances, we first examined whether we
did not allow for a sufficient number of iterations for the other instances. It turned out
that this was not the reason for the observed results as we discuss in Appendix 6.E.

Next, we evaluated for the least accurate Instance 4 whether the basis function design
and chosen algorithm parameters (cf. Appendix 6.D) would not allow for a adequate
approximation of the relative value function. To that end, we guided the weight learning
procedure by choosing the actions within the ADP algorithm according to the optimal
policy (which we obtained from the exact solution).

Figure 6.2 plots the state values obtained from the resulting value function approximation
against the exact values for each state of Instance 4. As we observe, the basis function
design and chosen algorithm parameters lead to a good approximation, i.e., states with
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a low value in the MDP solution also receive a low value with the ADP solution (and
vice versa). Note that the less accurate predictions for some high values are uncritical,
since these would be avoided in the optimal policy anyways. For example, the least precise
approximation was obtained for the state (0, 0, 0, 0, 7, 0, 1, 0), i.e., no items in operation
nor in stock while we decide to order one batch of CM items.

— Optimal e ADP estimates — Optimal e  ADP estimates
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Figure 6.2: ADP design estimates Figure 6.3: ADP design estimates
compared to exact values for all states, compared to exact values for all states,
Instance 4 — using optimal policy Instance 4

In comparison, Figure 6.3 shows the results if we do not follow the optimal policy for
Instance 4, but the e—greedy approach. As we observe, the approximation quality is poor.
By analyzing the simulation trajectory of the ADP, we found that this result is caused by the
specific problem structure. Due to the low demand rates, the optimal decision for most states
is to order nothing. Therefore, the order decision of only a few states determines the solution
quality. For example, for Instance 4, we find that the optimal action is to order nothing in
more than 93% of all states. Learning the weights under such conditions is problematic since
our ADP design is biased by relatively more frequently observed states (in which nothing
is ordered), thereby largely influencing the value function approximation. Since AM orders
are even less common, this finding may also explain why the ADP results suggest to never
order from the AM source across all instances (cf. Table 6.5). We conclude that, despite
a suitable approximation framework (cf. Figure 6.2), the problem structure distorts the
learning phase and therefore leads to inaccurate state value approximations (cf. Figure 6.3).

An alternative to cope with the described problem may be an ADP approach in which
we aggregate states. Aggregation refers to a concept in which we group states according to
their features. With aggregation it becomes possible to isolate states with a high likelihood
of ordering and therefore to obtain a more specific value function approximation. Future
research has to show whether aggregation is a fruitful approach in combination with a rare
event ADP problem, such as ours.
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6.7 Conclusion

In Chapters 4 and 5, we demonstrated the value of applying AM in combination with CM
methods. However, computational limitations only supported the assessment of modest
problem instances. In this chapter, we developed an iterative procedure that may overcome
this limitation. The approach is designed to extend dual sourcing methods which do not
distinguish between CM and AM failure behavior. We demonstrated its application in
combination with two dual sourcing models. In both cases, the performance of the iterative
procedure turned out to be promising. The optimality gap was less than 4% across all
instances (typically way less), and the iterative procedure confirmed the sourcing approach
determined for the case study in Chapter 5. For future research, it seems worthwhile to
study the performance of the iterative procedure under more general conditions. For that
purpose, it is necessary to develop a benchmark heuristic first, since exact solution methods
are limited by computational tractability.

To obtain a benchmark heuristic, we examined the option to model the problem with
ADP. Although we identified suitable problem features, it turned out that the application of
ADP is not straightforward for the observed problem structure. In particular, we found that
the optimal policy typically orders parts in only a very limited number of states. Learning
the value of these states was difficult for our ADP design since it is biased towards relatively
more frequently observed states in which nothing is ordered. A design based on state
aggregation appears promising to model such rare event ADP problems and hence is a
good candidate for future research.
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Appendices

6.A Exact Solution Procedure

In Algorithm 6.2, we describe how the policy iteration algorithm may be used to find the
optimal policy 7 for the Bellman Equations 6.16.

Algorithm 6.2: Policy iteration

Set j=1 and chose a stationary policy 7;;

repeat

Determine g(7;),v(i¢,m;) with the system of linear equations;

(i, my) =Cems) —g(mi)+ 325, ez, ., Pl [iem; )o(iera,m)) Vi €Z5
v(sy,m;)=0 with s; an arbitrary state;

Find the new policy m;41;

a(ic) ;= argminag,)ea{CGem;) —9(m;) + 35, ez, , Pl iem) vl ,m;) s
Tj+1 (it) :a(it)j,Vit €T,

Set j=j+1;

until m;=m;_y;

return the optimal policy ;

6.B Markov Decision Problem Changes

Here, we elaborate how the MDP model described in Section 6.3 may be simplified to
obtain a model in which we do not distinguish between CM and AM items.

Any combination of nc ¢ and nay is replaced by n;. The same holds for s¢; and s,
and thus we define i, = (n,8;,uc 1,4 1, W ,wa,). The decision space and cost calculations
remain unchanged, except that we do not differentiate between AM and CM failures any
longer. Hence, the expected demand in period ¢ is equal to the “general” failure rate (u)
multiplied with the number of operating parts (n;), and we have to change the calculation
of the maintenance and backorder costs accordingly. The new transition probability is equal
to p(izr1[iz,a(ic)) =p(k|n:), where k describes the total number of failures in period ¢. The
number of operating systems at the beginning of period ¢+1 simplifies to

nt+1:nt—/€+x (622)

where x is equal to the total number of items that may be installed before and after a
possible replenishment order arrives in period ¢, i.e., x =min{B;+k,s;+ A;}, where the
first element describes the total demand (backorders + new demand arrival in period t),
and the second element the on-hand stock plus the total number of items A; arriving at
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t+7. Finally, we simplify the computation of the on-hand stock in period t+1 to
St+1 :St+At—$ (623)

To measure the fraction p of sourced AM items, we multiply the steady state probabilities
with the corresponding order quantities.

6.C Simplified Version of the Hinge Bracket Model

Since we no longer differentiate between the CM and AM failure rate, we can reduce the
dimension of the state space and therefore describe the state i of the inventory system by
the tuple (ng,i,rc.ira,i,sc,i). Note that we still differentiate between r¢; and r4 3 because
these state variables define the resupply rates of both sourcing options.

The action space reduces as well. The maintenance decision, i.e., which item type to take
from stock, becomes superfluous since both items types show the same failure behavior and
we approximate the holding costs based on the average ratio v;_; of CM and AM items
in operation in iteration j—1. To that end, we only have to decide which item type we
order after each failure. Furthermore, the calculation of the total expected cost simplifies
and we rewrite Equation 5.1 for iteration j

Gi=pcceroitpacarai+m(denegi)+e((1—vj-1)cc+vj-1ca)sai+b(k—ng 4;0)

The final alteration concerns the operational savings (04) which we secure with each installed
AM item. Given the simplified state space, we also use v;_1 to find an approximation of
the operational savings. That is, the operation costs savings are equal to —y;_10ang,; for
state i. For the optimization, we apply the same approach as described in Chapter 5.

6.D Approximate Dynamic Programming Algorithm

Before we outline the ADP algorithm, we first highlight its key elements. To learn the
value of different state action pairs, we apply the so-called e—greedy approach, in which
random actions are chosen with a probability e. Otherwise, we select actions that appear
most valuable according to the current value function approximation. Furthermore, after
each iteration, we chose the next state at random with equal probability which leads to
a uniform exploration of the state space.

For updating the basis function weights 6 after each iteration, we use the recursive least
squares method. In comparison to ordinary least squares, with recursive least squares it
is not necessary to reconsider all past information after each iteration (by solving a matrix
inversion). We only need to update the weights with the new information. Furthermore, by
using a recursive updating procedure, it becomes possible to attribute a higher importance
to more recent observations using a so-called forgetting factor which is introduced to give
less weight to older observations. For a more detailed discussion of recursive updating
procedures, we refer to Powell (2011).
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Finally, we use a step-function to update the average cost estimate g after each iteration.
The larger we choose the step size, the more weight is given to the more recent observation.

Here, we apply a step size which is decreasing after each iteration.

Algorithm 6.3 outlines the ADP approach for one iteration j. Note that algorithm
parameters such as the step size, the number of iterations or the probability with which
we choose a random action are tunable. As we discuss, in Section 6.6.2, our settings appear
reasonable since they lead to a good value function approximation if actions are chosen

according to the optimal policy.

Algorithm 6.3: ADP procedure for iteration j

1.
2.

© ® N o T w

Choose a random state i; €Z;
Determine an action a(ij) with the e—greedy approach based on the

average cost estimate g;j_1 and the value function approximation v;_1(.)
Determine the post-decision state i; 4.

Sample a failure realization k¢ and k4 leading to the next state i§-+1

Determine the best action é(izﬂ) based on g;_1 and ©;_1(.)
Determine the new post-decision state 1§§)

Determine the error A=v;_1(ija())— (C’(i;Jrl ,é(i?l)) +0j1 (122}) )
Find v;(.) with recursive least square based on the observed error A

Update the average cost estimate with g; =(1—03)g,;—1+ BC’(i§+1,é(ij+1))
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6.E ADP Convergence Analysis

To determine the number of iterations that are required before the value function ap-
proximation (.) converges, we study the change of the basis function weights ;. Their
development is shown for Instance 4 and 8 (cf. Table 6.2) in Figure 6.4. The graphs indicate
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Figure 6.4: Convergence of weights 0¢|f € F, Instance 4 (left) and Instance 8 (right)

that the weights converge after about 80,000 iterations (less than 1 minute computation
time). Remaining fluctuations are a consequence of the random trajectory in which states
are visited. Non-stationary updating procedures for the basis function weights may even
lead to stronger convergence. However, these procedures demand more extensive parameter
tuning and therefore appear more suitable to fine-tune the algorithm after the current
approach leads to satisfactory results.
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Conclusions

In the previous chapters, we investigated the possible impact of the introduction of AM
technology on after-sales service supply chains. In this chapter, we draw the main con-
clusions. In Section 7.1, we present our results by responding to the research questions
presented in Chapter 1. Furthermore, we discuss possible model extensions and suggest an
implementation framework in Section 7.2. Subsequently, in Section 7.3, we outline research
areas that may contribute to the dissemination of AM in after-sales service supply chains.
Section 7.4 concludes this thesis.

7.1 The Research Agenda Revisited

We formulated the research objective of this thesis as follows:

To offer decision support for actors in after-sales service supply chains
to identify and understand the value of AM technology for their
organization, and to provide quantitative insights into both when
and how AM technology may be used or combined with conventional
manufacturing methods to improve the efficiency of service logistics.

To address this research objective, we formulated five research questions. In Section 7.1.1,
we review the results for each research question and elaborate on the possible extensions
thereafter in Section 7.1.2.

7.1.1 Results

The first research question was motivated by the observation that organizations struggle
to identify high-impact spare parts for the application of AM in spare parts supply chains.
The corresponding research question was formulated as follows:
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RQ 1. How can organizations identify spare parts that are economically viable
and technologically feasible for the application of AM technology?

By studying the literature and observing the practices in the organizations that participated
in this research project, we recognized that the selection of parts is solely based on expert judg-
ment. While this, as we call it, bottom-up procedure certainly has value, we have identified
various limitations. For instance, practitioners are often not aware of the spare parts charac-
teristics that influence the value of AM technology from a supply chain perspective and tend
to focus on the technological features of the product. In addition, a bottom-up procedure only
allows the consideration of a small subset of parts. Both limitations may direct unnecessary
attention towards less interesting spare parts, which, in turn, causes organizations to incur
avoidable exploration costs and, moreover, may diminish the enthusiasm for AM technology.

We propose a top-down approach that is based on the Analytic Hierarchy Process (AHP)
and relies on spare part information that is retrievable from ERP systems. This has the
following two advantages: first, the approach can be customized according to specific
company characteristics, and second, a very large number of spare parts may be assessed
simultaneously. A case study in the aerospace industry has demonstrated this approach.
Furthermore, sensitivity analyses have been performed to evaluate the robustness of the
method. Our findings provided evidence that the method facilitates a useful prioritization
of a large spare part assortment. Moreover, sensitivity analyses demonstrate both the
robustness of the approach and the method’s application flexibility. Today, the procedure
has been applied in more than five organizations and has led to various positive business
cases. In addition, we recognized that the application of the top-down approach prompts
organizations, and in particular, their higher management, to reflect on the goals associated
with AM for their spare part operations. This stage proved to be crucial to re-adjust
expectations and create a high level of engagement within the organizations.

The second research question was motivated by the observation that AM technology
often leads to substantial design changes. While the effects of design changes are quite well
understood from a technological and operational perspective, the implications for service
logistics are commonly ignored or oversimplified. Since consolidation of parts was recognized
as the most promising application of AM technology for operations (Wohlers Report, 2014),
we formulated the following research question:

RQ 2. How does the consolidation of spare parts with AM technology affect the
total life cycle cost of capital goods and when is it valuable?

We primarily found that authors emphasized the benefits of consolidating parts with AM
technology in the literature. For instance, it was argued that the avoidance of the assembly
steps and the reduced organizational complexity will cause substantial reductions in lead
time. We have attempted to draw a more balanced picture by also highlighting the possible
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drawbacks. Furthermore, we conceptually discussed how the total life cycle costs may be
affected if we compare the operation of a CM-produced segmented spare part design with
an AM-produced consolidated design.

Based on these insights, we identified the VARI-METRIC framework to be a suitable
approach to assess the effects of consolidation with AM quantitatively. Our results suggest
that consolidation with AM often increases service costs. Thus, in about only 13% of our
analyzed instances, consolidation leads to cost reductions. This finding mainly stems from
a loss of flexibility. For example, in case of a failure, a consolidated component must be
replaced in its entirety, whereas the conventional assembled component may only require
the replacement of a defective sub-component. Furthermore, short re-supply lead times for
the consolidated spare part turn out to be less beneficial than perceived, therefore putting
into perspective one conjectured benefit of consolidation with AM.

On the other hand, we found that the reduction in purchasing costs and improvement in re-
liability are indicative for a high value of consolidation with AM. Furthermore, parts with com-
parable characteristics in terms of lead time, reliability and piece price typically yield the high-
est potential for consolidation. This finding is intuitively explained by the consideration that
the integration of comparable parts causes only marginal reductions in flexibility. Overall, our
results exemplified the necessity to adopt a broader perspective when judging the effects of de-
sign improvements with AM. Otherwise, design improvements may lead to unforeseen effects
that may render its application debatable, despite the substantial functionality improvements.

The third research question was driven by the wish to extend the results from the
investigation pertaining to the first research question. While the top-down approach
proposed in Chapter 2 simplifies the identification of high-impact spare parts, it remains
unclear when and how organizations should start the transition to the AM-produced spare
part version. Therefore, we posed the following research question:

RQ 3. When and how does a transition to AM technology become profitable for
the low-volume spare parts business?

Based on a scenario observed at an OEM of radar systems, we developed a finite horizon
stochastic dynamic programming model. We selected this approach because we identified
that the change of characteristics through time, such as AM production cost reductions
and installed base size changes, are deterrents to the transition strategy. Furthermore, we
wanted to understand how the existing CM production capacities may affect the investment
decision in AM technology.

Utilizing a case from the OEM and numerical experiments, we were able to derive various
crucial insights. First, a transition to AM technology for spare parts supply is often valuable
during the service period. In other words, we found average costs savings of nearly 35% across
all instances. To a certain extent, this finding contrasts the common belief that investment
in AM technology only pays off if initiated at the beginning of an asset’s life cycle. Second,
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(initially) high AM unit and setup costs may incorrectly bias organizations against the
value of moving to AM technology. In particular, the high inventory cost savings — in terms
of holding and backorder cost reductions — may offset these costs. Finally, the investment in
AM technology should not be postponed. We observed that it is usually better to prepare the
AM method as soon as possible. Then, during the transition period, AM may supplement the
regular supply source. By applying this dual sourcing strategy, companies can benefit from
the short AM replenishment lead times in stock-out situations, and on the other hand, they
can avoid high AM unit costs by ordering the majority of parts from a cheaper CM source.

The fourth research question builds on the findings from the study of the previous
research question and investigates the dual-sourcing phase in greater detail. In particular,
we relaxed the assumption that the CM and AM versions exhibit the same failure behavior.
Arguments pertaining to design changes, different production procedures and different
materials motivate this extension. Therefore, we formulated the following research questions:

RQ 4. Under what conditions does the sourcing of low-volume spare parts with
a combination of AM and CM methods pay off if we acknowledge that part quality
1s largely influenced by the production method?

To explore this question, we developed an infinite horizon continuous-time Markov Decision
Model, in which we explicitly considered the dependency between the sourcing decision and
future demand. This dependency has not been addressed in the dual sourcing literature
yet but appears to be essential if both supply modes use different production techniques.

From numerical experiments as well as a case study conducted in the aerospace industry,
we derived the conditions under which a dual sourcing approach with AM is most valuable.
In general, we observed that dual sourcing reduces the purchasing and maintenance costs
as compared to single sourcing with AM methods; and it reduces the backorder and holding
costs as compared to single sourcing with CM methods. In addition, we showed that dual
sourcing regularly leads to cost savings of more than 30%, even if the AM part reliability
or AM unit costs were three times greater than that of the corresponding CM part. In
fact, even higher cost savings were possible if we considered scenarios where the backorder
and holding costs were high relative to the purchasing and maintenance costs. Finally, our
results exemplified that printing spare parts on demand is typically not a good sourcing
strategy for downtime critical spare parts.

The fifth research question was motivated by the computational limitations of the model
proposed in Chapter 5. Computational limitations may arise for problem instances in which
we regard factors, such as higher demand rates, more complex demand patterns or different
order policies. Thus, we formulated the following research question:

RQ 5. How can we analyze large problem instances of the problem discussed in
RQ 4, given the computational limitations of the exact analytical methods?
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We addressed this research question by developing an iterative procedure that supports
the separation of the effects of the supply mode specific failure behavior from other as-
pects of the model. This decomposition significantly reduces the model’s complexity and,
therefore, enables the approximate analysis of larger problem instances. Furthermore, the
iterative procedure facilitates the extension of dual sourcing heuristics from the literature
(cf. Section 5.2) through a supply mode specific failure behavior. This extension is easily
implemented, as the iterative procedure only relies on an estimate of a fraction of items
ordered from either of the supply modes. Therefore, combining the existing dual sourcing
heuristics with the iterative procedure provides a flexible solution framework to assess a
wide range of problems with AM as a dual sourcing option.

Employing small problem instances, we showed that the iterative procedure achieved
an optimality gap of less than 4% (typically even smaller) across all instances. Furthermore,
we re-evaluated the case study presented in Chapter 5, which was possible this time without
any further simplifications to obtain a computationally solvable model. The results obtained
with the iterative procedure confirmed the results of Chapter 5. Hence, we find first evidence
that the iterative procedure performs well in addressing larger problem instances.

Furthermore, we examined the option to model the problem with Approximate Dynamic
Programming (ADP). Thus, we studied an ADP design that uses state features to find
a value function approximation. While it turned out that the selected features were suitable
to approximate the value function, the studied ADP design did not perform satisfactorily.
In particular, we found that the optimal policy typically orders parts in only a very limited
number of states. Learning the value of these states was difficult for our ADP design since
it is biased towards relatively more frequently observed states in which nothing is ordered.
We concluded that the proposed ADP design was unsuitable for the encountered problem
structure and that an alternative design should be explored.

7.1.2 Model Extensions and Improvements

Here, we elaborate on the possible extensions of the models introduced and analyzed in
this thesis.

e Refinements to the top-down approach.

Based on the experience we gained while applying the top-down approach proposed
in Chapter 2, we found that the data collection step is usually the most challenging. In
particular, organization-specific terminology or decentralized data storage often complicates
this step. Furthermore, extensive investigations are usually necessary to uncover the
implications of certain spare part attributes available in the databases. So far, these
time consuming steps were undertaken in graduation projects. However, we believe that
statistical analyses or data mining techniques, such as clustering, may have the potential
to simplify these steps. Furthermore, it may be worthwhile to extend the proposed
method by also considering part attributes, which present options for design improvements.
In the current approach, we ignored these opportunities while acknowledging that most
applications of AM are motivated by design improvements at present.
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e Reduced supplier dependency through consolidation.

In Chapter 3, we assumed a static system and, therefore, did not consider the effects
of supply disruptions. However, if AM is applied to consolidate items in particular, the
dependency on suppliers is significantly reduced. To that end, it may be worthwhile to
study consolidation with AM in a dynamic system in which the supply channels may
become unavailable.

e Stochastic AM piece price development.

In Chapter 4, we based our investigation on the assumption that AM piece price
developments are known upfront (or can at least be reliably estimated). Future research
may relax this assumption and, thus, study models with a stochastic AM piece price
development. We suspect that this additional source of uncertainty increases the transition
period in which both CM and AM methods are applied in parallel.

o Mitigating supply risks with an early preparation of AM.
We believe that it may be worthwhile to consider scenarios where the CM tooling may
“get lost”. In a graduation project, which was conducted within the scope of the SINTAS
project, we learned that such situations are not uncommon, particularly if the demand
is low. Avoiding the associated risk of supply discontinuation with an (additional) supply
source may further increase the value of an early investment in AM technology.

e Joint optimization of service and operational costs.

The application of the model presented in Chapter 5 to a case in the aerospace industry
revealed that the joint optimization of service cost and operational cost savings may be
a beneficial direction for future research. In particular, we observed that if AM offers
the prospect of design improvements (leading to operational cost savings), the optimal
sourcing strategy can change significantly. Furthermore, we suspect that the parallel
consideration of operational and service cost savings may justify the application of AM
technology in higher demand environments. This hypothesis is based on the observation
that design improvements typically scale with quantity and are, therefore, more interesting
for high demand environments.

e Developing an ADP design based on state aggregation.

The ADP design proposed in Chapter 6 was deemed unsuitable for the encountered prob-
lem structure. Other ADP designs where states are aggregated according to their features
may be a better fit for modelling such type of problems. For future research, we believe
that the grouping of states with a high likelihood of ordering will be a good starting point.

7.2 Roadmap for Implementation

Each organization has different requirements and follows different objectives with the
implementation of AM in their after-sales service supply chains. For example, we observed
organizations that aimed at improving system availability at remote locations while others
were primarily concerned with the diversification of their supply options. To that end, any
implementation strategy has to be customized for the specific firm. But while the outcomes
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may be specific, the steps to run through are rather generic and hence it is possible to
outline a framework that may guide the implementation process. In addition, the framework
discussed below offers an overview at which stages during the implementation process the
conducted research in this thesis becomes applicable. In the following, we will describe
the implementation framework which is illustrated in Figure 7.1.

For most organizations the spare parts assortment size rules out an individual assessment
of each spare parts. Hence, instead of considering spare parts at random, it is advisable to
follow a prioritization routine. As we elaborated in Chapter 2, prioritization may be achieved
by different means. For example, one may follow a bottom-up procedure where company
representatives are encouraged to suggest promising spare parts for AM. Yet, as we discussed
in Section 2.1, a top-down procedure based on company goals and easily retrievable spare
parts attributes may be preferable for various conditions. The resulting prioritized spare
part list directs the order in which the spare parts are assessed in the next step. Typically,
the assessment and selection step requires the consultation of an AM technology expert.
AM method specific process knowledge is required in order to determine the technical
feasibility. Also less easily accessible information may rule out a further consideration of the
assessed part. For example, in Section 2.3, we discussed a case for which a supplier offered
an inexpensive final order of the conventional manufactured spare part version. Ultimately,
this new insight led to the decision not to consider the spare part any further.

Next, we analyze the value of AM for each selected spare part in further depth. This process
step may either be performed sequentially or in parallel for the selected parts. In any case,
we propose to generate feasible design options first since cost and logistical parameters often
largely depend on the specific design. During this step, company or industry specific regula-
tions and design constraints usually have to be taken into account. The design option evalua-
tion should be based on a total life cycle costs estimation. As our results in Chapter 3 demon-
strated, hidden cost may quickly lead to a negative business case even despite substantial de-
sign improvements compared to the CM counter part. Also, at this stage it seems advisable to
obtain a first overview about possible AM supply options. As we discussed in Section 1.2.2, the
supplier (internal or external) is often highly involved in the design process. Furthermore, the
assessment of supply options gives a first indication about the expected cost and lead times.

Based on the selected AM spare part design, we then analyze the value of introducing AM.
Obviously, the assessment depends on the specific case. Section 1.4 gives an overview which
situations have been already considered in the literature. However, for the implementation
framework, we position the research conducted in this thesis. A good indicator for which re-
search is applicable provides the system life cycle stage of the associated capital good. During
the initial life cycle stage, our work in Chapter 4 is most relevant since it supports a service
strategy definition with AM. For other systems that already reached a more mature stage, AM
may offer a possibility to improve the service approach. We suggest to first regard the work
of Chapter 4 as it reveals whether AM becomes relevant during the remaining service horizon.
Depending on the result, Chapter 5 & 6 provide the means to evaluate the value of changing
the service approach in further detail. During the final life cycle stage, preliminary research in
the form of Bachelor and Master projects indicated that the value of AM primarily is derived
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from the flexibility of AM as opposed to other supply options such as a final order, aftermar-
ket supply or refurbished parts. However, future research is required to reveal to which extent
AM may contribute to ensure supply continuity and efficiency during the final life cycle stage.

The estimated value of AM for the selected spare part then should provide sufficient
evidence whether an implementation is profitable for the organization. Finally, note that we
discussed the implementation framework for the scenario of an existing spare parts assortment.
Yet, the suggested approach may also be applied during the design phase of a capital good.
For such a scenario, it is likely that the prioritization step is based on expert judgment. Fur-
thermore, it may even offer additional flexibility to base the assessment on functional descrip-
tions rather than predefined parts. As we also discuss in the next section, the combination
of design decisions with service considerations offers a fruitful direction for future research.

7.3 Discussion of Further Research Areas

In this section, we outline the research areas related to AM application, which were not
addressed in this thesis. For this purpose, we first recall Section 1.2.2 where we described
the possible effects of AM in after-sales service supply chains. Today, most effects still
require further exploration. Here, we will focus our discussion on a few selected research
areas that we consider particularly promising for the further dissemination of AM technology
in after-sales service supply chains.

e Circumuvention of certification cost.

Our results revealed the value of printing critical parts for the spare parts business. How-
ever, regulations often prevent the application of AM in this domain. Methods in which the
part is not printed directly may bypass these problems. For example, by printing the sub-
components, the component re-supply /repair lead time may be reduced significantly, while
regulations become way less restrictive. We suspect that such printing options may also
affect the level of repair decisions and, thereby, may alter maintenance concepts in general.

Another example is the option to produce (disposable) AM tooling and then use it
for the production of spare parts. Again, such indirect methods may (partially) help
avoid certification costs while replenishment lead times and unit costs are likely to reduce.
In a graduation project carried out within the scope of the SINTAS project, it was found
that the reduced unit costs are particularly promising in low demand environments.

e AM in combination with condition based monitoring.

Our investigations revealed that printing spare parts on demand is typically not an
option for downtime critical capital goods. Despite the short AM production lead times,
the total throughput time is still too long. However, the shorter lead time may be valuable
in combination with condition based monitoring. At present, long CM production lead
times may force organizations to order spare parts even when the information available
about the monitored part is insufficient. Yet this approach increases stock levels and may
cause unnecessary production costs. With AM technology, the production decision may
be postponed until sufficient evidence concerning the part’s condition has been gathered.
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Future research may show whether the postponement of the production decision can
justify investment in AM technology.

e Mitigating the risks of supply disruptions.

As we discussed in Chapter 1, we often observe problems with supply disruptions during
the service period of capital goods. The flexibility of AM technology to produce spare
parts with general purpose equipment raises the question: For what asset components will
it be beneficial to proactively design AM backup solutions? This may be a particularly
valuable extension to a recent research that utilized company data to predict possible
supply disruptions, e.g., Li et al. (2016).

e Restructuring of the spare parts supply chain.

In Chapter 1, we elaborated that, at present, most service providers rely on complex
manufacturing supply chains to source spare parts. With the maturation of AM tech-
nology, this dependency may reduce and, thus, allow different sourcing concepts. For
example, service providers may change the supply source, depending on the proximity
to asset location. Moreover, service providers may seek to minimize import duties or
transportation costs. As elaborated in Section 1.2.2; logistic service providers already
experiment with such opportunities in the consumer market.

o [nvestment of service providers in reliability improvements.

As discussed in Chapter 1, AM simplifies design changes. Therefore, it becomes
perceivable that not only an OEM but also a service provider (co-)invests in the reliability
increases of components. The arising investment decision may be studied in the context
of a spare parts system approach (cf. Section 1.5), and relates to the literature pertaining
to the value of system parameter improvements, cf. Hu et al. (2018). Furthermore,
the described scenario may give rise to models that study investment decisions from a
cooperative game theory perspective.

7.4 Concluding Remarks

The application of AM technology in after-sales service supply chains remains fairly
unexplored. With this thesis, we addressed various research directions that were primarily
derived from observations made at our industrial and governmental project partners. While
we believe that we have contributed to a better understanding regarding the potentials and
risks of AM technology for after-sales service logistics, we are also aware of the wide range
of unanswered questions that require further attention from the scientific community.
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Summary

Additive Manufacturing (AM, also known as 3D printing) is developing into a powerful
complement to more conventional manufacturing (CM) methods. In comparison to CM
methods such as milling, drilling, casting and forging, AM technologies build complete parts
by adding materials layer upon layer without using any dedicated tooling.

The resulting ability to produce complex structures without lengthy and expensive setup
procedures could turn out particularly valuable for the low-volume spare parts business. Short
AM lead times are likely to significantly improve the balance between spare parts inventory
investment and system downtime. Generic AM processes could relax the dependence
on suppliers and therefore decrease risks and costs associated with supply disruptions.
Ultimately, AM could even enable the implementation of a decentralized production concept
that holds the promise of increased supply chain responsiveness at low costs.

However, it is necessary to deconstruct these concepts and to separate the hype from reality
to leverage the potentials of AM technology in after-sales service supply chains. In this dis-
sertation, we aim to contribute to this undertaking by offering a scientific perspective on how
and to what extent after-sales service supply chains can benefit from AM technology. To that
end, we develop and apply techniques from the field of Operations Research to learn from the
various case studies that were conducted at different organizations throughout this research.

After an introduction to AM technology, its potential application in after-sales service
supply chains, and a broad overview of the related literature, we identified the following
research objective:

To offer decision support for actors in after-sales service supply chains
to identify and understand the value of AM technology for their
organization, and to provide quantitative insights into both when
and how AM technology may be used or combined with conventional
manufacturing methods to improve the efficiency of service logistics.
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In the following sections, we summarize how we addressed the research objective. The first
study was motivated by the observation that organizations struggle to identify high-impact
spare parts for the application of AM. Particularly, it turned out that the current practice to
primarily rely on expert judgment was not suitable for the spare parts industry. Large spare
parts assortment only allowed the assessment of a very selected subset of the part population
while the evaluated spare parts often turned out uninteresting for the application of AM.
To overcome these shortcomings, we developed a top-down approach that solely relies on
spare parts information that is retrievable from ERP systems. Furthermore, this approach
adopts results from an analytical hierarchy process to customize the underlying ranking
procedure according to the specific company preferences. Our findings and applications of
the method in more than five organizations provided evidence for the value of a top-down
approach during the initial screening for interesting business cases. We further recognized
that the application of the top-down approach prompts organizations, especially their higher
management, to reflect on the goals associated with AM for their spare part operations. This
stage proved to be crucial to re-adjust expectations and create a high level of engagement
within the organizations.

In the next part, we considered the common practice (or requirement) of altering the design
with AM technology. While the effects of design changes appear to be quite well understood
from a technological and operational perspective, we found that the implications for service
logistics were largely unexplored. Since the consolidation of parts was recognized as the most
promising application of AM technology for operations, we explored the associated effects
in further detail. Thus, we first discussed how consolidation with AM could affect the total
life cycle costs. Subsequently, we used a model from the spare parts optimization literature
to quantify the associated effects. It was observed that consolidation using AM often leads
to higher costs throughout the entire life cycle than with the conventional part design. The
key reason behind this being that replacing a consolidated AM part is often more expensive
than repairing a conventional part by replacing a failed subcomponent. Overall, our results
for consolidation with AM provides an effective example for the necessity to adopt a broader
perspective when judging the effects of design changes with AM. Otherwise, in the long-run,
even design improvements may lead to unforeseen effects that could render its application
debatable despite possible functionality improvements.

The next part of this thesis was driven by the observation that even if organizations
identified high-impact spare parts for the application of AM, it was often unclear to them
when or if at all to start the implementation. Particularly, the anticipation of AM unit cost
reductions in the near future and the cost associated with setting up a new production method
caused skepticism regarding investment in AM being a good choice. To address this problem,
we developed a finite horizon stochastic dynamic programming model. Using this model, we
were able to show under which conditions and when during the service horizon an investment
in AM is advisable. Interestingly, it was observed that postponing the investment in AM is
typically not a good decision. For example, the case study conducted during this part of our
thesis revealed that the best choice would be an immediate investment in AM technology.
Before the company is advised to completely rely on AM technology, however, we observed a
transition period of up to nine years. During this transition period, our results suggest that
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parallel use of AM and CM technology would be the best approach. In particular, CM would
be used for regular supply and AM for emergency shipments. Next to direct cost savings,
this so-called dual sourcing approach also holds the indirect benefit of gaining knowledge
regarding the application of AM while the conventional supply source is still available.

In the following part of this thesis, we investigate the underlying mechanisms of the dual
sourcing approach with AM and CM methods in further detail. In particular, we studied how
a production source dependent part quality would influence the sourcing decisions. For us,
it seemed evident that a fundamentally different production paradigm, a frequently altered
design, and even sometimes the use of different materials would more often than not lead
to a different quality for both AM and CM parts. Since this aspect has not been addressed
in the dual sourcing literature yet, we proposed an infinite horizon continuous-time Markov
Decision Model. A novel aspect of this model is that sourcing decisions influence future
demands, which is an immediate consequence of the different part quality. Using a case
study in the aerospace industry and numerical experiments, we confirmed that dual sourcing
appears to be a suitable approach to profit from AM at an earlier point in time. For example,
we found that dual sourcing reduces the negative effects of high AM unit costs or low AM
part quality while the benefits of a short AM replenishment lead time are exploitable.

The next part of the thesis was motivated by the computational limitations of the
method proposed in the previous part. For example, it would have been computationally
cumbersome to study higher demand rates, more complex demand patterns or problems
for which spare parts are ordered in batches. To overcome this problem, we investigated the
performance of approximate solution procedures. Therefore, we designed a framework to
extend dual sourcing heuristics from the literature with a feature to also regard production
method dependent part quality. Since the extension is easily implementable, the approach
would provide a flexible solution framework to assess a wide range of problems with AM
as a dual sourcing option. Using small problem instances, we were able to show that the
approach offers high solution quality. However, future research is required to also assess
the solution quality for larger problems.

In the final part of this thesis, we outline our findings and suggest a roadmap for the
implementation of AM technology in after-sales service supply chains. With the roadmap,
we aim to provide guidance for practitioners who want to exploit AM in their spare parts
operations. Furthermore, the roadmap offers an overview of the stages of the implementation
process in which the research conducted in this thesis would be valuable. We conclude the final
part of this thesis with suggestions for future research that could bring forward the discovery
and implementation of new solutions with AM technology in after-sales service supply chains.
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