Abstract

In this study a computational method is presented which simulates the presence of a liquid layer on an airfoil and its effect on splashing of Supercooled Large Droplets (SLD). The thin liquid film is expected to have a significant influence on the impact behaviour of SLD. It will arise when the impacting droplets freeze only partially and leave behind a layer of runback water on top of the ice layer. The liquid film is modelled using the wall shear stress and by assuming a linear velocity profile within the water layer. The shear stress is calculated by coupling an integral boundary-layer method to a potential flow method.

The SLD splashing model is extended with a deposition model that accounts for impact on a liquid film and includes the solidification time of the droplets. This solidification time is obtained using multiple approaches which are based on either planar solidification or dendritic solidification. Planar solidification is controlled by diffusion and based on the Stefan problem for heat conduction. Dendritic solidification is more rapid and mostly governed by kinetics.

The comparison of the catching efficiency with experimental results for a NACA-23012 airfoil shows a significant improvement employing the new deposition model. Also, good agreement is found with the experimental results for the ice accretion on a NACA-0012 airfoil.

1 Introduction

Supercooled Large Droplets (SLD) are water droplets with a diameter larger than 40 microns. In clouds they can form through melting of snow or coalescence of smaller droplets under influence of wind shear. After the fatal crash of an ATR-72 commuter aircraft near Roselawn, Indiana in 1994 [1] SLD were recognized as extremely hazardous. This type of icing can occur at different locations on the aircraft and is faster and more unpredictable compared to icing by smaller droplets. This year the FAA will present the final regulations for SLD icing conditions specified in appendix O of 14 CFR part 25 [2].

In the past years much research has been carried out considering in-flight SLD icing. The European Union sponsored project EXTICE (EXTreme ICing Environment) [3], that ran from 2008 until 2012, included droplet impact experiments, icing experiments and numerical simulations with improved SLD-specific models. In this framework the University of Twente developed a computational method capable of predicting ice accretion due to multi-disperse droplet distributions of splashing and rebounding SLD based on an Eulerian trajectory model.

In the present paper the computation of a thin liquid film and its effect on splashing SLD via an improved deposition model will be described with which the existing computational method has been expanded. The new deposition model has been proposed by Li et al. [4] from Darmstadt University of Technology and takes the solidification time of the liquid layer into ac-
Numerical results are compared with data from experiments by Papadakis et al. [5] for a NACA-23012 airfoil and with data obtained by DGA Aero-engine Testing from experiments for a NACA-0012 airfoil. Both Darmstadt University of Technology and DGA Aero-engine Testing were partners in the EXTICE project.

2 SLD Physics

Because of the relatively large size of SLD, their impact behaviour needs to be taken into account in order to model the physics of SLD accurately. The phenomena occurring may include: splashing, rebound, breakup, deformation or a combination of these. In case of splashing the droplets will breakup into smaller secondary particles, as is shown in Fig. 1, while the droplet will bounce from the surface completely in case of a rebound event. Before SLD hit the surface they can either deform or breakup into smaller droplets. In the current method only splashing and rebound are implemented and pre-impact breakup and deformation are ignored. For the SLD splashing model a mass-loss coefficient by Honsek et al. [6] is used, while the number of secondary droplets and their velocity distribution have been obtained from Trujillo et al. [7]. The rebound model is based on work from Bai and Gosman [8].

The computational method solves the droplet distribution sequentially, that is from the bin with the largest droplets to the bin with the smallest droplets. This implies that coalescence is ignored. The secondary droplets that are created after a splashing or rebound event are added to the bin with droplets that have a diameter corresponding to the diameter of the secondary droplets. If splashing or rebound occurs, in elements next to the surface of the airfoil, the local re-injected mass and momentum are imposed via boundary conditions.

3 Numerical Method

The numerical method that forms the starting point for this research has been developed by J.M. Hospers [9, 10]. This method uses an Eulerian droplet tracking approach in combination with a Finite Volume Method for unstructured grids. A droplet size distribution divided into a number of bins with a certain range of droplet size and a two-dimensional potential flow field solution will be provided as input for the calculation of the droplet trajectories. In the trajectory calculation it is assumed that the droplets form a dilute distribution and that they can be treated using one-way coupling, i.e. droplets have a negligible effect on the flow field. With the Eulerian mass and momentum equations, Eq. (1) and (2), the droplet density $\rho_d$ and the droplet velocity $\vec{u}_d$ are calculated on the computational grid.

$$\frac{\partial \rho_d}{\partial t} + \vec{\nabla} \cdot (\rho_d \vec{u}_d) = 0, \quad (1)$$
$$\frac{\partial \rho_d \vec{u}_d}{\partial t} + \vec{\nabla} \cdot (\rho_d \vec{u}_d \vec{u}_d) = \rho_d \vec{f}_D + \rho_d \left(1 - \frac{\rho_a}{\rho_w}\right) \vec{g}. \quad (2)$$

Here, $\vec{f}_D$ is the drag force per unit mass, $\vec{g}$ the gravitational acceleration, $\rho_a$ the density of air and $\rho_w$ the density of water. The source terms in the momentum equation are the drag, gravity and buoyancy force acting on the droplet. The virtual mass force, Basset history force and other force terms are neglected [11].

Solving the Eulerian equations in combination with the SLD splashing and rebound model will result in a water catching efficiency distribution $\beta$ along the airfoil. This distribution serves as input for the ice accretion method. This method is based on the Messinger model [12] in which the heat and mass balance for the flow of water along the surface are solved to calculate the rate of increase of the thickness of the ice layer. A detailed explanation can be found in Jacobs et al. [13].
In summary, the SLD icing prediction methodology consists of four steps:

1. Flow simulation;
2. Eulerian droplet tracking with specific treatment of SLD resulting in the distribution of the water catching efficiency along the airfoil;
3. Computation of the rate of ice accretion from Messinger’s thermodynamic model;
4. Calculation of the new ice shape.

4 Test cases

The results of the new deposition model will be compared with experimental results from two test cases. In the first test case the catching efficiency will be compared with results from experiments by Papadakis et al. [5]. These experiments have been conducted in the Icing Research Tunnel of NASA Glenn Research Center. It concerns a 36-inch NACA-23012 airfoil placed at an angle of attack of 2.5° in a droplet flow with a free-stream velocity of 78.23 m/s, a temperature of 299 K and an ambient pressure of 101330 Pa. Catching efficiency data has been obtained for both clean and iced configurations of the airfoil. The droplet cloud consisted of a 10-bin mono-modal droplet distribution (see Fig. 2) with a median volumetric diameter (MVD) of 154 µm and a liquid water content (LWC) of 1.44 g/m³. This test case is referred to as Papadakis test case A. In Papadakis test case B all conditions are the same except for the air temperature. This temperature is lowered to 268.15 K and the icing time is set to 600 s to analyse the changes in the ice shape obtained with the numerical method. There are, however, no experimental results available for this lower temperature.

In the second test case the ice shape will be compared with experiments from DGA Aero-engine Testing. During the EXTICE 2D test campaign 22 icing wind-tunnel tests have been performed on a steel-made NACA-0012 airfoil of 800 mm chord. Run 18 is chosen for comparison in which data was gathered for an airfoil at a 2° angle of attack in a flow field with the following conditions: Mach 0.5, altitude 4000 m, temperature -10°C, icing time 450 s. The droplet diameter distribution is shown in Fig. 3. It is a 50-bin bi-modal distribution of MVD 104 µm and LWC 0.3 g/m³.

For both test cases a computational grid is needed as input for the Eulerian droplet trajectory method. The meshes for the NACA-23012 (see Fig. 4) and the NACA-0012 airfoils consist of 18300 and 17952 triangular elements, respectively. These finite-element meshes are then converted to edge-based finite-volume meshes employed by the numerical method.
5 Liquid film: model and results

The presence and thickness of a liquid layer can have a significant effect on the splashing behaviour of droplets as has already been investigated by Tropea and Marengo [14] and is shown in experiments of Wang and Chen [15]. A liquid film will arise when the impacting SLD freeze only partially resulting in a water layer on top of the ice layer, shown schematically in Fig. 5. In this schematic $u_w$ is the velocity of the water layer. It is assumed that the velocity profile in the layer is linear and that there is no slip at the ice-water interface. This leads to the following expression for $u_w$:

$$u_w(y) = U_w \frac{y}{h_w}, \quad \text{where} \quad U_w = h_w \frac{\tau_w}{\mu_w}, \quad (3)$$

with $U_w$ the velocity at the air-water interface, $h_w$ the water layer height and $\mu_w$ the dynamic viscosity of water. $\tau_w$ is the shear stress in the water layer imposed by the airflow over the water layer:

$$\tau_w = \mu_w \left( \frac{\partial u_w}{\partial y} \right)_{y=h_w} = \mu_a \left( \frac{\partial u_a}{\partial y} \right)_{h=h_w}, \quad (4)$$

with $\mu_a$ the viscosity of air and $u_a(y)$ the velocity profile in the air. In the Messinger model the mass flow rate of the inflowing liquid water per unit length in spanwise direction is calculated by setting it equal to the impinging water mass flow rate minus the sum of the mass flow rates due to evaporation, splashing, ice mass and outflowing runback water. The height of the water layer can be obtained by expressing the inflowing mass flow rate in terms of water height $h_w$, water density $\rho_w$ and the velocity of the liquid layer $u_w(y)$. Together with the expression in Eq. (3) this gives:

$$\dot{m}_{in} = \int_{h_w} \rho_w u_w(y) dy = \frac{1}{2} \rho_w \frac{\tau_w}{\mu_w} h_w^2. \quad (5)$$

The wall shear stress can be expressed in terms of the skin friction coefficient, which is calculated by coupling a turbulent boundary-layer method to the second-order panel method [16]. The laminar flow region is calculated with Thwaites’ method (1949) [17], the turbulent flow region is computed with Head’s entrainment method (1958) [18] and the criterion of Michel (1951) [19] is used to determine the location of transition from laminar to turbulent flow. This model is only used to calculate the wall shear stress in order to compute the liquid film. In the boundary-layer method the effect of the presence of the liquid film is not taken into account, i.e. it is assumed that the velocity in the liquid layer is very small compared to the velocity of the air over the water layer.
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Fig. 5: Boundary layer on top of liquid layer, note that drawing is not to scale as $U_w \ll u_\infty$.

Fig. 6: Water film thickness, DGA test case.

Fig. 7: Water film thickness (left) and mass flow (right) for Papadakis test case A ($T = 299$ K).

Fig. 8: Water film thickness (left) and mass flow (right) for Papadakis test case B ($T = 268.15$ K).
5.1 Results

The liquid layers are computed for the two test cases introduced in section 4 and the results are shown in Fig. 6 to Fig. 8. In these and all further graphs the airfoil coordinates are scaled with the chord \( c \) of the airfoil. The liquid film thickness is made dimensionless with the MVD and the mass flow is scaled with the product of the MVD, the free-stream velocity and the LWC.

The results for the liquid film thickness computed for the DGA test case, see Fig. 6, show that there is a liquid layer of a few microns thickness around the stagnation point. The film thickness computed with the SLD splashing model matches exactly the film thickness computed with the combined SLD splashing and rebound model. Actually, this test case was chosen from the available 22 test cases because it showed the thickest liquid layer. This should imply that the new deposition models show an ice shape that differs from the ice shape computed using the original method as will be discussed further in section 9.

For Papadakis test case A \((T = 299 \, \text{K})\) the results for the liquid film thickness and the mass flow for the splashing model and for the combined splashing and rebound model are presented in Fig. 7. From the left graph in Fig. 7 it can be seen that a liquid layer is present on the whole airfoil surface, except at the stagnation point. Around the stagnation point the film height will increase due to the increase of the incoming mass flow \( \dot{m}_{\text{in}} \), see the right graph of Fig. 7. The liquid film strongly reacts to changes in the skin friction coefficient. At the transition point from laminar to turbulent flow the film thickness abruptly decreases from about 80-90 \( \mu \text{m} \) to about 20-30 \( \mu \text{m} \). Furthermore, \( h_w \) differs slightly for the SLD splashing model on the one hand, and for the combined SLD splashing and rebound model on the other hand. This is because \( \dot{m}_{\text{in}} \) is slightly smaller when rebound is included.

When the air temperature is 268.15 K (Papadakis test case B), this results in a different liquid layer of which the results are shown in Fig. 8 for the film thickness (left) and the runback mass flow (right). At this lower temperature the film does not cover the whole airfoil surface because it freezes on the surface before the trailing edge is reached. Still, the part of the airfoil contour covered by the film is large enough to be influenced by the boundary layer transition. Downstream of the transition point, the film height rapidly drops to zero because of the decreasing runback mass flow.

6 Deposition model

Li et al. [4, 20] developed a deposition model based on experimental results using a small-scale facility for single drop impact [3]. These experiments have been executed at droplet velocities ranging from 30 m/s to 60 m/s and for a droplet diameter of 150 \( \mu \text{m} \). Two empirical mass-loss correlations have been obtained, one for impact on a dry substrate, Eq. 6, and one for spray impact on a liquid substrate, Eq. 7. If the splashing parameter or the dimensionless number has a subscript \( n \), the normal velocity component is used to calculate these quantities.

\[
\phi_{\text{dry}} = 0.25 \left[ 1 - \frac{1}{1 + \exp((K_n - 8850)/1200)} \right],
\]
\[
\phi_{\text{spray}} = 0.5 - 0.616 \exp(-K/750.9),
\quad (K > 156.6).
\]

The relations depend on a critical Cossali splashing parameter \( K \), which is defined as a function of the Ohnesorge and Weber number:

\[
K = \text{Oh}^{-2/5} \text{We}.
\]

The Weber number relates kinetic energy to the surface energy due to surface tension and the Ohnesorge number relates viscous forces to the square root of inertial forces and surface tension. This results in:

\[
\text{Oh} = \frac{\mu_w}{\sqrt{\rho_w \sigma_w d}}, \quad \text{We} = \frac{\rho_w u_d^2 d}{\sigma_w}.
\]

For single drop impact onto a planar water surface the empirical relation developed by Okawa
et al. [21] is used:

\[
\phi_{\text{single},\theta} = 0.00156 \exp[0.000486K] ,
\]
if \(0^\circ < \theta < 10^\circ\) and \(K > 2100\),

\[
\phi_{\text{single}} = \phi_{\text{single},\theta} \exp[0.115(\theta - 10^\circ)] ,
\]
if \(10^\circ \leq \theta \leq 50^\circ\) and \(K > 2100\),

(10)

where \(\theta\) is the inclination angle in degrees between the velocity vector and the normal to the substrate. It is proposed to consider the spray impact relationship as an upper bound for deposition and to use the following minimum for the deposited mass on a liquid substrate:

\[
\phi_{\text{wet}} = \min[\phi_{\text{single}}, \phi_{\text{spray}}].
\]

(11)

In the left graph of Fig. 9 the mass-loss coefficient for a dry substrate is plotted together with the original mass-loss coefficient used in the current method, i.e. the one defined by Honsek et al. [6] with a splashing parameter from Trujillo et al. [7]. The mass-loss coefficients for a liquid surface are shown in the right graph (Fig. 9). The relation for single drop impact is given for three different impact angles of \(\theta = 0^\circ, 15^\circ\) and \(20^\circ\).

### 6.1 Surface condition

When a droplet touches the surface it produces a liquid splat that spreads outwards. A wetting parameter \(N_h\) is used to determine whether the surface is dry or wet. If \(N_h\) is smaller than one, the surface is assumed solid and if \(N_h\) is larger than one, the splat does not solidify fast enough and the deposition model has to account for a liquid film. \(N_h\) depends on the volumetric flux of liquid impacting on the wall \(q_w\), the solidification time \(t_{\text{solid}}\) and the geometry of the incoming droplet and that of the splat:

\[
N_h = \frac{3q_w t_{\text{solid}}}{2d^3}.
\]

(12)

Roisman [22] and Van Hinsberg et al. [23] proposed expressions for the residual splat thickness. In this deposition model the residual thickness \(h_{\text{res}}\) and diameter \(d_{\text{res}}\) of liquid splat are given by:

\[
h_{\text{res}} = \max[\min\left(0.79d_{\text{Re}}^{-2/5}, \frac{\sigma_d}{\tau_w}\right), d],
\]

(13)

and

\[
d_{\text{res}} = \sqrt{\frac{2(1 - \phi_{\text{dry}})d^3}{3h_{\text{res}}}}.
\]

(14)

In these expressions \(d\) is the diameter of the impacting droplet, \(Re_d\) the droplet Reynolds number, \(\sigma_d\) the surface tension and \(\tau_w\) the shear stress of the air at the substrate. The shear stress is obtained from calculations of the air flow, as was described in section 5. In this study the values of \(h_{\text{res}}\) are limited to the diameter of the incoming droplet to avoid that the residual thickness becomes non-physically large.

### 7 Solidification

At present, still little is known about the morphological instability of a solidification front of
growing ice crystals. Li et al. [4] propose the following estimation of the drop solidification time:

\[ t_{\text{solid}} \approx \frac{c h_{\text{res}}^2}{T_m - T_d}, \]

where \( c = 3 \times 10^8 \text{ Ks}^m \text{m}^{-2} \), (15)

where \( T_m \) is the melting temperature and \( T_d \) is the droplet temperature. Their difference presents the supercooling of the droplet. The solidification time from this empirical relation is compared to the solidification time estimated from two other solidification models:

- supercooled, planar solidification model,

- dendritic solidification model.

7.1 Planar solidification

Worster [24], among others, has derived the theory of planar solidification, which is based on the Stefan problem. Two different cases can be distinguished, see Fig. 10: planar (left) and supercooled (right). For both conditions the solidification front will have moved by a distance \( h(t) \) (assuming one-dimensional heat conduction). In the planar case there will be a temperature gradient in the solid ice layer with melting temperature \( T_m \) at the liquid-ice interface and temperature \( T_s \) at the solid surface where \( T_s < T_m \). In the supercooled case the solid phase is maintained at the melting temperature and the latent heat is conducted into the liquid, with the initial temperature of the liquid \( T_\infty \) below the melting temperature. The boundary conditions together with the energy equation in the solid and the conservation requirement given by the Stefan condition admit a similarity solution. Both planar and supercooled solutions are shown below Fig. 10. These two solutions are very comparable. A detailed derivation can be found in the work of Worster [24]. In Eq. (17) and Eq. (18) \( \kappa \) is the thermal diffusivity of the solid, \( t \) the solidification time, \( \lambda \) a dimensionless constant that determines the solidification rate and \( \text{Ste} \) is the Stefan number. The Stefan number is the ratio of the latent heat of solidification \( L \) and the sensible heat required to cool the newly formed solid to the surface temperature and is defined as:

\[ \text{Ste} = \frac{L}{C_p(T_m - T_s)}. \] (16)

Here, \( C_p \) is the specific heat of the solid. If the Stefan number is large, the solidification rate \( \lambda \) is small. The supercooled growth rate has an asymptote at \( \text{Ste} = 1 \), but nevertheless it is possible to perform experiments for which \( \text{Ste} < 1 \). This is because for \( \text{Ste} > 1 \) the rate of solidification is controlled by the removal of latent heat, while for \( \text{Ste} < 1 \) the kinetics of molecular attachment are rate controlling [24].

7.2 Dendritic solidification

Planar solidification is (mostly) governed by diffusion. Crystal growth governed by kinetics is still poorly understood. The rate of solidification is then determined by how fast molecules are able to find a proper position in the solid structure and a small disturbance will initiate a rapid and unstable process of dendrite formation. Theoretical models based on an analytical solution for dendritic solidification had been derived, among others, by Ivantsov [25] and Langer and Muller-Krumbhaar [26]. Shibkov et al. [27] experimentally studied the pattern formation during the free growth of ice crystals in supercooled pure water in a supercooling range of \([0, 30]^{\circ} \text{C}\). The results from their measurements are given in Fig. 11 and show that the dendritic tip velocity increases with increasing supercooling. The dendritic tip velocity is the velocity at which the solidification front (tip) of the dendrite moves into the liquid water.

In the dendritic solidification model it is assumed that dendrites are formed quickly, as is illustrated in Fig. 12b, and that the temperature of the liquid in-between the dendrites is increased to the melting temperature. The solidification rate is obtained by an empirical fit through the data of Shibkov et al. [27]. Then, in the second phase, the water in-between the dendrites solidifies, see Fig. 12c. This solidification process is initiated by the surface temperature, which is assumed to be much lower than the melting temperature. The process is planar and stable. The solidification rate is then given by Eq. 17.
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\[ T(y,t) = (T_m - T_s) \frac{\text{erf} \left( \frac{y}{2\sqrt{\kappa t}} \right)}{\text{erf}(\lambda)} + T_s, \quad (17a) \]
\[ h(t) = 2\lambda \sqrt{\kappa t}, \quad (17b) \]
\[ \sqrt{\pi \lambda e^{\lambda^2}} \text{erf}(\lambda) = \text{Ste}^{-1}. \quad (17c) \]

\[ T(y,t) = (T_m - T_\infty) \frac{\text{erfc} \left( \frac{y}{2\sqrt{\kappa t}} \right)}{\text{erfc}(\lambda)} + T_\infty, \quad (18a) \]
\[ h(t) = 2\lambda \sqrt{\kappa t}, \quad (18b) \]
\[ \sqrt{\pi \lambda e^{\lambda^2}} \text{erfc}(\lambda) = \text{Ste}^{-1}. \quad (18c) \]

Fig. 10: Planar solidification front after some time \( t \) at normal conditions (left) and supercooled conditions (right), together with their similarity solution. Adapted from Worster [24].

Fig. 11: Comparison between the results of the thermal diffusion theory and experiment for growth velocity of freely growing ice crystals as a function of supercooling temperature differences, Shibkov et al. [27]

Fig. 12: Solidification steps in combined dendritic and normal, planar solidification model.
7.3 Solidification time

Both solidification models result in a solidification rate that can be used to determine the solidification time. For the planar, supercooled solidification and the planar part of the dendritic solidification model the values of $h_{res}$ and the Stefan number are needed. The solidification rate is then computed by a combined Newton-Raphson and secant method. For the unstable part of the dendritic solidification an empirical fit through the experimental results from Shibkov et al. gives the velocity of the solidification front. Here, only the residual thickness is needed in order to calculate the solidification time.

8 Results: Papadakis test case

In Fig. 13 the computed distribution of the catching efficiency for Papadakis test case A ($T = 299$ K) is compared with experimental results. Here ‘Hospers’ refers to the original splashing model in the computational method, i.e. the model of Honsek et al. [6], and ‘Darmstadt’ refers to the deposition model by Li et al. [4]. Because the temperature is above the freezing point, the solidification time is expected to be infinite. Since the Darmstadt model does not hold for negative freezing values of supercooling, it is assumed that the wetting parameter $N_h$ is larger than one and thus that the mass-loss coefficient for the liquid regime is applied. The catching efficiency for the Darmstadt model is slightly lower than the catching efficiency computed by the original model over the whole region of impingement. The results of the Darmstadt model show good agreement with the experimental results, which are presented by the grey dots. However, some underprediction is still seen near the stagnation point, while the catching efficiency is somewhat overpredicted further downstream on the airfoil surface.

In Fig. 15 the results are shown for Papadakis test case B, in which the temperature is decreased to 268.15 K and the icing time is set to 600 s. Together with the results from the Hospers and Darmstadt model, the results from the models with the supercooled solidification time (planar) and the combined dendritic and planar solidification time (dendritic) are shown. It can be observed that the results for the Darmstadt model and the planar model are almost the same. Furthermore, the results from the dendritic model match the results from Hospers closely. The latter two have a higher catching efficiency over the whole impingement range compared to the first two. This indicates that the dendritic model on the one hand, and the planar and Darmstadt model on the other, are most likely in a different deposition regime (dry or wet). The high-frequency wiggles in the region between airfoil-coordinates 0 and -0.1 are caused by the chosen grid resolution. The grid in the nose region is very fine at the surface but becomes coarser quickly with distance from the surface, see Fig. 4.

Finally, the results for the layer of accreted ice are shown in Fig. 17. The shape of the ice layer around the nose of the airfoil is similar for all four deposition models. Further downstream the ice layer extends further along the airfoil when the catching efficiency is higher. This results in the Darmstadt model having the shortest ice layer and the dendritic model having the most extended ice layer.

8.1 Solidification time

In order to analyse the solidification time for the different models the average solidification time per bin is depicted in Fig. 14. The results for Papadakis test case B ($T = 268.15$ K) discussed in the preceding section are in the left graph. The average solidification time, that is the mean solidification time of all droplets in one specific bin, is shown for the three different solidification models, together with the standard error of the mean. For the Darmstadt model the time is almost constant, while for the dendritic model the solidification time per bin is very small and increases slightly with increasing bin number or initial droplet size. The planar solidification model has a long solidification time, approaching 1 second for the first nine bins, and is approximately 4.3 seconds for bin 10 (left out of the plot for resolution reasons). The standard error is
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Fig. 13: Catching efficiency for Papadakis test case A ($T = 299$ K) in case of SLD splashing only.

Fig. 14: Average solidification time for SLD splashing (left) and SLD splashing and rebound (right) with standard error of the mean for Papadakis test case B ($T = 268.15$ K). The solidification time for bin 10 in case of planar solidification with only splashing is approximately 4.3 seconds but is left out for resolution reasons.
Fig. 15: Catching efficiency for Papadakis test case B ($T = 268.15 \text{ K}$) in case of SLD splashing only.

Fig. 16: Catching efficiency for Papadakis test case B ($T = 268.15 \text{ K}$) in case of SLD splashing and rebound.
Fig. 17: Ice accretion for Papadakis test case B ($T = 268.15$ K) for the complete airfoil (top) and detailed for the upper surface (lower left) and lower surface (lower right) in case of SLD splashing only.

Fig. 18: Ice accretion for Papadakis test case B ($T = 268.15$ K) detailed for the upper surface (left) and lower surface (right) in case of SLD splashing and rebound.
also very large. This can be explained by looking at the solidification time in the right graph in which both SLD splashing and rebound are included. The solidification time for the Darmstadt and dendritic models do not change significantly, but the solidification time for the planar model is now much shorter with smaller standard errors and increases with bin size. Rebound takes place mostly near the impingement limits where the impact angle is low. This is also the region where high residual thicknesses lead to a long solidification time in case of the planar model. So, if rebound is taken into account, there will be no deposit on the surface and the solidification time in the impingement area is lowered, resulting in a much shorter mean solidification time per bin.

In Fig. 16 and Fig. 18 the catching efficiency and the ice layer in the region around the upper and lower limits on the airfoil surface are shown, respectively, with both SLD splashing and rebound included. The catching efficiency curve in case of rebound shows a much more irregular shape compared to the one for the case with splashing (Fig. 15) in the regions where rebound occurs. Here it should be noted that the high-frequency fluctuations in the catching efficiency are again caused by the grid resolution. The largest difference is seen for the planar model, as should be expected by the results for the solidification time. For the ice accretion this results in a more extended ice layer near the impingement area for the planar model, while the results for the other models show slightly less ice accretion when rebound is included. The results for the current method (Hospers) on the upper surface do coincide with the results for the planar model. Near the nose region the results for the SLD splashing and rebound model are equal to the results for the model with just splashing included for all cases.

9 Results: DGA test case

The catching efficiency for the DGA test case is shown in Fig. 19 and the ice accretion results are shown in Fig. 20. The results for the supercooled, planar deposition model are left out, because they are identical to the results for the dendritic deposition model. This is because in both cases the solidification time is very short and the mass-loss coefficient for the dry regime has been applied. This results in an ice shape that is overpredicting the experimental result in the nose region (green line) and which is not very different from the current method (blue line). The results of the Darmstadt deposition model approach the experimental results more closely, but are still overpredicting the amount of ice accreted.

10 Conclusions

The development of a liquid film on an airfoil surface in icing conditions has been analysed together with the extension of the splashing model for droplet impact on a thin liquid film. The agreement of the computational method with the experimental data from Papadakis et al. [5] and the ones from DGA is satisfactory.

The computed water layer develops as a continuous film over the airfoil surface and reacts strongly to changes in shear stress due to the air flow over the water layer. The catching efficiency computed with the Darmstadt deposition model for Papadakis case A ($T = 299$ K) approaches the experimental results more closely than the one from the original deposition model. Furthermore, decreasing the temperature from 299 K to 268 K (Papadakis test case B) results in a liquid layer covering a smaller area of the airfoil surface.

At freezing conditions, the ice layer computed with the new deposition model covers a smaller area of the airfoil surface when compared to the original model. Different estimates for the solidification time, based on planar or dendritic solidification, also influence the extent of the ice layer. Overprediction of the amount of ice, however, is still present.

The prediction of the solidification time of supercooled droplets turned out to be a difficult task. This is because the process of solidification for supercooled water is not yet fully understood. Further research could include the development of more accurate splashing models or a more accurate solidification model with special attention to the residual thickness of the freezing droplet near the impingement limits. For the
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Fig. 19: Catching efficiency for the DGA test case in case of SLD splashing and rebound.

Fig. 20: Ice accretion for the DGA test case in case of SLD splashing and rebound.
planar model this thickness has a significant effect on the solidification time and the resulting ice layer. To improve the results even further, this computational method could be extended to include the thickness of the liquid film in its deposition model. The stability of the film, now assumed as continuous, should then also be taken into account.
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