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Preface & Welcome

Welcome to MARID VI, the sixth edition of the Marine and River Dune Dynamics conference series.

In 2000, a workshop on marine sand wave dynamics was organised by the French Naval Hydrographic and Oceanographic Office (SHOM) and the University of Lille 1 (France) under the aegis of the North Sea Hydrographic Commission. After the success of this first workshop, conferences covering marine and river dune dynamics were organised in 2004 (University of Twente, Enschede, the Netherlands), in 2008 (University of Leeds, United Kingdom), in 2013 (Royal Belgian Institute of Natural Sciences, Bruges Belgium) and in 2016 (Caernarfon, University of Bangor, North Wales, UK). Now known by the acronym MARID, these conferences provide state-of-the-art overviews and discussions on fundamental and applied knowledge of marine and river bedforms.

Bedforms are ubiquitous and dynamic features on a movable bed, which have been observed in many subaqueous environments, such as rivers, beaches, estuaries, tidal inlets, shallow seas, and deep waters. They are active morphodynamic elements which both reflect and influence hydrodynamic and sediment dynamics processes at various spatiotemporal scales. The study of their presence, size and movement is directly relevant for a wide range of applied and fundamental research. The processes governing bedform formation, dynamics and preservation have still not been unravelled adequately and the MARID VI delegates will outline progress derived from field observations, modelling studies and laboratory experiments across a wide number of disciplines, including earth sciences, oceanography, engineering, hydrography and biology.

MARID VI is held in Bremen, Germany, organised by MARUM - Center for Marine Environmental Sciences, University of Bremen, the University of Kiel and the French Naval Hydrographic and Oceanographic Office (SHOM). In keeping with the previous MARID conferences, we maintain the concept of a small, focused event with only plenary sessions to stimulate discussion among disciplines and methodologies. Scientific sessions are taking place in Haus der Wissenschaft on 1 and 2 April 2019 including talks from keynote speakers and oral and poster presentations by delegates. On 3 April a field trip is organised to the German North Sea coast and the Weser estuary to allow a convivial exchange between participants.

We hope that MARID VI will lead to fruitful and productive discussions, which in turn should help guide future collaborations to further investigate marine and river bedforms. The smaller, focussed format of the MARID conferences has proven to be ideally suited for such networking activities.

We wish you an enjoyable conference!

Alice Lefebvre, Thierry Garlan & Christian Winter.
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Flow over dunes and its influence on fluid mud entrainment: A concept of the dune-mud transition in tide-controlled, coastal plain estuaries

Marius Becker Institute of Geosciences, CAU, Kiel, Germany – marius.becker@ifg.uni-kiel.de

ABSTRACT: In tide-controlled estuaries, slack water settling leads to near-bed stratification and to the formation of ephemeral fluid mud layers. These layers exhibit low consolidation rates and are subject to entrainment by the tidal flow. Due to the tidal excursion and the associated displacement of the turbidity zone, fluid mud is also deposited in troughs of large dunes, upstream and downstream of the center of the turbidity zone. Previously, in-situ observations in the Weser estuary showed that fluid mud entrainment is strongly influenced by local morphology. Here, these results are discussed in view of long-term changes of estuarine conditions, and with respect to the formation of a distinct dune-mud transition in coastal plain estuaries.

1 INTRODUCTION

The geodiversity in tide-controlled estuaries is high, partly caused by changes in hydrodynamic conditions from the upper channel to the outer estuary. While tidal channels are naturally often covered by sand, estuarine processes cause accumulation of fine sediments in the turbidity zone (Dalrymple and Choi 2007).

The location of the turbidity zone is linked to the occurrence of fluid mud, frequently observed in tide-controlled estuaries. In addition, deposits of erosion-resistant mud of higher density are found close to the tidally averaged center of the turbidity zone. Further upstream and downstream, fields of large dunes coexist to these mud deposits, in estuarine channels with sandy bed sediments.

Research during the past years emphasized the role of sediment-induced stratification in estuarine mud formation. Settling during slack water leads to near-bed stratification, which effectively dampens turbulence and limits entrainment after slack water (e.g. Winterwerp 2006).

During the cycle of settling and entrainment, the turbidity zone is advected by tidal currents. Ephemeral fluid mud deposits may consequently formed (also) in troughs of large dunes, as observed in the Weser estuary (North Sea, Germany). In this case, the local distribution and intensity of turbulence in dune fields affects the entrainment of fluid mud, which occurs at some point in time after slack water (Becker et al. 2013).

These observations raised the question, if and how the impact of large dunes on fluid mud entrainment influences the along-channel distribution of sedimentary features, as different as dune fields and mud deposits, along an estuarine channel.

A brief summary of previous findings is given in the next chapter. Subsequently, the formation of estuarine mud is revisited, followed by ideas regarding the development of an along-channel transition between dunes and mud. This is discussed with respect to changes of estuaries on longer time scales.

2 FLUID MUD IN DUNE TROUGHS

Dynamics of near-bed stratification were analysed in the Weser, Southern North Sea, Germany, based on ADCP and sediment echo sounder data (Becker et al. 2013). Sediment cores were collected during slack water.

Near-bed sediment concentrations were between 25 g/l and 70 g/l, which is close to the gelling concentration of the suspension
of mud flocs. The spatial distribution of these fluid mud layers coincided with the location of the estuarine turbidity zone.

Two types of fluid mud deposits were found. In the center of the tidally averaged location of the turbidity zone, fluid mud was deposited in form of contiguous layers on a predominantly flat river bed of fine grained bed sediments. Due to the tidal excursion, fluid mud formed also further upstream and downstream in troughs of large dunes. There, dune height (> 2 m) exceeded fluid mud layer thickness.

In dune troughs, the average residence time between formation and entrainment of fluid mud was 3.2 h. Entrainment occurred as velocities exceeded 0.45 m/s, measured 1 m above the fluid mud surface (Fig. 1). While these fluid mud deposits were entirely resuspended, less entrainment was observed over flat bed, where near-bed stratification persisted until the following slack water.

![Figure 1. Sediment echo sounder profile of fluid mud during accelerating currents after flood slack water. Note the difference in stratification between dune troughs and the flat bed. In absence of dune crests, the interface between fluid mud and the upper layer appears undisturbed.](image)

According to the local gradient Richardson number, based on mean shear, stratification in dune troughs was stable with respect to shear instabilities during entrainment. After slack water, entrainment is therefore considered to be induced by the development of dune specific turbulence, downstream of the dune crest. Such additional turbulent stress is absent in regions without large dunes, explaining the persistence of contiguous fluid mud layers over a flat river bed.

After fluid mud entrainment, a thin layer of higher concentrated mud was found to remain, adding to the heterogeneity of sediments in due troughs. These heterogeneous trough deposits are buried by sand during the following period of dune migration. They are seen in sediment echo sounder profiles as a reflector indicating the dune migration base.

3 FORMATION OF ESTUARINE MUD

In the subsequent description, the influence of several processes, relevant to fine sediment transport, are taken into account, e.g. flocculation, hindered settling, and entrainment (Winterwerp 2002). On longer time scales, the influence of these processes on the along-channel distribution of sediments depends on subtle balances, between specific processes.

3.1 Entrainment and turbulence damping

The formation of estuarine mud strongly depends on the balance of turbulence damping and entrainment. This is due to the specific vertical density distribution, which results from the settling behaviour of flocculated fine sediments.

Fine sediments reach the bed in form of large mud flocs. Their settling velocity determines the mass settling flux in estuaries (Manning and Dyer 2007, Soulsby et al. 2013). Unlike sand grains, mud flocs are not immediately part of the bed surface once they reach the bed. If the settling flux is high, e.g. at the location of the turbidity zone during slack water, hindered settling causes a reduction of settling velocities near the river bed. A concentrated near-bed suspension is formed, which acts as a buffer layer for fine sediments (Uncles et al. 2006). At its surface, hindered settling leads to a distinct vertical density gradient, the lutocline (e.g. Wolanski et al. 1989).

As concentrations increase near the bed, flocs form a dense network, usually called fluid mud (Winterwerp 2002). Consolidation rates of fluid mud are small, preventing the formation of an erosion-resistant layer of significant thickness and density, at least during slack water.

Due to damping of turbulence at the lutocline, fluid mud may be dynamically decoupled from the turbulent flow in the upper part of the water column (Becker et al. 2013).
2018). This decoupling must be effective for a sufficient time during the tidal cycle, to facilitate consolidation despite high current velocities. In most engineering models, this scenario is not explicitly modelled but parameterized by critical shear stresses for deposition and erosion of the respective grain size classes.

3.2 Influence of tidal excursion

The region of fluid mud deposition is linked to the location of the turbidity zone during slack water. In case that fluid mud deposition occurs at the end of the flood phase, settling during the following ebb slack water would occur further downstream, due to the tidal excursion and the associated displacement of the turbidity zone.

If the along-channel extent of the turbidity zone exceeds the tidal excursion, two settling periods occur at the tidally averaged location of the turbidity zone (Fig. 2). Note that in this simplified scenario, intratidal variations in the vertical velocity profile, in shear dispersion, and therefore in suspended sediment transport, are neglected.

Figure 2. Number of settling periods in relation to tidal excursion and the extent of the turbidity zone.

As already mentioned, freshly deposited fluid mud was observed to persist entrainment during one tidal phase, if fluid mud is deposited over a flat river bed. Taking into account this persistence of fluid mud, slack water settling potentially leads to an increase of sediment concentration in the (remaining) fluid mud layer. Higher concentrations then induce higher stratification, and increase the effect of turbulence damping at the litoral.

This quasi-continuous supply of sediments by slack water settling is considered to introduce a positive feedback regarding the persistence of fluid mud to entrainment. As a result, the probability of the formation of erosion-resistant estuarine mud is increased in the tidally averaged location of the turbidity zone.

4 DUNE-MUD TRANSITION

Both cohesive and non-cohesive transport processes are relevant to the overall distribution and development of estuarine sedimentary features. In case of fluid mud in dune troughs, cohesive (fluid mud deposition) and non-cohesive (dune migration) transport processes are distinctly separated in time, due to the change of current velocities during the tidal cycle.

One aspect of this interaction of processes is their influence on the shape of the transition between a dune field and adjacent deposits of estuarine mud. The transition is expected to be located close to the tidally averaged location of the turbidity zone.

A scenario is considered, in which estuarine mud is already deposited somewhere in the fluvial-marine transition zone, and in which fields of large dunes coexist up and downstream of the mud deposits.

It is assumed that fine sediments settle in form of large mud flocs, such that deposition of mud occurs only according to the mechanism outlined in the previous chapter. Changes in hydrodynamic conditions and sediment supply on time scales longer than a tidal cycle are neglected. Dune height is assumed to exceed the thickness of fluid mud layers, which results from slack water settling. Dune are considered to be oriented in direction of the tidal current after slack water.

For this situation it is hypothesized that the observed differences in fluid mud entrainment lead to a sharp transition of dunes and mud. For the Weser estuary, this transition is shown in Fig. 1, upstream of the center of the turbidity zone. The transition is sketched in Fig. 3. It is further suggested that the dune-mud transition is relatively
resistant to changes in environmental conditions. Any sediment-induced near-bed stratification, formed during slack water, is rapidly destroyed by turbulence in fields of large dunes (Fig. 3 b), at some point in time during the following tidal phase. In other words, dune specific turbulence prevents mud deposition.

By contrast, the same stratification can function as a buffer layer for fine sediments over a flat, muddy river bed, promoting consolidation and mud deposition (Fig. 3 c, d).

Obviously, both bed configurations are associated with mechanisms, which act to sustain the respective state of the river bed. The flat bed in presence of mud supports the persistence of near-bed stratification during the tidal cycle. Dune crests, acting as roughness elements, prevent or at least reduce deposition of mud in dune fields.

Figure 3. Settling and entrainment of fluid mud upstream and downstream of the dune-mud transition, sketched for the situation upstream of the center of the turbidity zone. Fluid mud is entrained in dune troughs (b). Relatively persistent stratification over the flat bed leads to an increase of near-bed concentration (d).

The dune-mud transition is therefore considered to resist certain changes in environmental conditions, e.g. in the supply of suspended sediments, or in the tidal current regime, which may be caused by variations in river discharge.

5 DISCUSSION

The aim to document this concept on the dune-mud transition is to draw attention to the interaction of cohesive and non-cohesive transport processes, in view of recent changes in estuaries.

In response to channel deepening and extended maintenance work, the transport regime in many estuarine systems changed towards flood-dominant conditions (Burchar et al. 2017, Winterwerp and Wang 2013). The trapping efficiency and suspended sediment concentrations increased, promoting the deposition of estuarine mud. In addition, the turbidity zone is shifted further upstream.

Studies demonstrate that the varying content of mud and the associated cohesive properties of bed sediments change size and dynamics of smaller bedforms, e.g. current ripples (Malarkey et al. 2015). By contrast, almost no information exists on the fate of dune fields for the specific case considered in this study. Recent progress in physical modeling of tide-controlled estuaries shows the effect of mud on large scale morphological features (Leuven et al. 2018). Still, the small scale interaction of dunes and mud is hardly implemented in a physical model, and, at this stage, also not in common numerical models. The response of a field of large dunes to an “invasion” by mud is essentially unknown.

In general, the response of the river bed to a local change in the transport regime depends on the time scale. Neglecting anthropogenic effects, e.g. dredging activities, and assuming a continuous upstream migration of the turbidity zone, the (spatial) transition between dunes and mud may be governed by the processes described in the previous chapters. Accordingly, an abrupt transition is expected between the mud deposit and the dune field, where mud deposition is prevented by dune specific turbulence.

During the upstream shift of the turbidity zone, the locally increased supply of cohesive sediments presumably leads to pronounced stratification in dune fields. To deposit erosion-resistant estuarine mud, this stratification must persist dune related turbulence, in case that the dune height exceeds the thickness of the fluid mud layer. If instead fluid mud thickness exceeds dune height, dunes are decoupled from the flow in the upper layer and cannot act as roughness
elements, potentially leading to a faster infill of dune troughs with fine sediments.

6 OUTLOOK

Ideas presented in this contribution are rather speculative. In view of the complexity of the subject, the concept described here is only a starting point, in order to define a model set-up for an appropriate analysis.

The concept of the dune-mud transition stresses the aspect of self-organization, neglecting large-scale boundary conditions. One goal of the analysis would therefore be to show the effectiveness of internal processes, such as the influence of dunes on fluid mud entrainment, in contrast to external processes, e.g. the overall sediment supply.

Sediment supply to the near-bed region depends on the settling flux during slack water. In the turbidity zone, the settling flux probably varies in along-channel direction, with the maximum settling flux expected to occur in the center of the turbidity zone, which is neglected in the conceptual model.

Also neglected is the possibility that dunes are oriented not as assumed but, e.g. in ebb direction downstream of the turbidity zone. This is the case in the Weser estuary. The flood current is directed against these dunes. The structure of turbulence is different (Lefebvre et al. 2016), compared to the situation upstream of the turbidity zone. Fluid mud entrainment might occur later, increasing the time for consolidation around ebb slack water. This may have an impact on the dune-mud transition downstream of the turbidity zone.

However, these aspects can only be investigated with an appropriate model setup. This should be the next step, in view of this and similar questions regarding the interaction of near-bed transport processes in estuaries.
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ABSTRACT: Multibeam echosounder data acquired from the shallowest part of Spitsbergenbanken, Barents Sea, reveal a large variety of bedforms indicating sediment erosion and transport. Bedforms with wavelength of a few metres and a few centimetres to a few decimetres height are interpreted as megaripples. These are formed by waves, bottom currents or a combination of the two and occur across most of the study area. Small, medium and large sandwaves occur mainly in the southwestern part of the study area. Different kinds of megaripples are observed on and around the sandwaves, indicating transport processes of different origins.

1 INTRODUCTION

The Norwegian seabed mapping programme MAREANO (www.mareano.no) was launched in 2005 to improve the knowledge of the Norwegian seafloor. The programme performs detailed mapping of bathymetry and topography, seabed sediments, contaminants, biodiversity and bioflores. The knowledge gained from MAREANO provides input to ecosystem-based management, organised through integrated management plans covering the Norwegian offshore areas. In the framework of this program, multibeam echosounder data were collected from the shallowest part of the Spitsbergen Bank, which is a large bank area in the Barents Sea, between the Bear Island and Svalbard. A large variety of bedforms was identified, varying from sand ripples to megaripples and sandwaves to sandbanks.

If sandwaves have been described on some places of the Norwegian continental shelf (Bøe et al., 2009, 2015; King et al., 2014), so far sandwaves and megaripples have not been described on the shallow banks in the Norwegian Barents Sea. In general, very little information is found on ripples and megaripples on the open sea, and their connection with sandwaves.

This study focuses on the megaripples and the large sandwaves and presents preliminary interpretation of their connection.

2 STUDY AREA AND METHODS

2.1 Study area

The study area is situated in the shallowest part of Spitsbergen Bank, close to the center of a clockwise current gyre formed by the cold Polar Water (Loeng, 1989; Slagstad and McClimans, 2005) (figure 1). Tidal currents are particularly strong over the shallow bank, with maximum speeds of up to 1 m/s, amplitude of 20-40 cm and a phase angle of about 330° on the top of the bank (Gjevik et al., 1994; Gjevik, 2008).

2.2 Methods

The study area was mapped in 2016 using Kongsberg EM2040 Dual Head multibeam echosounder (200-400 kHz). Both multibeam bathymetry and backscatter data were recorded. The bathymetry data were processed by the Norwegian Hydrographic Service with CARIS, and the backscatter data were processed internally with QPS FMGT software. The high data density allowed gridding at 20 cm.
3 RESULTS

3.1 Megaripples

Five main types of megaripples occur in our study area (figure 2): elongated megaripples (formed by either wave or bottom currents), interference megaripples and lunate/lunate megaripples. The elongated megaripples show various orientations and morphologies. Wave megaripples, with N-S crest orientation, mostly occur on low lying areas, while bottom current megaripples occur on high and low areas. Two main crest orientations are observed: NW-SE (the most common) and NE-SW. The lunate/lingoid megaripples, with generally a NW-SE crest orientation, mostly occur around large sandwaves.

3.2 Sandwaves

Four large sandwaves with NW-SE crest orientation occur in the southwestern part of the study area. The three southernmost sandwaves are the highest and display sharp crests whereas the northernmost sandwave only displays a sharp crest along 250 m. Smaller sandwaves occur around and north of the large sandwaves. Their crests are often smooth and they have generally a NW-SE crest orientation and shows a NE migration.

3.3 Megaripples around sandwaves

Sandwaves have different types of megaripples covering their flanks (figures 3 and 4), but also at their feet. In the example of figures 3 and 4, wave megaripples occur on both sides of the sandwaves. On the west side, they are bordered by lunate/lingoid megaripples, while on the east side, they occur close to interference megaripples and/or lunate/lingoid megaripples. The flanks of the sandwave are mostly covered by current megaripples.

4 DISCUSSION

The large sandwaves have sharp crest, indicating that they are active. They show a northward migration which is in accordance with tidal current directions (Gjevik et al., 1994) indicating they are likely of tidal origin. The different types of megaripples around sandwaves indicate different types of transport processes, and that they can evolve quickly from one type to another.
Figure 2. The different types of megaripples observed in the study area. 20 cm bathymetry grids. A) N-S wave megaripples, B) NW-SE current megaripples, C) NE-SW current megaripples, D) Interference megaripples, E) Interference megaripples, F) Lunate/lingoid megaripples. Bathymetry: MAREANO / Kartverket.

Figure 3. Different types of megaripples occur around and on the flanks of the sandwaves. MR: Megaripples. Bathymetry: MAREANO / Kartverket.

Figure 4. A sandwave showing megaripple pattern similar to the one in figure 4. MR: Megaripples. Bathymetry: MAREANO / Kartverket.
Bottom currents seem to dominate the sandwaves, while wave energy may create megaripples at the feet or between the sandwaves. Interferences megaripples, located at their feet mostly on the east flanks, indicate influence of both processes. Lunate/lingoid megaripples, which normally occur under stronger current than elongated megaripples, only occur between the sandwaves.

5 CONCLUSIONS

5 Megaripples are clearly observed on the 20 cm bathymetry grid. Five main types occur in the study area. Wave megaripples indicate a N-S wave energy, while current megaripples are more complex and show two main crest orientations: NW-SE and NE-SW. Wave energy and bottom current together can create interference ripples. Around sandwaves, lunate/lingoid megaripples occur, indicating a stronger current there.

The megaripples pattern is complex around the sandwaves, and four different types of megaripples occur at close range, indicating interactions of different current/wave processes around the sandwaves.

Future research could include more current studies and their influence on the formation of the megaripples and the migration of the sandwaves.
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1. INTRODUCTION

Ripples are often formed when the shear stress generated by the hydrodynamics is high enough for sediments to be set in motion. They are ubiquitous in coastal seas and river, their dimensions have been widely studied in the past years: e.g. Baas (1994), Baas (2009) and Zhang (2009) studied the morphology of ripples in a laboratory flume. Boguchwal & Southard (1989) and Doucette (2002) studied ripples in their natural environment. The complexity of the subject makes it the subject of many recent studies. Numerous parameters are involved and have an impact on the motion of grains which can depends on the medium grain diameter or grain shape.

Natural environments are extremely complex and ripples are generally formed by a wide range of grain size or an unstable current. Over the years, dimensions of current induced ripples have been widely studied (e.g. Yalin 1977, Flemming 2000, Zhang et al. 2009, Soulsby 2012, Perillo 2014). They suggest that the medium grain size $D_{50}$ has a key role on the ripple morphology and propose an empirical model to estimate ripple height and length. The most common formula used is (Yalin 1964):

$$\lambda = 1000 \, D_{50}$$  \hspace{1cm} (1)

$$\eta = 0.08 \, \lambda^{0.95}$$  \hspace{1cm} (2)

Based on Baas (1994) expressions, Soulsby (2012) proposed a revisited empirical model that fits better with his data set:

For $1.2 < D_* < 16$

$$\eta = D_{50} \, 202 \, D_*^{0.554}$$  \hspace{1cm} (3)

$$\lambda = D_{50} \, (500 + 1881 \, D_*^{-1.5})$$  \hspace{1cm} (4)

Where $D_* = D_{50} \left[ \frac{g(s-1)}{\nu^2} \right]^{1/3}$, $g$ is the gravitational acceleration ($m.s^{-2}$), $s$ is specific density of sand and $\nu$ the kinematic viscosity ($m^2.s^{-1}$). Zhang (2009) carried out an experimental study with natural sands and suggests that the characteristic height and length depends on the grain size Reynolds number ($Re_* = \frac{u_* D_{50}}{\nu}$):
The objective of this study is to describe the dimensions of bedforms generated by a unidirectional flow in a laboratory flume. The use of a flume allows the control of a few parameters: the medium grain size, the current speed and a constant depth. Ripple dimensions are measured once the equilibrium time is reached. In the present article, the aim is to quantify the impact of grain size on ripples and therefore, two sands are tested: a very fine sand and a medium sand. Furthermore, the impact of the grain shape is studied as well with the use of a third sand composed of shells debris. The impact of current speed on bedforms morphology is also tested on each sand.

2. EXPERIMENTAL SETUP

2.1 The flume

Experiments are conducted in the current flume of the University of Le Havre Normandy. It is 10 m long, 0.49 m wide and 0.49 m deep with glass walls (Figure 1). The current is generated with the help of a pump that recirculates the water in a closed circuit. A honeycomb is fixed at the entrance of the channel to break up large-scale turbulent structures in the flow.

Sediments are introduced into the flume and lay above an artificial bottom. A particular attention is paid on the flatness of the initial sediment bed. Transported particles fall into sediment traps located at the end of the flume, allowing the measurement of bedload transport. A smooth slope is imposed right after the honeycomb so that sediments are not eroded early on and jeopardise the measurements.

2.2 Tests conditions

In order to point out the influence of the particle size and shape on bedforms, three natural sands are tested. One is a very fine sand with a $D_{50}$ of 119 µm and two others have similar sized: one has a $D_{50}$ of 356 µm and is fully constituted of silica grains while the other has a $D_{50}$ of 381 µm and contains 39% of carbonate debris. Tests were performed with acid etching to quantify the percentage of carbonate debris. These debris are marine shattered shell and have a flatten shape which distinguish them from silica particles that have a shape more rounded. The three sands are considered well sorted (in accordance with the standard deviation of Soulsby (2012), $\sigma_g = \sqrt{D_{84}/D_{16}}$). Their characteristics are summarized in Table 1.

Tests were realized with three currents speed: 0.33, 0.40 and 0.47 m s$^{-1}$. The water depth was set to 25 cm and the thickness of the bed to 7 cm so that all the experiments are performed with an infinite sediment supply. In accordance with Boguchwal & Southard (1989), all the test conditions are made so that the type of bedforms generated in the flume are ripples (Figure 2).

![Figure 1. The current flume of the University of Le Havre Normandy](image-url)
2.3 Methods

A special care was paid to the experimental protocol (especially with the initial flat bed). The current is slowly increased to avoid an early erosion of the bottom. It takes 300 seconds for the current to reach its full speed. The test lasts until the ripples field is well established (the wavelength and ripple height are frequently monitored until they reach a statistically constant state). Afterwards, the current is stopped. The bathymetry is then acquired using a camera settled on a moving rail above the flume (Fig. 1). The camera records the deformation of a laser sheet projected on the bottom and they both move along the flume and covers about 3 meters of bathymetry. Finally, the full bathymetry is rebuilt in 3D with post-processing methods using MATLAB Software. Ripple heights are measured from one trough to the next crest. The wavelength considered is the total distance between two troughs (Zhang 2009).

3. RESULTS

Ripples fields equilibrium state is reached 9 to 17 hours after the beginning of the test depending on the sand: the fine sand reaches the equilibrium conditions more quickly than the two medium-sized sands.

Table 2 summarizes the results of the tests: the three current speeds are named V1, V2, V3 which corresponds respectively to the speeds 0.33, 0.4 and 0.47 m.s\(^{-1}\). A double value indicates the first and the second mode of the distribution. Height and wavelength are given in centimeters.

![Diagram of mean flow velocity against sediment size showing stability fields of bed phases. Modified from Boguchwal & Southward 1989.]

![Figure 3. Height (a) and wavelength (b) distribution of the fine sand under low current speed (0.33 m.s\(^{-1}\)). The red lines indicate the most probable values.]

<table>
<thead>
<tr>
<th>Sand Type</th>
<th>Fine</th>
<th>Medium Sand</th>
<th>Medium shell sand</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(_{50}) ((\mu m))</td>
<td>119</td>
<td>356</td>
<td>381</td>
</tr>
<tr>
<td>(\sigma_D^2)</td>
<td>1.29</td>
<td>2.04</td>
<td>2.98</td>
</tr>
<tr>
<td>Shell debris (%)</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>39%</td>
</tr>
</tbody>
</table>
Results show that the height distribution for the three sands are multimodal. This means that ripple height can be regrouped and associated with several probable values. Figure 3 is an example of a height distribution that has two distinct modes and a wavelengths distribution that has one mode. Similar results were observed by Baas (1999). The probability of occurrence for a small ripple is higher than for a large one. It is illustrated in Figure 4: there is only a few numbers of large ripples and a majority of small ripples. The results analysis showed that the more the current speed increases the more the height distribution spreads: heights tend to shift towards medium heights. For each test distribution, the mean and the maximum values are calculated: the maximum is determined by averaging the upper 10% values. Maximum heights are constant.

The same analysis is performed on wavelength: mean wavelength slightly increases with the current and distributions have one distinct probable value. At equilibrium time, the dimensions of a ripple continue to be influenced by the current: vortices set the sediments in motion and erode large ripples. Their height and wavelength are lightly decreased. Eroded sediments create a new ripple with very small height and wavelength which will itself slowly grow into a large ripple. Figure 5a demonstrates a cross-section of a standard large ripple that developed during the test with the shell sand at a medium speed: it has a wavelength of 23 cm and is 2.6 cm high. An hour later (Figure 5b), its height decreased to 1.8 cm and the lee has changed:

Table 2. Bedform dimensions (cm)

<table>
<thead>
<tr>
<th>sand</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
</tr>
</thead>
<tbody>
<tr>
<td>H_{mean}</td>
<td>0.96</td>
<td>0.8</td>
<td>0.99</td>
</tr>
<tr>
<td>H_{mode}</td>
<td>1.0</td>
<td>0.5</td>
<td>1.1</td>
</tr>
<tr>
<td>H_{max}</td>
<td>2.8</td>
<td>3.3</td>
<td>2.7</td>
</tr>
<tr>
<td>L_{mean}</td>
<td>11.7</td>
<td>13.4</td>
<td>14.1</td>
</tr>
<tr>
<td>L_{mode}</td>
<td>10.5</td>
<td>12.8</td>
<td>12</td>
</tr>
<tr>
<td>L_{max}</td>
<td>25.5</td>
<td>26</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 3. Height and wavelength theoretical values

<table>
<thead>
<tr>
<th>Height (cm)</th>
<th>Fine sand</th>
<th>Medium sand</th>
<th>Shell sand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yalin (1964)</td>
<td>1.1</td>
<td>3.0</td>
<td>3.2</td>
</tr>
<tr>
<td>Soulsby (2002)</td>
<td>13.</td>
<td>2.1</td>
<td>2.2</td>
</tr>
<tr>
<td>Zhang (2009) V1</td>
<td>1.4</td>
<td>2.3</td>
<td>2.8</td>
</tr>
<tr>
<td>Zhang (2009) V2</td>
<td>2.4</td>
<td>3.8</td>
<td>4.6</td>
</tr>
<tr>
<td>Zhang (2009) V3</td>
<td>3.5</td>
<td>5.9</td>
<td>7.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wavelength (cm)</th>
<th>Fine sand</th>
<th>Medium sand</th>
<th>Shell sand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yalin (1964)</td>
<td>11.9</td>
<td>35.6</td>
<td>38.1</td>
</tr>
<tr>
<td>Soulsby (2002)</td>
<td>10.2</td>
<td>20</td>
<td>21.4</td>
</tr>
<tr>
<td>Zhang (2009) V1</td>
<td>6</td>
<td>26</td>
<td>28.6</td>
</tr>
<tr>
<td>Zhang (2009) V2</td>
<td>6.6</td>
<td>29</td>
<td>32</td>
</tr>
<tr>
<td>Zhang (2009) V3</td>
<td>7.3</td>
<td>32.3</td>
<td>36</td>
</tr>
</tbody>
</table>
deposition of sediment occurred. On Figure 5c a new ripple is created due to the sediment deposition. It is 0.4 cm high and 5.1 cm long and match with the first height mode of the test.

![Figure 5](image)

Figure 5. An example of a ripple development with the shell sand with a 0.4 m.s⁻¹ flow. a: At equilibrium state t = 0, b: crest has been eroded t = +1h, c: a new ripple was created t = +2h.

Table 3 summarizes theoretical values of height and wavelength from Yalin (1964), Soulsby (2002) and Zhang (2009) models.

Because of the distribution spreading, a correlation between height of this study and theoretical heights in literature is complex. However, Zhang (2009) found that the grain size Reynolds number can be taken into account to characterize the height and length of ripples. Wavelengths estimated from Equation 5 have same trends as these study wavelengths.

In the early stage of this study, no noticeable difference was observed between medium silica sand and shell sand.

3. CONCLUSION AND DISCUSSION

Results show that height and wavelength distributions are complex because of the wide range of bedforms dimensions. A ripple is continuously altered by the current thus vortices can relocate sediments downstream and create a new small ripple. Bedforms dimensions found in this study are nevertheless consistent with previous studies. Height and wavelength differences between medium silica sand and shell sand are not apparent. To take the analysis one step further, a statistical review will be performed. For instance, the use of the Principal Component Analysis (PCA) might bring new correlations to light.

Further studies will be carried out to investigate the impact of the sand heterogeneity on the bedforms: the very fine sand will be mixed with the medium sands (silica sand and carbonates debris).

In addition, the impact of bedforms on transport (both bedload and suspension) will be studied, each sand individually as well as the mixed sands.

Finally, results will be compared to simulations from a numerical model develop by the SHOM: HYCOM SEDIM.
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ABSTRACT: Ebb-tidal deltas are highly complex areas, influenced by both waves and currents. The complex hydrodynamic situation creates an equally complex set of bedforms, varying in both space and time. The present study explores the presence and characteristics of bedforms on the Ameland ebb-tidal delta, which is located along the north coast of the Netherlands. Spatially extensive patterns were determined with a multibeam echosounder, whereas the development of bedforms through time in a limited spatial area was measured with a 3D profiling Sonar. It was found that the area seaward of the shoal consisted of a megaripple field, which disappeared after a storm. Within this area, 3D small-scale wave-current ripples were also found, which recovered within a few days after the storm.

1 INTRODUCTION

Ebb-tidal deltas are sand bodies located seaward of tidal inlets, and are therefore affected by both waves and currents, the latter comprising cross- and longshore tidal and wind-driven currents. The combined action of waves and currents creates a wide range of bedforms.

The largest bedforms on ebb-tidal deltas are sandy shoals, which have been studied thoroughly by, for example, FitzGerald (1982) and Ridderinkhof et al. (2016). In the Wadden Sea region, saw-tooth bars are often present on the downdrift side of ebb-tidal deltas, with heights up to 2 m and wave-lengths (i.e. spacings) of about 700 m (Brakenhoff et al., 2018). Smaller bedforms like ripples and sand waves are also found on ebb-tidal deltas, but previous studies have only focused on these bedforms in channels and tidal inlets (e.g. Buijsman and Ridderinkhof, 2008). A more general overview of the presence and dynamics of these smaller scale bedforms is still lacking. Nevertheless, these bedforms affect bed roughness and therefore also flow and sediment transport. Thus, an accurate prediction of bedform characteristics is vital to improve the quality of sediment transport predictions, for example those of models such as Delft3D.

Ebb-tidal deltas are complex environments in both a hydrodynamic and a morphodynamic sense. Forcing conditions vary between wave- and current domination, and waves and currents can interact at different angles. Thus, traditional bedform predictors for wave-only or current-only conditions (e.g. Allen, 1968; Dingler and Inman, 1976) cannot be used. Recently, formulas were developed that incorporate both waves and currents for prediction of bedforms in mixed hydrodynamic environments (e.g. Kleinhans, 2012; Soulsby et al., 2012). However, these predictions have so far not been tested under the complex field conditions of an ebb-tidal delta.

The present study aims to analyse the spatio-temporal behaviour of small-scale bedforms on an ebb-tidal delta and relate these to the hydrodynamic forcing. The research questions are:

1. Which small-scale bedforms are present on the ebb-tidal delta?
2. How do the bedforms change through time?
3. What is the relation between bedform characteristics and local hydrodynamics?

2 METHODS

The ebb-tidal delta of the Ameland Inlet, which is located in the Dutch part of the Wadden Sea, was studied in two ways. On August 29 and October 24, 2017, several parts of the ebb-tidal delta were mapped with a multibeam echo-sounder, giving an overview of bedform presence in a spatially extensive area, but at only two moments in time (Figure 1). In addition, four frames were installed in or near four of the multibeam survey areas from August 29 to September 27, 2017 (Figure 1). The frames were each equipped with a pressure transducer, three Acoustic Doppler Velocity meters (ADVs) and a Marine Electronics type 2001 3D profiling SONAR. The Sonar was mounted at 1.9 m above the bed, and set to scan the bed once per hour for approximately 15 minutes. This shows bedforms on a small spatial scale of 2x2 m, but with a high resolution in time. The measurement frequency of the pressure transducer was 4 Hz, and wave heights were calculated using the spectral moment per 30 min. Current speeds derived from the ADVs were averaged over 30 minute intervals. Grain size near frame 5 was 185.8 µm, which was determined by a box core sample.

2.1 Data analysis

The multibeam point clouds were interpolated onto a grid with 0.5x0.5 m cell size, thus eliminating small-scale ripples but still conserving the megaripples. The images

Figure 1. Bathymetry of the Ameland ebb-tidal delta of 2017 (measured by Rijkswaterstaat), including the location of multibeam measurements (red square). The measurement frames are indicated with black dots.
were processed in two ways. First, each image was divided into profiles along the x-direction, which were detrended by a second order fit. The bedform wave length \( L \) was determined by a wavelet analysis of the multibeam profiles using the method of Grindsted et al. (2004), which was based on Torrence and Compo (1998). This gives wavelengths along the profile. Combining all profiles results in a 2D image of wavelengths.

Also, the images were divided into moving windows of 25x25 m, after which the bed level in each window was detrended. Bedform heights were given by:

\[
H = 2\sqrt{2}\sigma
\]  

with \( \sigma \) being the standard deviation of a window (Smith, 1997).

Following the bed detection procedure described in Ruessink et al. (2015), the SONAR point clouds were processed to a grid with 0.01x0.01 m cell size. Smoothing was performed with a loess filter to reveal the ripples. After a first visual inspection revealed that the ripples had length scales between 0.10 and 0.25 m, all bedforms with length scales larger than 0.42 m or smaller than 0.07 m were removed. After this, the image was detrended by subtracting a second order surface fit.

Bedform steepness was calculated as:

\[
s = \frac{H}{L}
\]  

where \( H \) = bedform height and \( L \) = bedform wave length.

To determine bed shear stresses, wave and current related Shields parameters were calculated following Kleinhans and Grasmeijer (2006).

3 PRELIMINARY RESULTS

3.1 Hydrodynamic conditions

The wave height and current speed through time at frame 5 can be found in Figure 2. The average water depth at this frame was 6.5 m. Fair-weather conditions included wave heights between 0 and 1 m, and maximum current speeds of approximately 0.5 m/s. A storm occurred around September 13 (the maximum wave height was reached on September 13 at 13:30 hours), with wave heights up to 3 m and current speeds of
more than 1 m/s in both the u and v direction. Waves during the peak of the storm presumably broke at the frame location.

Figure 3 shows the bed shear stresses related to waves and currents, illustrating that during most of the campaign, the conditions were dominated by both waves and currents (‘mixed’).

3.2 Multibeam

Figure 4 shows the depth as measured by the multibeam on August 29 and October 24, together with the associated wave lengths. On August 29, bedforms with north-south oriented crests were present. These bedforms had wavelengths of 15-25 m and heights of 0.05-0.4 m, resulting in steepness values of 0.01-0.02. These megaripples (classification according to Ashley, 1990) were asymmetric, with the steeper slope pointing to the east. In contrast, no bedforms were found on October 24.

Figure 3. Nondimensional wave- ($\theta_w$) and current- ($\theta_c$) related Shields parameters throughout the measurement period. Red dots indicate the moments visualized in Figure 5. Black lines indicate transition between wave-, wave-current, and current-dominated ripples. Red line indicates threshold for ripples vs flat bed. (Lines reproduced after Amos et al., 1988.)

Figure 4. Depths as measured by the multibeam at August 29 (upper left) and October 24 (upper right), and the bedform wave lengths determined with wavelet analysis (bottom). Blank areas indicate that the significance was below the 95% confidence level. Circle shows the location of the frame.
It is highly likely that the storm of September 13 washed out the megaripples and also removed sand from the shoal (note the larger water depths on October 24 compared to August 29 in the lower right corner). While the storm lasted for only a few days, the megaripples were still absent six weeks later.

3.3 3D Profiling Sonar

Some typical examples of the 3D Profiling Sonar are given in Figure 5. Before and after the storm, ripples were clearly present, but no ripple crests could be defined as the images consist of disconnected three-dimensional ripples (Figure 5A and C). Ripple heights were approximately 0.05 m, and length scales were in the order of 0.1 m. In both cases, the bed state was dominated by both waves and currents, but tending towards current-dominance ($q_w > q_c > 0.05$). Ripples were active, i.e. their shape and position changed with time.

During the storm, the distinct ripples disappeared, but the bed never flattened out entirely (Figure 5B). The ripple marks decreased in height to less than 0.01 m. The values for the wave- and current-related Shields parameters were both 0.62, indicating that both waves and currents were highly influential (Figure 3).

Finally, it is noteworthy that the image in Figure 5C was measured just a few days after the storm and, contrary to the megaripples, clear small-scale ripples were already present again.

4 DISCUSSION

The difference between the presence of ripples and megaripples in space and time emphasizes the need of time-dependent bedform predictors for megaripples. The study area is highly dynamic and dominated by both waves and currents, which will be the basis of further research. First, ripple wave lengths and heights will be calculated, which will then be related to the wave- and current related bed shear stresses. A similar analysis will be conducted with the orientation and migration direction of all bedforms.

Future work will focus on comparing the results that were shown above to the data of the other measurement locations in Figure 1. In addition, the prediction of ripples and megaripples in both space and time will be studied.

Figure 5. Bed levels as measured by the Sonar on September 10 (upper plot), 13 (middle plot) and 19 (lower plot).
5 CONCLUSIONS

At the Ameland ebb-tidal delta, small-scale 3D ripples are present most of the time, which respond quickly to changes in hydrodynamic conditions. Megaripples are not always found, suggesting that they are not only influenced by wave height and current speed, but also by the time that has passed since a storm event has taken place. Further analysis on this topic will provide more insight into the relation between hydrodynamic forcing and bedform presence and dynamics.
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Dune tracking has been often used for the estimation of bedload sediment transport rates as an alternative for computations with empirical formulas or direct measurements using bedload samplers. With the assumption of a triangular dune shape, the most general form of the tracking method requires the bedform height and migration velocity, as well as the sediment porosity as input parameters. However, the method assumes a tight succession of bedforms, which is not fulfilled under sediment supply-limited conditions. This paper presents results from a study in which the bedform tracking method was applied to supply-limited dunes observed in laboratory experiments. It is shown the gaps between bedforms play a crucial role for the accurate determination of bedload transport rates.

1 INTRODUCTION

Reliable estimates of bedload sediment transport rates are required for the anticipation of the morphological evolution of a stream, as well as for assessing the impact of perturbations on riverbed stability and sedimentation. A large variety of empirical formulas can be found in literature for bedload sediment transport computations; nevertheless, applying these different formulas can result in estimates of the transport rates which can differ in more than one order of magnitude for identical boundary conditions. To overcome this problem, direct field measurements can be used to determine the sediment transport rate of a specific stream section; however, field campaigns are costly and time-consuming, while a large number of samples is required for an accurate characterization of bedload variability and its dependence on flow stage.

An alternative method for the determination of bedload transport rates is the bedform tracking technique. The approach has been successfully applied in laboratory and field conditions by different authors in the last decades (e.g. Simons et al., 1965; Dietrich & Smith, 1984; Gabel, 1993; Blom et al., 2003; Nittouer et al., 2008; Aberle et al., 2012). However, no previous experiences or guidelines can be found for applying the method to bedforms under supply-limited conditions.

Supply-limited bedforms occur when the transport capacity of the flow is higher than the amount of available sediment which can be transported. They develop over an immobile bed, as for instance, over armour layers in gravel bed rivers, where they may occur through a gravel-sand transition with supply of suspended sand to the bed, or when there is a persistent sand supply from the floodplain and hillslopes (Venditti et al., 2017). Archetypal supply-limited bedforms include sand-ribbons, barchans, and dunes (Kleinhans et al., 2002). Their existence depends on sand supply and transport conditions. The tracking technique cannot be applied to sand-ribbons, since these bedforms are oriented parallel to the flow and do not show a traceable regular structure.

In this work we apply the bedform tracking technique to supply-limited dunes. We show that the most commonly used equation to compute the bedload transport rate by tracking bedforms, which is a function of the bedform migration rate, bedform height,
sediment porosity and a shape factor, must be corrected when being applied to supply-limited conditions. In this case, an additional coefficient must be considered which depends on the bedform length and separation distance between the bedforms. We also show that, if high resolution bed scanning data are available, bedload can be computed by integrating the volume fraction of sediment solids from the elevation model and considering the bulk bedform migration celerity, irrespective of the sediment-supply conditions.

2 BEDFORM TRACKING METHOD

2.1 General equation

Given a train of regular bedforms migrating downstream without changing shape and with a constant celerity $c_b$, the volumetric bedload transport rate $q_b$ per unit width and time, can be computed by

$$ q_b = c_b \frac{V \cdot (1 - \phi)}{L_b} $$

where $V$ is the bulk volume of sediment in each bedform, $\phi$ is the sediment porosity, and $L_b$ is the bedform length (see Fig. 1a). Equation (1) is valid if there is no sediment movement at the base elevation of the bedforms.

2.2 Methods for high-resolution bed-surface measurements

A limitation of Eq. (2) is that the results may be biased by the choice of the shape factor and by the method used to determine the bedform height $h_b$. To circumvent the latter problem, some authors have used the standard deviation $\sigma$ of bed elevations as a surrogate measure for $h_b$ (e.g. Willis & Kennedy, 1977; Coleman et al., 2011); nevertheless, representative values of $\sigma$ can only be obtained if the bed elevation data have a sufficient spatial and temporal resolution. Aberle et al. (2012) presented two methods to determine bedload transport from high-resolution measurements of bed surface elevations. The advantage of these methods is that the knowledge of $h_b$, which can be
difficult to obtain in 3D-dune fields, is not required and that no assumptions regarding the shape of the bedforms must be made. The first method, requiring information on the distribution of sediment volume concentration, considers the bed layer velocity variation with depth, which is computed by cross-correlation analysis of elevation slices (see also Henning, 2013). The second method is a simplified bulk-surface approach based on the first method. Within this approach, it is assumed that the bed-layer velocity is constant with depth. Testing the two methods with artificially created data and data from laboratory experiments, Aberle et al. (2012) found comparable results. Therefore, only the simplified bulk-surface approach will be considered in the following. Hence, the bedload transport rate can be computed from the integration of the bed elevation model as

$$q_b = c_b \int_{\eta_1}^{\eta_2} \phi_s \, dz$$

(3)

where $\phi_s$ is the volume fraction of sediment solids in the analysed domain, $z$ is the vertical coordinate, and $\eta$ is the bed surface elevation with subscript 1 defining the base of zero transport and 2 the maximum recorded bed-surface elevation.

### 2.3 Application to supply-limited bedforms

Bedforms under supply limited conditions are characterized by gaps between subsequent bedforms, which shrink as the supply increases. These gaps must be considered in the estimation of average bedload transport rates over an entire dune field. Using Eq. (1), this can be done by normalizing the migrating sediment volume with the sum of the bedform length ($L_b$) and the separation distance between two subsequent bedforms ($L_s$) instead of using only $L_b$ (see Fig. 1b), i.e. for supply-limited conditions one obtains:

$$q_{bSL} = c_b \frac{V \cdot (1 - \phi)}{L_b + L_s}$$

(4)

Introducing the volume of a bedform into this equation results in:

$$q_{bSL} = C c_b \frac{L_b \cdot (1 - \phi)}{L_b + L_s}$$

(5)

Note that Eq. (2) is a particular form of the more general Eq. (5) when $L_s = 0$. It can be shown that, for the application of Eq. (5) to a surface area or a time domain, the ratio $L_b/(L_b + L_s)$ must be replaced by $f_b/(f_b + f_s)$, where $f_b$ ($f_s$) is the fraction of surface or time with the bed (not) covered by bedforms. Similarly, referring to the distribution of volume fraction of sediment solids used in Eq. (3), the following equation can be derived:

$$\frac{L_b \cdot (1 - \phi)}{L_b + L_s} = \phi_s(\eta_1)$$

(6)

The simplified bulk-surface approach described by Eq. (3) does not require any further adjustments to be applied to supply-limited bedforms. The method requires the definition of the vertical extent of the bed that is active in sediment transport; this may not be straightforward when non-supply limited bedforms are highly irregular, but might not pose any complication when supply-limited bedforms are analysed, as in this case the base level of zero transport $\eta_1$ is the same level as the base of the bedforms.

Equations (2), (3) and (5) are applied and compared below, using laboratory experimental data with supply-limited dunes. The experimental setup and measurements are described first, and later on the results are presented, and compared.

### 3 EXPERIMENTAL DATA

In order to evaluate the performance of the different variants of the bedform tracking method, results of three experimental runs from Branß et al. (2018), in which supply-limited bedforms developed along the main channel of a half trapezoidal compound-section channel, are used. The experiments were performed in a 2 m wide and 30 m long sediment recirculating flume, at the
hydraulics laboratory of the Leichtweiß-Institut für Wasserbau of the Technische Universität Braunschweig, Germany. The main channel of the compound cross-section was 60 cm wide and 10 cm high and was bounded to the left by the flume glass walls and to the right by a 1:1 slope bank covered with 3 cm high flexible artificial grass. The bed of the main channel was constructed from film faced plywood plates which were coated by a single layer of the same granulate material which was used as bedload material. This material consisted of polystyrene grains of cylindrical shape, with a diameter of 2.06 mm, a solid density of 1058 kg/m$^3$, and a bulk porosity of 0.38.

The three experimental runs were performed under quasi uniform flow conditions, with a constant discharge of 22 L/s, and a constant bed slope of 0.0005. The duration of each experiment was 19.5 h. Sediment transport rates were continuously monitored within the return pipe of the sediment recirculating system, using a negele four-beam turbidity meter. Bed levels in the main channel were recorded continuously using 16 ultrasonic sensors (SeaTek 5 MHz Ultrasonic Ranging System), in two cross-sections located 17 m and 17.81 m downstream from the flume inlet. In each cross section, 8 sensors were mounted with a spacing of 8 cm. Each recorded value consisted of an average of 10 readings to minimize distortions by suspended sediment. The corresponding recording interval was 0.35 s (2.9 Hz). Further post processing of the signals included smoothing by a moving average over 50 measuring points to reduce noise introduced by particles in suspension.

An important boundary condition was the total amount of polystyrene material in the main channel during each run. Differences in the amount led to different sediment transport rates and bedform characteristics. More details on the experimental setup and measurements can be found in Branß et al. (2018).

4 RESULTS

Measured average sediment transport rates and characteristics of the bedforms obtained from the ultrasonic sensors are shown in Table 1. Supply-limited conditions were observed in all three runs. Although particles transported in suspension were observed in all three runs, most of the transport occurred as bedload within the migrating dunes.

<table>
<thead>
<tr>
<th>Run</th>
<th>$q_b$ [g/s m$^2$]</th>
<th>$h_b$ [cm]</th>
<th>$c_b$ [mm/s]</th>
<th>$\phi(\eta_i)$ [-]</th>
<th>$\int_0^d \phi dz$ [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24.5</td>
<td>3.6</td>
<td>3.7</td>
<td>0.40</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>40.4</td>
<td>5.0</td>
<td>4.2</td>
<td>0.45</td>
<td>1.3</td>
</tr>
<tr>
<td>3</td>
<td>57.2</td>
<td>5.5</td>
<td>4.6</td>
<td>0.53</td>
<td>1.8</td>
</tr>
</tbody>
</table>

The analysis of the time series of bed elevations showed that bedforms grew in height during the first hour, and that their average dimensions remained stable afterwards. The analysis below refers to the stable period.

Individual bedforms were identified from the time series data. Peak elevations higher than 1 cm above the fixed bed level were interpreted as dune crest level and in order to be validated as bedform, the temporal lag between two peaks had to be larger than 30 s. The median of the cumulative distribution of peak elevations (see Fig. 3 in Branß et al., 2018) from all sensors in the upstream cross-section, was considered as a representative bedform height for each run (see Table 1). The average bedform migration velocities, shown in Table 1, were obtained with a 2D cross correlation analysis between the two cross-sections. As shown in Table 1, bedform celerity and height increased with sediment transport rate.

For each run, the vertical distribution of the volume fraction of sediment solids $\phi(z)$ was obtained from the time-series of bed elevations, following the method described
in Aberle et al. (2012). The obtained distributions, combining the signals of the sensors in the upstream cross-section, are shown in Fig. 2.

Figure 2. Distribution of the volume fraction of sediment solids with height, for the three experimental runs.

To be able to apply Eq. (3), the bed surface elevation \( \eta_1 \), defining the base of zero transport, must be identified. The unambiguous identification of the level of zero movement is difficult due to the spatial heterogeneity of natural bedforms (e.g., Aberle et al., 2012). Using the lowest measured elevation is not necessarily accurate, since this value depends on both the random nature of the irregular bed and also on bed elevation measurement errors. For supply-limited bedforms migrating over an immobile surface, identification of the zero level is on the other hand straightforward, nevertheless, measurement errors may bias the \( \phi_s \) distribution close to the bed. In the measurements here, particles traveling outside of a bedform in the vicinity of the bed or in suspension, may be picked up by the sensor as a high bed elevation, and thus bias the identification of regions where no bedforms were present. To counteract this effect, the base of zero transport was considered at a bed level of two times the particle diameter, i.e. \( \eta_1 = 4 \text{ mm} \). This criterion was used for obtaining the values shown in Table 1 from the integral in Eq. (3) and for the volume fraction of sediment solids \( \phi(\eta_1) \) to be used in Eq. (6).

Sediment transport rates computed by Eq. (2), Eq. (3), and by the corrected equation for supply-limited conditions Eq. (5), are compared with the measured values in Fig. 3. For both Eq. (2) and (5) \( C = 0.5 \) was used. All three equations overpredict the sediment transport rates, which may be related with overestimations on the bed level when the sensors detect particles in suspension. Eq. (5), with an error of circa 20%, performs best, and Eq. (2) shows errors larger than 50%. The error using Eq. (3) increases with the transport rate, performing similarly to Eq. (5) for low \( q_b \) values, and similarly to Eq. (2) for the highest \( q_b \).

Figure 3. Comparison between sediment transport rates measured and computed with the bedform tracking method. Error bars indicate the maximum and minimum measured transport rates.

5 CONCLUSIONS

The results of this paper show that the application of the bedform tracking method under supply-limited conditions to compute bed load transport rates requires the consideration of the gaps between the individual bed forms. A corrected equation to consider this feature was presented (Eq. 5) and applied to experimental data. The corrected equation overestimated the measured transport rates by ca. 20%, but performed much better than the original equation, which overpredicted measured values by circa 50%. Differences between the results
with the new equation and measured values might be associated with the shape factor, determination of bedform height, and measurement errors, especially those on the bed elevation resulting from suspended particles detected by the ultrasonic sensors.

A recently suggested approach for the determination of bedload rates from high resolution bed-surface data was also tested. This approach can be applied either to supply or non-supply limited bedforms. The equation performed well for low transport rates, but largely overestimated high transport rates. The reason for this performance might be the irregularity of the experimental bedforms, the strong dependence of the equation on the distribution of bed elevations, the rather coarse resolution of the measurements (8 points per cross-section), and measurement errors related to particles in suspension (especially in the lee-side of dunes).
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ABSTRACT: Barchan dunes are three-dimensional, crescent shaped bedforms found in both Aeolian and subaqueous environments, including deserts, river beds, continental shelves, and even the craters of Mars. The evolution of and dynamics associated with these mobile bedforms involve a strong degree of coupling between sediment transport, morphological change, and flow, the last of which represents the weakest link in our current understanding of barchan morphodynamics. Their three-dimensional geometry presents experimental challenges for measuring the full flow field, particularly around the horns and in the leeside of the dunes. In this study we present measurements of the turbulent flow surrounding fixed barchan dune models in various configurations using particle image velocimetry in a refractive index matching flume environment. The refractive index matching approach enables near-surface measurements, as well as access to the whole flow field by rendering the solid models invisible. While experiments using solid models are unable to directly measure sediment transport, they allow us to focus solely on the flow physics and full resolution of the turbulent flow field in ways that are otherwise not possible in mobile bed experiments. The results presented here include a statistical analysis, focusing on the spatial structure of coherent motions in the flow through the use of two-point correlations, as well as an analysis of 3D vortical structures in the flow captured using time-resolved cross-plane measurements.

1 INTRODUCTION

Barchan dunes typically occur in fields with significant heterogeneity in dune size and migration rate (Lancaster, 2009). In this situation, the interaction between barchans of different sizes produces complex processes such as collisions, amalgamation and breeding. While the morphology of barchan dunes has been widely studied, the interaction between turbulent flows and barchans is limited to a few recent studies (e.g. Palmer et al., 2012; Bristow et al., 2018). “Minimal” models without an adequate simulation of the wake flow structure induced by dunes (Parteli et al., 2014) struggle to accurately predict the morphodynamics of barchans when they come in close proximity, including dune-dune collisions. This model deficiency is readily observed in the Figure 1 which compares the model results (a-e) (Parteli et al., 2014) of a smaller barchan approaching a larger one (barchan migration rate is inversely proportional to size) with a similar scenario observed in laboratory experiments (f-j) (Hersen and Douady, 2005). Figure 1 highlights the contrasting dynamics, with erosion of the downstream dune occurring prior to contact, indicating that key flow physics associated with such interactions is being missed by these models, and thus further experimental work is needed to elucidate the role of unsteady turbulence in barchan morphodynamics.

In the present work, we study the flow field both in the wake of an isolated barchan and in the interdune space of interacting barchans using a combination of low and high frame-rate measurements with both two-component planar PIV and three-component stereo-PIV. The low frame-rate
measurements are made in all three planes independently ($x$-$y$, $x$-$z$, $y$-$z$), while high frame-rate measurements were limited to the cross-plane ($y$-$z$), allowing us to reconstruct the 3D flow field using Taylor’s hypothesis. Several different configurations of models are investigated, including a baseline isolated case and a series of dune–dune collision configurations where the upstream and downstream barchans are laterally offset from each other.

Access to the flow field around these geometrically complex dunes is achieved using a refractive index matching (RIM) approach. Transparent models of barchan dunes, whose shape was based upon previous work (Palmer et al., 2012), were fabricated by 3D printing positive models, which were used to create negative silicone molds, which in turn were used to cast transparent acrylic models. The models were fixed in a RIM flow tunnel that employs an aqueous solution of sodium iodide (~63% by weight) as the working fluid, and rendered invisible, thus facilitating unimpeded data collection around the entire bedform configuration. The RIM approach also minimizes reflections of the laser sheet off the model and floor surfaces, allowing for higher accuracy measurements in these critical regions.

2 RESULTS

Low frame-rate measurements from all three planes ($x$-$y$, $x$-$z$, $y$-$z$) provide an understanding of the mean flow topology (not shown here). For an isolated barchan, flow separates over the crest, forming a recirculation region in the leeside between the horns, and shear layer which emanates downstream. As flow reattaches in the wake, a vortex structure similar to a horseshoe vortex system develops downstream of the horns, where two counter-rotating streamwise oriented regions of strong swirling strength dominate the flow particularly near the bed. When a smaller barchan is placed upstream, at a lateral offset, a flow that is similar to that in the wake of the isolated barchan is produced as the new inlet condition for the downstream barchan, with its wake veering around the downstream barchan’s horn.

In Figure 2 we show an example of calculations of length scales in the flow for the $y/H = 0.25$ plane, from all four barchan configurations. These calculations are made by computing the spatially inhomogeneous two-point correlation function $\rho_{uu}$ at each grid point. The contour line of $\rho_{uu} = 0.5$ is fitted to an ellipse, of which the lengths of the long and short axes, as well as the orientation relative to the $x$-axis, can be calculated. The length of the long axis of the ellipse is thus a proxy for the integral length scale in the flow at that grid point. Calculations made at each grid point allow for contour maps of length scales (as well as aspect ratios and orientation angles, not shown here) to be analysed for the entire field of view, in each measurement plane.

Several key features are made evident through these correlation length scale calculations. The wake of the isolated barchan has a very complex structure, with a streak of short length scales aligned with the centerline, and longer length scales
prevailing downstream of each horn. In the wake of the upstream barchan, starting with the first collision stage, the length scales are significantly reducing in the interdune region due to the imposition of the shear layer from flow separation over the upstream barchan. This structure prevails far downstream, with a short length scale “streak” continuing downstream of the downstream barchan’s elongated horn. While this brief abstract is unable to fully explore the results from this statistical analysis of the scales in the flow, these calculations provide a wealth of information about the structure of large scale coherent motions in the flow.

Application of Taylor's frozen field hypothesis to high frame-rate measurements allows for 3D reconstruction of the flow field. In Figure 3 we show an example of this from the wake of the isolated barchan, where isosurfaces of swirling strength, $\lambda_{ci} \approx 0.2 \lambda_{ci,\text{max}}$ are shown and the structures are colored by distance from the wall, $y/H$. While rapid dissipation of turbulence in the wake requires careful treatment of this application of Taylor's hypothesis, such reconstructions are at least valid within an integral length scale, which from the previous results in shown to be on the order of several barchan heights. Within this single flow reconstruction we can observe periodically shed structures, as well as elongated vortices near the bed and larger spanwise oriented arches near the crest height.

3. CONCLUSIONS

These results demonstrate the utility of the refractive index matching approach for the measurement of flow around complex geometries such as the barchan dune. The ability to capture the entire flow field, particularly close to the model surfaces, such as in the allows analysis of first order flow features, such as the veering of the wake of the upstream barchan, as well as higher order turbulent statistics of dominant length scales in the flow. The application of high frame-rate cross-plane stereo-PIV enables the fully 3D flow field to be revealed and analysis of the instantaneous structures shed from the shear layer of the barchan dune. Together, such results shed light on the fundamental flow structures associated with the complex morphology of a barchan which are likely to be responsible for determining the erosion of downstream bedforms in close proximity.
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Figure 2. Spatial distribution of length scales, $L$, in (a) the isolated case, and (b-d) the collision cases, calculated in the wall-parallel plane $y/H = 0.25$.

Figure 3. Isocontours of 3D swirling strength, $\lambda_{ci} \approx 0.2 \lambda_{ci,max}$, colored by distance from the wall, in the wake of an isolated barchan, reconstructed using Taylor’s hypothesis.
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ABSTRACT: We investigate the influence of wind waves and wind-driven flow on sand wave dynamics using a two-model approach. Using a linear stability analysis, we find that waves decrease sand wave growth and wind causes sand wave migration. Combining linear stability analysis with a typical North Sea wave and wind climate explains variability in sand wave migration rates. Using a nonlinear sand wave model we show that waves reduce sand wave height and wind causes sand wave asymmetry as well as migration.

1 INTRODUCTION

Sand waves are dynamic bed forms of hundreds of meters wavelength and several meters in height. They are observed in many tidally dominated seas with sandy beds, such as the North Sea. Offshore activities require a detailed knowledge of sand wave dynamics. Various observational studies suggest that storms affect sand wave height and migration rate (Terwindt, 1971; Fenster et al., 1990).

Our aim is to understand how storms influence sand wave dynamics. We do so by applying an idealized modelling approach that is able to isolate two storm effects: wind waves and wind-driven flow effects. The sand waves that we investigate are generated by a symmetrical tidal current.

To investigate the effects of wind waves and wind-driven flow on sand wave dynamics we applied a two-step approach, in which we systematically analyse storm effects on small-amplitude sand wave dynamics using a linear stability analysis (Campmans et al., 2017), followed by an idealized nonlinear sand wave model to analyse storm effects on finite amplitude sand wave dynamics (Campmans et al., 2018b).

The linear stability model allows for a large number of model runs due to its semi-analytical solution method. This enabled us to investigate wind wave and wind-driven current scenarios to investigate a real North Sea wave and wind climate (Campmans et al., 2018a).

2 MODEL FORMULATION

2.1 Tides, wind and waves

The tidal currents in our model are described by shallow-water equations. Hydrostatic pressure balance is assumed in the vertical. Turbulent mixing is modelled by a constant vertical eddy viscosity with a partial slip boundary condition. A uniform pressure gradient is incorporated to force a tidal current. The model domain is spatially periodic in the horizontal.

Wind effects are modelled by a constant uniform shear stress applied at the water surface, causing a wind-driven flow.

Wind waves are modelled using linear wave theory. Near-bed orbital velocities result in an increase in bed-shear stress, but
do not affect the tidally or wind-driven currents.

2.2 Sediment transport

Sediment transport is modelled by a bed load transport formula, given by

\[ q_b = \alpha |\tau|^{\beta} \left( \frac{\tau}{|\tau|} - \lambda \nabla h \right), \]  

in which \(\alpha\) is a bed load coefficient, \(\tau\) the bed shear stress, \(\beta\) the exponent expressing the nonlinearity of sediment transport, \(\lambda\) the slope correction factor and \(h\) the seabed topography. Here, sediment is transported nonlinearly in the direction of the shear stress, corrected for gradients in the bed slope. Sediment transport is computed on an intra-wave time scale, where the tidal current is assumed constant, and is then averaged over a wave period. Similarly, on the intra-tidal time scale sediment transport is averaged.

2.3 Bed evolution

The seabed evolution is determined by sediment conservation using the wave and tidally averaged sediment transport.

3 SOLUTION METHODS

3.1 Linear stability analysis

The first method to gain insight into the solution of small-amplitude sand wave dynamics is linear stability analysis. The output for the linear stability analysis is a growth rate and migration rate for a sinusoidal bed perturbation of a chosen wavelength. The growth rate and migration rate describe the small-amplitude behaviour until finite-amplitude effects become important.

3.2 Nonlinear solution method

To analyze the finite amplitude dynamics of sand waves, a nonlinear solution method is required. In this solution method the shallow-water equations are transformed to a rectangular computational domain, where the finite-difference method is used to solve the hydrodynamics. In the nonlinear model the bed evolution is numerically integrated to investigate the morphodynamic evolution of finite-amplitude sand waves.
4 RESULTS

4.1 Linear stability analysis

Using the linear stability model the influence of wind waves and wind-driven flow on the growth- and migration-rate was systematically investigated. Both wind and, in particular, waves decrease the growth rate of sand waves. Wind-driven flow generates a residual current that causes sand wave migration. Although waves do not cause sand wave migration, they enhance migration caused by other mechanisms such as wind-driven flow.

Combining the linear stability sand wave model with 20 years of wave and wind data the influence of a typical North Sea storm climate has been investigated. Using this approach a hindcast of variable sand wave migration, observed by Menninga (2012), showed a qualitative agreement, see Figure 1.

Figure 2. Sand wave evolution \( h(x,t) \) for four forcing conditions: (a) Tide only, (b) Tide + waves, (c) Tide + wind and (d) Tide + waves + wind. The colorbar indicates the seabed topography in meters. The bottom panels show (e) the crest and trough evolution in time and (f) the equilibrium profiles. Where in (e) and (f) the line colors correspond to the colored text in this caption. Figure after Campmans et al. (2018b)

4.2 Nonlinear sand wave model

The developed nonlinear sand wave model was used to investigate the effects of storms on the finite amplitude dynamics of sand waves. The evolution of small amplitude bed perturbations towards fully grown sand waves has been investigated for four forcing conditions in Figure 2. It is found that sand wave height is mainly reduced by waves, but also by wind. Wind generates a residual flow component that causes sand waves to migrate and results in a horizontally asymmetric sand wave shape.

In the results above, the sand wave wavelength is restricted by the model domain length of 350 m. This allowed to systematically investigate storm effects. However, to allow sand waves to freely adapt their wavelength similar model simulations were carried out on a longer model domain (4 km), shown in Figure 3.
Finally we investigated the effect of storm duration. In results thus far, modelled wave and wind conditions are constant in time, whereas in reality storms often occur for a short duration, followed by a period of relatively calm weather. To simulate such storm intermittent behaviour, a storm ($\text{tide} + \text{wave} + \text{wind}$) condition is alternated by a fair-weather ($\text{tide only}$) condition for various storm durations. In Figure 4, the crest and trough evolution is shown for six different storm durations: constant fair-weather, 1 week storm, 1 month, 2 months, half a year, and constant storm conditions. For each of the scenarios a single storm is modelled with the remaining part of the year being fair-weather. The model results show that for intermittent storm conditions the sand wave crest and trough height oscillates between the equilibrium crest and trough heights of sand waves in constant fair-weather and constant storm conditions. We interpret this as a storm-dependent dynamic equilibrium. Even storms of relatively short duration already have a significant effect on the sand wave height.

5 CONCLUSIONS

By applying the two-model approach in our research we were able to systematically analyse the wave and wind effects on initial sand wave formation as well as for specific wave and wind conditions on finite amplitude sand wave dynamics. We have shown that particularly wind waves reduce the growth rate and the sand wave height in equilibrium conditions. Wind-induced flow causes sand wave migration, which can be
enhanced by waves. North Sea wave and wind data combined with the linear stability model shows promising results in being able to hindcast sand wave migration. Finally, we show that storms reduce sand wave height, even when they occur for short periods of time.
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ABSTRACT: Submarine channels play a vital role in delivering vast quantities of sediment to the deep sea, forming some of the largest sediment deposits on Earth. Knickpoints have been identified as an important morphological feature of many submarine channel systems. Knickpoint features have superimposed crescentic bedforms, which are formed by the action of supercritical turbidity currents. The interactions between bedform dynamics, supercritical flows, and channel morphology remain poorly understood on these environments, and a better understanding of the dynamics would enable improved linkages to be made between the morphological evolution of submarine channels and the deposits they generate. Here we present a suite of wavelet analyses of repeat bathymetric survey data from Bute inlet, British Columbia, Canada, take over a 10 year period, from 2008 to 2018. The results show how dominant crescentic-shaped bedform wavelengths are affected by spatial and temporal changes in delta slope and how knickpoint migration generate down-channel bedforms.

1 INTRODUCTION

Submarine channels act as conduits for turbidity currents, which have been identified to be the most volumetrically important processes for the delivery of sediment and organic carbon to the deep sea (Bouma 2000; Peakall et al., 2007; Paull et al., 2010; Hage et al., 2018). Turbidity currents are of great importance not only to our general understanding of global sediment transport processes, but also because of the environmental hazards they pose to subsea infrastructure such as communication cables or pipelines (Piper et al., 1999, Carter et al., 2014) and tsunamis related to submarine slope failures (Prior et al., 1982). Bathymetric mapping has revealed that proximal sections of submarine channels can be dominated by upslope migrating crescentic bedforms (Symons et al., 2016; Hage, et al., 2018). Another morphological feature of the channels are
knickpoints, which are described as an abrupt change in river gradient (Whipple and Tucker, 1999). Knickpoints are known to play a major role in governing channel adjustment in response to either regional or local perturbations (Gilbert, 1896; Holland, 1974; Hayakawa and Matsukura, 2003; Baynes, 2018). Recent system-scale wide process studies in submarine systems have demonstrated links between seafloor morphology, upward migration of crescentic bedforms, sediment distribution, flow and the depositional record (Hughes Clarke, 2016; Hage et al., 2018).

Here we describe new perspectives on bedform development in submarine channels gained by studying a sequence of bathymetric data acquired over a 10 year period in Bute inlet, British Columbia, Canada. Our study explores the relationships between delta slope, channel knickpoint dynamics and the response of crescentic bedforms in terms of their heights, wavelengths and migration. The results have implications for our understanding of bedforms in these channel systems and furthering our understanding of their development, sediment dispersal and deposition and thus longer-term submarine channel evolution.

2 STUDY SITE

Bute inlet, British Columbia, is located on the western coastline of Canada. The fjord has a length of over 40 km and represents a modern example of a submarine channel developing under the modification of turbidity currents (Prior & Bornhold, 1988; Conway, 2012) (Fig. 1). The channel extends to a depth below the water surface of 700 m at the distal part of the fjord, where it terminates in a lobe feature. The two main rivers, the Homathko and Southgate, discharge into Bute Inlet at the head of the fjord. Trites (1995) estimated the total mean annual freshwater flow into the fjord to be approximately 410 m$^3$ s$^{-1}$ of which 280 m$^3$ s$^{-1}$ is from the Homathko River. Discharge to Bute Inlet is highly seasonal, peaking in July because of snow and ice melt from the interior watershed. The lowest input occurs in the winter months as the precipitation is stored as snow in the higher elevation of the watershed. The mean annual discharge can also vary year to year (Fig. 2).

Figure 1. Bute Inlet location in British Columbia

Figure 2. Mean annual discharge and water level of the Homathko River

3 METHOLOGY AND MATERIAL

3.1 Bathymetry measurement

Modern bathymetric mapping and sampling techniques are increasingly being applied to submarine channel studies (Sumner et al., 2013; Xu et al., 2014; Dorrell et al., 2016; Clare et al., 2016; Hughes Clarke, 2016;
Azpiroz-Zabala et al., 2017; Paull, 2018; Hage et al., 2018). Here we analyse repeat multibeam bathymetry data from Bute Inlet acquired over a 10 year period from 2008 to 2018. We additionally analyse high resolution multibeam echo-sounder bathymetry data from Homathko and Southgate deltas taken in 2016 and 2018, to compare bedform wavelength evolution with slope patterns formed by supercritical flows and flows with characteristic differences between 2016 and 2018 (Fig. 3.2).

3.2 Turbidity currents

Six Acoustic Doppler Current Profilers (ADCP) were deployed on six moorings within the submarine channel axis positioned from the proximal delta to the distal lobe of the system (Fig. 1). Flow at one mooring and acoustic backscatter data were recorded for five months beginning in June 2016. These captured the passage and evolution of episodic supercritical turbidity currents as they progressed through the channel system (Fig. 1). More than 20 turbidity currents were observed during this 5 month period. Most of the flows dissipated in the proximal part of the channel system with 11 events observed at the study knickpoint, 10 km downstream from the proximal delta. The supercritical turbidity currents drive an observed upstream migration of the knickpoint during each event. Thus, this comprehensive system-scale data set enables us to explore the relationship between turbidity current frequency, flow duration, flow velocity and long-term changes in delta morphology and knickpoint retreat.

3.3 Wavelet analysis

The wavelet analysis was conducted using the Bedforms-ATM (Bedforms analysis toolkit for multiscale modelling) software (Gutierrez et al., 2018). By adapting the one dimensional continuous wavelet analysis package developed by Torrence et al (1998), the software performs wavelet analysis of along-channel transects containing multiple bedforms. The resulting wavelet spectrum demonstrates information about the dominant constituent wavelengths along the channel as a function of distance along the channel. Values are screened out that fall outside a cone of influence that discriminates reliable power spectrum results from spurious measurements (Gutierrez et al., 2018).

4 RESULTS

4.1 Bedform scales in the Homathko and Southgate deltas

The Homathko River contributes around 80% of the discharge that flows into Bute Inlet. Digital elevation model analysis reveals that the delta has experienced periods of both degradation and aggradation during the range of hydrological conditions during the study period. The subaqueous channel geomorphology is shown in Fig. 3a. Dozens of small flow pathways can be observed at the delta lip until the water depth reaches ~ 75 m. The small flow pathways then merge into three main channels in the mid-section, and then into a single channel at the distal end of the delta slope at ~ 115 m depth. Trains of crescentic bedforms occupy the delta slope area and periodically migrate upslope.

Wavelet analysis allows an unravelling of the complex relationship between bedforms of different scales and the underlying channel morphology. Fig. 3b shows the delta slope decreasing from around 7° at the delta lip to 4° at the distal end. Small scale crescentic bedform wavelengths are formed both in the delta lip and close to the distal end of the slope. In the mid-section of the delta slope, the wavelet power spectrum shows dominant bedform wavelength of around 32 m to 50 m. The wavelength increases as the delta slope becomes lower. However, small scale wavelengths and larger wavelengths are both present at the distal part of the delta, which indicates perhaps enhanced variability in the turbidity currents, which flow through this zone.

The wavelet power spectrum of the bedform profiles along the central channel at Southgate (Fig. 4b) shows a greater variation in wavelength from one end of the section to the other, corresponding to a larger decrease in channel gradient, from 9°
to 3.5°. The Southgate delta morphology has a deeper delta lip and a flatter delta distal zone compared with the Homathko delta. A main channel with large-scale crescentic bedforms is located at the north side of the delta and few smaller channels exist in the central section. In the south section of the delta a narrower shallow channel exists. All channels merge into one wider conduit at a depth of ~130 m. The delta slope declines from around 9° to 3.5° from proximal to distal. As shown in the wavelet analysis results, crescentic bedform wavelengths gradually become longer as the water depth increases and delta slope declines.

Figure 3: (a) Geomorphology of Homathko delta shown by bathymetry data; (b) Wavelet power spectrum of one profile along the central channel in the delta

Figure 4: (a) Geomorphology of Southgate delta shown by bathymetry data; (b) Wavelet power spectrum analysis of one profile along the central channel in the delta

4.2 The impact of knickpoint retreat on submarine channel bedforms

The repeat seafloor mapping reveals significantly different knickpoint geometries on June 2016 (Fig. 5a&b) and May 2018 (Fig. 6a&b). Superimposed bedforms patterns of different scales are in evidence before and after knickpoint migration within the wavelet analysis results (Fig. 5). Bedform wavelength in June 2016 increased alongside upstream knickpoint migration. Extended bedforms occurred within a region of ~380 m downstream of the knickpoint. Further downstream the bedforms return to a lower wavelength that are similar to the bedforms upstream of the knickpoint. The bedform scale change indicates the influence of the knickpoint morphology on bedform dynamics due to the influence of the knickpoint on passing turbidity currents.
Figure. 5 (a) Geomorphology of the study knickpoint in June 2016; and (b) the wavelet power spectrum of an along-channel transect across the knickpoint from 2016.

The wavelet power spectrum from the May 2018 survey (Fig. 6a and b) shows similar bedform scale patterns to June 2016. However, a few extremely long-wavelength bedforms, varying from ~ 64 to ~ 150 m, are present downstream of the knickpoint, perhaps suggesting that the recent set of currents have significantly different hydrological conditions compared to those in 2016. According to hydrological monitoring data acquired in the Homathko River (Environment Canada), the discharge to the delta was lower 2017 than 2016 (Fig. 2). Therefore the hydraulic parameters of turbidity currents could be different between the two years, which may be a factor in the generation of the longer wavelength bedforms in 2017. However, more work is needed to relate bedform dimensions to the formative currents.

Figure. 6 (a) Geomorphology of a study knickpoint in May 2018; (b) the wavelet power spectrum of an along-channel transect across the knickpoint from 2018.

5 CONCLUSIONS

The results of a wavelet power spectrum analysis demonstrate how delta slope and knickpoint morphologies can influence the scales and geometries of channel bedforms. Upstream knickpoint migration redistributes sediments and the pattern of bedform wavelengths in the channel. Long-wavelength bedforms occurred downstream of the knickpoint following a lower input discharge entering the delta system in 2017, possibly resulting in changes to the turbidity current characteristics and dynamics and subsequent changes in bedform morphology. This study is enabling us to explore the role of delta slope on controlling the size and shape of crescentic bedform geometries and also allows us to explore how knickpoint migration sculpts and influences overall bedform distributions and the links to longer-term submarine channel dynamics.
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ABSTRACT: Most past studies of dune dynamics have concentrated on dunes in a spatially-homogeneous natural environment. This environmental simplification imposed inherent limitations on understanding of dune form, flow and sediment dynamics in channels affected by human interventions. This paper details a field study of a swath of dunes in a set of particle sizes as coarse silt, sand and gravel in the main channel from the downstream of Three Gorges Dam (TGD) to the estuarine front of Yangtze River (YR), China for recent 22 years. Results show four new types of dune changing in spatial and temporal distribution. They reveal a complicated pattern of dune morphology and associated flow structure mainly attributed to the dam and channel changes by land reclamation. Froude number was applied into the bedform pattern recognition in the low flow velocity regime along the lower reach of the YR and higher accuracy of recognition was achieved.

1 INTRODUCTION

Dunes are ubiquitous bedforms in marine and riverine environments and occur in a wide range of bed sediment particle sizes. Numerous studies in natural environments in unidirectional flow (river) and reversing flow (estuaries and other tidal environments) and in controlled settings (flumes) have demonstrated that bedform size is generally related to sediment size: larger dunes form in coarser sediment (Ashley, 1990; Van den Berg and Van Gelder, 1993; Baas, 1994; Best, 2005; Parsons et al., 2005; Malarkey et al., 2015; Hu et al., 2018). This environmental simplification imposed inherent limitations on the interpretation and understanding of dune form, flow and sediment dynamics in channels affected or controlled by strong human interventions. Examples of anthropologically-modified environments include the main channel downstream of the Three Gorges Dam, Yangtze River (YR) where a strong erosion takes place (Zheng et al., 2018) combined with climate change and sea level rise (Cheng et al., 2018; Shi et al., 2018).

However, most of these dune dynamics studies have concentrated on dunes in a spatially-homogenous natural environment and in the flume (McLean et al., 1994; Kostaschuk and Best, 2005; Lefebvre et al., 2013). This environmental simplification imposed inherent limitations on the interpretation and understanding of dune form, flow and sediment dynamics in channels affected or controlled by strong human interventions. Examples of anthropologically-modified environments include the main channel downstream of the Three Gorges Dam, Yangtze River (YR) where a strong erosion takes place (Zheng et al., 2018) combined with climate change and sea level rise (Cheng et al., 2018; Shi et al., 2018).

This paper details a field study of dune morphology in a set of particle sizes ranging from coarse silt to sand and gravel in the main channel from downstream of the Three Gorges Dam to the estuarine front of the YR, China. The aim of this work was to characterise flow pattern and bed morphology over a wide range of sedimentological and hydrological conditions.
2 STUDY AREA AND METHODS

The Yangtze River (Figure 1) is the longest river in China. It has been strongly affected by anthropogenic works such as the Three Gorges Dam and land reclamation along the main channels for more than 20 years (Zheng et al., 2018; Cheng et al., 2018). Nine survey cruises during May 2014 and September 2017 were conducted with a total length of survey of over 5000 km along the channel from downstream of the Three Gorges Dam to the estuarine front of the YR using a SeaBat 7125 multi-beam echo sounder (MBES). Simultaneously to the MBES survey, flow information was measured using an Acoustic Doppler Current Profiler (ADCP).

Field studies were carried out in order to further improve our understanding of the fundamental sedimentation and morphodynamic processes acting on subaqueous bedforms during the 1997, 1999, 2000, 2002, 2014, 2015 dry season and the 1998, 2013, 2014, 2015, 2016, 2017 flood season in the uppermost estuarine turbidity maxima. Water depth and near surface tidal current speed/direction were measured at 3-minute intervals for 14 hours in 1997 and 26 hours in all other surveyed duration, while near-bottom tidal current speed and direction were measured at 30-minute intervals for 10 hours in 1997 and for 1 minutes in all other surveyed duration. A total of 1648 water samples were collected at 0.6Z, 0.8Z, and 1.0Z (Z being the total water depth), from which the suspended sediment concentration was analysed. Vertical profiles of the suspended sediment concentration were also measured by using an Acoustic Suspended Sediment Monitor. The transverse profiles over the low angle subaqueous bedforms were recorded in the along channel direction. A total of 16 bed sediment samples were grabbed and analysed for their particle size.

3 RESULTS

The surveys revealed a complicated pattern of dune morphology and associated flow structure. Four new types of erosive subaqueous dune are discovered and new transition function of bedform for the recognition.

(1) Low angle dunes in coarse silt and very fine sand in the estuarine front of the YR and their seaward migration

Analysis results show a tidal asymmetry, i.e., longer period and stronger current speed in ebb than in flood, resulting in a higher suspended sediment concentration during the ebb due to the tidal resuspension of the bed sediment, thus causes a transport of the suspended sediment seaward in the estuarine turbidity maxima (Cheng et al., 2000). It is suggested that resuspension might be a dominant sediment process on the subaqueous bedforms in coarse silt and very fine sand. Ripples and dunes result from the strong resuspension of bed sediments compose of a wide range distribution of particle sizes. Ripples and small scale dunes might be formed in response to long-period resuspension events instead of short-period, burst-like boils over dune crests. Medium scale dunes occurred in a 2-4 minute period of the enhanced bottom sediment suspension. A new conceptual model is proposed for the sediment and morphodynamic processes on the subaqueous bedforms in coarse silt and very fine sand in a semi-diurnal tidal estuary (Cheng et al., 2000).

Moreover, the sets of field-measured records in the main channels of upper estuarine turbidity maxima show that the distributed front of dune in fine sediment migrated seaward for the past 20 years (Li et al., 2008).
(2) Erosive dunes in very fine sand on the eroded riverbed of channel in lower Yangtze estuary

A new type of dune was defined as a catenary-bead dune, which consists of a catenary dune and its associated elliptical pit (Zheng et al., 2016a). It has a mean height and wavelength of 1.29 m and 31.89 m, respectively; wavelength/height ratio (L/H) of 14 to 56; and elliptical pits of mean and maximum depth 0.98 m and 1.98 m, respectively (Figure 2a). Mean flood and ebb velocities over the dunes are 0.27 and 0.78 m s\(^{-1}\), respectively, with shorter duration of flood tide. The silt, very fine sand, and fine sand fractions were within the ranges 21.6–23.4%, 28.2–32.2%, and 39.7–41.6%, respectively, revealing complex bed material composition. Water depth varies from 13 to 17 m.

(3) Very large dunes (VLDs) in fine and medium sand in the upper Yangtze estuary and VLDs accompanied by secondary dunes in the middle reach of the YR

In the upper estuary and middle reach of the YR, two types of very large dunes were detected in unidirectional flow according to their morphological characteristics (Zheng et al., 2016b). The mean grain size of the riverbed surface sediments is between 0.137 mm and 0.262 mm, named as fine and medium sand.

The first type is the VLDs with a smooth surface and cross-section on the silted riverbed of channel in the upper estuary (Figures 1 and 2b). The average dune spacing is 122.8 m and their mean height is 3.9 m with a mean L/H of 35.4. Water depth ranged from 13.4 m to 17.6 m and simultaneous vertical average flow velocity changed from 0.78 to 0.99 m s\(^{-1}\).

The second type is the VLDs accompanied by secondary dunes and numerous elliptical pits on the eroded riverbed of channel in the upper estuary (Figures 1 and 2c).
The mean spacing of dunes changed from 184.5 m to 204.3 m and mean height varied from 4.1 m to 4.3 m with a mean H/L of 55.1 to 56.3. The water depth varied from 17.6 m to 29.9 m and simultaneous vertical average flow velocity ranged from 0.96 to 1.22 m s\(^{-1}\).

(4) Very large dunes (VLDs) in sandy gravel with strong unidirectional flow along strong eroded channel downstream the Three Gorge Dam (TGD) to Yichang

An area covered with dunes was surveyed downstream of the Three Gorge Dam. The dunes showed a mean spacing of 89 m ranging from 40 m to 267 m and a mean height of 5 m ranging from 5 m to 13 m. Secondary erosive catenary–bead dunes were also imposed on the lee and stoss slope of dunes in gravel (Figure 2d). The mean particle size is 7.90 mm and medium particle size is 10.52 mm. The sorting coefficient is 12.52. Their scales are larger than most of dunes in gravel studied for the bed load estimation and criteria of flow in the flume experiments and few subaqueous dunes in gravel detected in, e.g., the Severn Estuary (Carling et al., 2006) and the continental shelves in Italy (Iacono and Guillén, 2008).

(5) Application of Froude number in the pattern recognition of bedform in low flow velocity regime along the lower reach of the YR

Specific concern is given to the effects of Froude number on the pattern recognition of bedform in low velocity regime. A three-dimensional (3D) phase diagram of dune stability for the recognition is proposed, in Froude number (Fr), Reynolds number (Re\(\times\)) and Shields number (\(\Theta\)) of sediment grains (Figure 3). These parameters are calculated.
from flow velocity obtained with ADCP, morphological parameters of bedforms detected by MBES, sediment and particle size, simultaneous real-time water level in typical channels in tidal reach of the YR. The results show an increasing accuracy of bedform pattern recognition with three parameters of Froude number, Reynolds number and Shields number by 35% than two parameters Reynolds number and Shields number. This 3D diagram can also increase the recognition accuracy of bedform by 30% than those with two parameters of dimensionless Shields number and Reynolds number Re*. The deviation of dune recognition without Fr ranged from 40% to 80%.

4 CONCLUSIONS

Changes in morphology, flow and sediment dynamics over a main channel ca. 1600 km were examined from the estuarine front of the YR to downstream of TGD, China. The dunes composed of coarse silt, very fine sand, fine sand, medium sand and sandy gravel displayed a complicated pattern of dune morphology and associated flow structure. Four new types of dunes with spatial and temporal changes were discovered with emphasis on the findings of erosive dunes which imply strong effects of the Three Gorges Dam and changes in channel morphology by land reclamation and sand mining, dredging. Application of Froude number into the bedform pattern recognition in the low flow velocity regime can increase the accuracy of bedform recognition. These findings enrich the description and understanding of dune dynamics and provide important data for geomorphological research.
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1 INTRODUCTION

In rivers and man-made channels, flow discharge may fluctuate across a range of time scales – from diurnal to seasonal – but is often most pronounced in hydrographs that encompass long-duration floods (weeks to months). Under these varying flows, bedforms can be created and modified by the flow without achieving an ‘equilibrium’ state (Ten Brinke et al., 1999). A lag between changes in flow and the morphological response of the bedforms, termed bedform hysteresis, is commonly present. Importantly for channel management and navigation, critical water depths may be reached for inland shipping since dunes may grow larger during floods, but often experience a lagged decay in size during lowering water levels (Ten Brinke et al., 1999; Wilbers & Ten Brinke, 2003). There is also a growing consensus that dunes possess a more flattened shape, and lower leeside angle, than previously assumed in large rivers and that such dunes do not exhibit a region of permanent flow separation downstream of the dune (Roden, 1998; Kostaschuk, 2000; Best & Kostaschuk, 2002; Motamedi et al., 2012, 2014; Lefebvre & Winter, 2016; Lefebvre et al., 2016; Kwoll et al., 2016). This different leeside shape thus questions traditional ideas of flow interactions with dunes, where flow separation in the steep dune leeside leads to energy loss (form drag) that increases flow resistance and energy expenditure within the flow.

The shape of dunes also has the potential to change through the adaptation of dune morphology to the flow, as well as the interaction between neighbouring dunes (Reesink et al., 2018). In variable flow conditions, smaller superimposed dunes can also exist with large dunes (Allen & Collinson, 1974; Allen, 1978; Reesink et al., 2018). As these smaller, superimposed dunes migrate and climb up the stoss side of larger host dunes, they can modify the shape of the larger dunes by eroding the crest and eventually descending down the leeside of host dunes, thus lowering the leeside angle (Allen, 1978; Amsler & Schreider, 1999). In the process of small dune migration up the stoss side of the larger dune, the small dunes can also intermittently increase the leeside angle of the host dune when their leeside is aligned with the crest of the larger dune. This intermittent increase in leeside angle has been
observed from ripple-dune interactions in laboratory experiments and might be reflected in other observations as ‘superelevation’ of the crest, which occurs at time scales of 5-15 min (Reesink & Bridge 2007; Reesink et al., 2018; Baar & Cisneros, in review). Smaller dunes may also run into, and amalgamate with, larger dunes, leading to large morphological change and complexity for those larger dunes (Allen & Collinson, 1974; Allen, 1978). Thus, whilst previous work has shown that variable flow conditions may cause dunes to increase and decrease in size, the response of dune shape, and specifically leeside angle, to variable flow conditions has not yet been quantified, despite the fact that the leeside has been shown to be of major importance to the flow field over alluvial dunes (Kostaschuk, 2000; Best & Kostaschuk, 2002; Motamedi et al., 2012, 2014; Lefebvre & Winter, 2016; Lefebvre et al., 2016; Kwoll et al., 2016). Understanding such bedform response may also offer important information in teasing out the possible processes of dune formation and dune-dune interactions. This paper aims to investigate dune morphological response to natural variations in flow during a flood in a major navigation channel.

2 MBES DATA

Until recently, temporally abundant river bathymetric data were not available, but with the need for accurate riverbed topography to assess dredging locations for safer navigation, the River Waal has been surveyed once every two weeks since 2005. These data, along with hydrographs measured at stations along the river, are now available through the Dutch Ministry of Infrastructure and the Environment, Rijkswaterstaat, and Deltares, which offers a unique opportunity to investigate dune morphodynamics under variable flows over long periods of time (weeks to months) (Fig.1). These bathymetric data were obtained using a multibeam echo sounder (MBES) over a period ranging from 1 to several days per survey. Time series MBES data in 2010-2011 were analyzed (Fig. 1), yielding 12 bathymetric maps that reveal the morphologic response in the Waal River at two weekly time steps through a compound, long-duration flood, lasting ~6 months and reaching peak flow of c. 6,000 m$^3$ s$^{-1}$ (3x the average flow discharge) (Fig.1).

3 METHODS

A bedform analysis (Cisneros et al., in prep.; Baar & Cisneros, in review.) was implemented on all 12 river bathymetric surveys of the River Waal. This method measures dune morphology by running automated profile line measurements spaced at the resolution of the bathymetric grid (0.5 m grid cells) across the width of the surveyed area and interrogates the value of each data point along each dune profile (Cisneros et al., in prep.). Thus, dune height, wavelength, leeside angle, and leeside shape (location of
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Figure 1. Discharge hydrograph of the River Waal at stations upstream (Pannerdense Kop) and downstream (Tiel) of the survey area, with the survey dates throughout the flood denoted by black circles.
possible brink points or changes in slope), as well as the flow depth for each dune, are measured along its width, thereby quantifying the morphology of the dunes and indicators of dune shape complexity in the streamwise and spanwise directions.

4 RESULTS AND DISCUSSION

From the bedform analysis method, ~100,000 measurements of dune morphology were made for each survey date through the flood. Distributions of the mean and maximum leeside angle (Figure 2) represent all measured values of the average slope of the leeside (mean) and the singular, maximum slope on the leeside (maximum) of each dune. In this plot, the shapes of the distributions appear similar and the peaks of the distributions fall in the same ranges. A normal probability density function was also fitted to each of the distributions. These data (Table 1) show that the shape of the distributions changes through the flood. Notably, at the peak of the flood, on January 11, 2011, the shape parameters of the distribution indicate that the mean and maximum distributions are shifted to higher values (µ is 13.48° & 19.26°, for mean and maximum angle, respectively). After the peak of the flood, on January 26th, 2011, a long tail on the high end of the distribution of maximum leeside angles is present and demonstrates that more dunes with higher angle leesides exist at this time, even though the majority of leeside angles are lower (mean value of 16.65°).

In addition, dune height, wavelength, and aspect ratio (height/wavelength) were quantified through time (Figure 3). A sharp distinction between dunes was observed between the northern and southern parts of the river, with large dunes in the north and small dunes in the south. Thus, analysis of the data was split between the dunes occupying the north and south of the channel, using a channel centreline for differentiation. This north-south division has been previously noted by Wilbers & Ten Brinke (2003), irrespective of any natural bends in the channel. The northern and southern dunes react differently to the changes in flow (Figure 3). Initially, the dunes on both sides of the channel grow in height with increasing discharge, but during the falling stage of the flood (after January 11, 2011), the northern dunes decay in size at a much slower rate than the southern dunes. Thus the heights of the northern dunes are lagged behind changes in river flow during the falling stage, with dunes being higher during the falling stage than the rising stage. In terms of dune wavelength, the northern and southern dunes also possess different responses through the flood. The northern dunes are shorter in wavelength during the rising stage and longer during the falling stage, whereas the southern dunes show the opposite behaviour.

Table 1. The shape factors (µ = mean & σ = sigma) of the probability density function normal fit to the mean and maximum angle distributions for each survey.

<table>
<thead>
<tr>
<th>Date</th>
<th>Mean (µ)</th>
<th>Mean (σ)</th>
<th>Max (µ)</th>
<th>Max (σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sept. 23, 2010</td>
<td>10.79</td>
<td>4.20</td>
<td>14.92</td>
<td>5.59</td>
</tr>
<tr>
<td>Oct. 6, 2010</td>
<td>10.93</td>
<td>4.64</td>
<td>14.95</td>
<td>5.70</td>
</tr>
<tr>
<td>Oct. 19, 2010</td>
<td>10.79</td>
<td>4.02</td>
<td>14.56</td>
<td>5.09</td>
</tr>
<tr>
<td>Nov. 2, 2010</td>
<td>10.87</td>
<td>4.13</td>
<td>14.62</td>
<td>5.01</td>
</tr>
<tr>
<td>Nov. 18, 2010</td>
<td>11.73</td>
<td>4.50</td>
<td>16.43</td>
<td>5.41</td>
</tr>
<tr>
<td>Dec. 26, 2010</td>
<td>12.80</td>
<td>4.44</td>
<td>18.22</td>
<td>5.28</td>
</tr>
<tr>
<td>Jan. 11, 2011</td>
<td>13.48</td>
<td>4.03</td>
<td>19.26</td>
<td>4.65</td>
</tr>
<tr>
<td>Feb. 8, 2011</td>
<td>10.34</td>
<td>4.18</td>
<td>14.01</td>
<td>5.49</td>
</tr>
</tbody>
</table>
Figure 2. The distributions of mean and maximum leeside angle representing all dunes measured across the river width for each survey date. Note each distribution represents ~100,000 data points. Black lines are normal pdf’s fitted to each distribution.
The northern dunes range in their mean wavelength by 30 meters through the flood, with the southern dunes range being 20 meters, but the change between successive surveys is only a few meters, i.e. the rate of change is relatively mild (Figure 3). One exception occurs in the southern dunes immediately after the peak of the flood, on January 26th 2011, when the wavelength increased from ~30 meters to the maximum wavelength during this time, ~50 meters, and then decreased just as abruptly by the following survey date. This time represents a period of large change in the morphology of the southern dunes – the dunes almost double in wavelength and then decrease in wavelength by a factor of 2. In addition to dune height and wavelength, their aspect ratio is also plotted in Figure 3 and shows how the height and wavelength change together through the flood. Overall, the aspect ratio thus increases and decreases through the rising and falling stage, but the aspect ratio notably remains constant in the northern dunes during the peaks of the flood, which corresponds to discharges greater than 2,000 m³s⁻¹ (Figures 1 and 3).

5 CONCLUSIONS

Dune morphology was measured in the River Waal over a 16 km reach using MBES bathymetric data taken every 2 weeks through a long-duration (6-month long) flood. During this flood, three major morphological features are apparent:

1. Dune leeside angles are largest during the peak of the flood. Such an increase in leeside angle during the flood peak suggests more significant contributions to flow resistance by dunes, and changing leeside angle should be considered in future flow models.

2. Dunes grow and decay in size in the northern half of the channel, whereas in the southern half dunes show little to no hysteresis in dune height and wavelength. Previously, the hydrodynamic effects of laden ships travelling eastbound (on the south side of the river) and unladen ships travelling westbound (on the north side) have been proposed to explain such a distinction in dune scale. This hypothesis is now under investigation by comparing this bathymetry against ship tracks with information on ship loading.

3. Large morphological change occurs immediately after the peak of the flood in the southern dunes, where wavelength firstly increases and then decreases by a factor of two. This may indicate possible amalgamation and splitting processes are occurring at this time for the southern dunes.

These preliminary findings demonstrate how the distributions of the dune dimensions and population characteristic values can be used to make morphologic and process-based interpretations of dune response during a
long-duration flood, which may not be apparent by an analysis of solely mean values. It is clear that the former approach is required to more fully quantify dune-flow hysteresis, and its effects, over the temporal scale of a flood wave.
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ABSTRACT: The impact of barchan dunes colliding with one another has been well observed, understood and modelled. But what happens when there is an immobile obstacle, an Offshore Wind Farm (OWF) monopile foundation, in one’s path? At the case study OWF a monopile was installed ~45 m downstream of the slip-face of an approaching barchan dune. Six bathymetric surveys, over a 20 year period, are analysed capturing the impact of the monopile on the dune’s evolution. The dune migrated relatively consistently, at a rate of 20 to 25 m/year. The re-appearance of the jack-up rig spudcan footprints in the wake of the barchan indicates that the dune does not exchange material with the seafloor and that the sedimentary composition of the two must be distinct.

1 INTRODUCTION

Barchan dunes have been studied in subaerial settings, both terrestrial e.g. deserts (Hugenholtz & Barchyn, 2012) and extra-terrestrial e.g. on the surface of Mars (Parteli et al. 2014); as well as in subaqueous settings (Berné et al. 1989, Ma et al. 2014). The advent of repeat satellite observations has made documenting the behaviour of subaerial dune migration less challenging in comparison with their subaqueous counterparts, which have attracted fewer studies due to the limited number of repeat observations in the marine environment.

The crescent-shaped barchan dunes form when the current (or wind) cannot set in motion all sedimentary particles or when there is a sand deficit. They can be formed under a uni-directional current or a bi-directional current where there is a strong asymmetry. In Figure 1 the terminology used to describe the dune morphology is defined. Material is transported from the toe of the dune up the stoss slope, where it is then deposited on the slip face, the result of which is a net migration towards the direction that the horns point. Barchan dunes in marine environments can have annual migration rates of upwards of 70 m/year (Berné et al. 1989). Commonly barchan dunes are described by their horn-to-horn distance (width) and horn-to-toe distance (length).

Typically dunes are found in large groups, known as fields. Within a field barchans vary in both size and mobility, with small dunes migrating at faster rates. As a result, smaller dunes frequently catch-up to larger dunes resulting in collisions. Rather than combining into a singular larger dune, a smaller dune ejects from the larger dune. If a barchan dune gains material from the surrounds it can eventually become destabilised. Once sufficiently large a dune may ‘calve’ a smaller barchan dune from their downstream side (Worman et al. 2013).

Whilst the collision of one barchan with another is well documented and understood the impact of a barchan colliding with a physical obstacle has not yet been documented in scientific literature. However, the interaction between non-barchan bedforms, e.g. linear sandwaves, with objects, e.g. a cylinder, has been studied numerically (Margalit, 2017). In Margalit’s model it is observed that the presence of a monopile mostly affects sandwave migration on the lee-side of the monopile by limiting the migration speed and blocking the sediment transport. In the same
model sand is observed to build up on the upstream side of the monopile.

The main aim of this study is to analyse the morphological evolution of a barchan dune as it passes an obstacle (in this case a monopile). The secondary aim is to assess the impact of the dune on the scour pit at the base of the monopile of interest for the management of wind farm assets.

2 BACKGROUND

Infrastructure

The study area is in a windfarm development off the east coast of the UK. In this paper a singular monopile foundation will be considered, this foundation was installed in 2010 (ahead of the passage of a barchan dune). The pile has an outer diameter of 5.8 m and was installed using a jack-up rig, leaving spudcan depressions to the northeast of the pile (Fig. 2f).

Site conditions

The seabed level at the case study monopile foundation is on average -25 m relative to the Lowest Astronomical Tide (LAT). Locally spring tidal ranges are typically around 3.4 m.

The site is tidally dominant with a tidal flow towards the northeast during the ebb phase and to the southwest during the flood phase. Tidal velocities are flood dominated, with average bed current speeds approximately 0.4 m/s, whilst peak current speeds are approximately 1 m/s.

The wave distribution is bimodal and is proximally aligned with the tidal flow, with waves approaching both from the north-northeast and south-southwest. The largest waves approach the site from the north-northeast, with a 1 in 10 year significant wave height of 4.0 m.

One kilometre to the northwest of the study barchan is a northeast-southwest aligned linear sandbank with a height of 18 m. This sandbank is still active and sediment mobility calculations confirm that locally sediments are mobile for approximately 80% of the time.

The seabed around the sandbank comprises largely sand and gravelly sand, which makes up a veneer generally not exceeding 1 m thickness. Beneath this is a layer of London Clay.

Data

Six surveys are available for analysis (Table 1, Fig. 2). Five of these (2004, 2009, 2013, 2014 and 2014) were collected using commercial operations related to the wind farm development, these have a vertical uncertainty of ±0.3 m or less. Whilst the 1995 data have been sourced from the UKHO INSPIRE portal and likely have a much larger vertical and horizontal uncertainty.

<table>
<thead>
<tr>
<th>Survey</th>
<th>Grid resolution (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) 1995</td>
<td>25</td>
</tr>
<tr>
<td>(b) July 2004</td>
<td>20</td>
</tr>
<tr>
<td>(c) March to May 2009</td>
<td>2</td>
</tr>
<tr>
<td>(d) May 2013</td>
<td>1</td>
</tr>
<tr>
<td>(e) July to August 2014</td>
<td>0.5</td>
</tr>
<tr>
<td>(f) August to September 2015</td>
<td>0.5</td>
</tr>
</tbody>
</table>
3 RESULTS AND DISCUSSION

Dune morphology

Whilst barchan dunes are often found grouped with numerous other dunes (fields) the dune studied here had only two neighbouring dunes, one 1.8 km and another 3.2 km to the north-northeast.

The case study dune was moderately asymmetrical with the eastern horn being 1.4 times the width of the western horn in 2009. The dune had a width of approximately 370 m and a length of approximately 190 m. A peak in dune height, 6.9 m, was observed in 2013 when the crest dune was aligned with the monopile.

Superimposed atop the stoss slope of the dune were megaripples with a height of 0.1 – 0.3 m and a wavelength of 5 – 7 m. These were visible in the latest three surveys, though are likely still present in the earlier years and are not visible due to lower resolutions of the surveys.

The slip face of the dune had an average slope of 30°, near the angle of repose (~32°), and hence consistent with an actively migrating bedform. In the 2015 data a 5 m long step can be seen in the slip face (Fig. 3), which similarly to the top of the dune, had bedforms superimposed.

Figure 3. 2015 bathymetry with PCV hillshade. Horizontal scale is in metres.
Dune evolution

Figure 4 shows the outline of the footprint of the dune identified from each repeat bathymetry survey overlain on the latest, 2015, bathymetry. The dune displayed a fairly constant rate of migration towards the southwest, ranging between 20 and 25 m/yr, with the exception of 2014 to 2015 period where the toe migrated by 42 m/yr. During this period the dune migrated more towards the west-southwest.

For the 2013/2014 period considerably large waves with significant wave heights greater than 5 m approached from the south-southwest. Potentially these waves may have prevented the horns from keeping up with the rest of the dune body, causing the dune to flatten out.

From 2009 onwards the barchan dune presented a sinusoidal face, similar to that of a transverse bedform. Since this pattern is observed in 2009 it cannot be as a response to the installation of the monopile. Equally, at this point in time the eastern horn was elongated relative to the western and there was a second, smaller eastern toe. From 2009 to 2013 the eastern horn continued to break away from the main dune. This event appeared to mimic the stages leading up to a ‘calving’ event as described by Ma et al. (2014).

However, by 2014 the main western dune had caught up to re-join the eastern horn. A smaller dune will calve off a large dune’s horn when the host barchan cannot supply enough sand. It is unknown as to why in this case the calving event did not go through to completion. This could be related to the disturbance in the flow field due to the monopile.

Scour at the base of monopile

Scour is the process by which flow past an obstacle (in this case the monopile) is altered initiating flow acceleration and an increase in turbulent intensity, which in turn leads to the suspension and removal of sediment.

A relatively symmetrical circular scour pit had formed at the base of the pile by 2013 (three years after the installation of the monopile), although it likely formed almost immediately after the pile was installed but this time-step is missing. Whilst the local scour was relatively symmetrical, with an average extent of 6 m, the scour pit had formed a downstream wake through the barchan dune which extended to a distance of 70 m from the pile (see Fig. 2d). We note that the direction of the scour wake is to the south, oblique to the southwest-erly migration direction of the dune reflecting the direction of the residual transport as well. This shows that scour wakes around hard objects in bedform fields do not necessarily make an accurate indication for the residual transport direction. The dominant flow to the southwest interacts with the dune form, leading to flow divergence downstream of the brink of the dune (Allen, 1968) which controls the southerly scour wake direction.

Commonly the level at the base of a scour pit is compared with the ambient seabed level to give a scour depth. However, at the study location the bed level locally will have changed as the dune passed the pile. Therefore, care must be taken when choosing the level with which the base of the scour pit is compared with. If the scour level compared with the bed level at the edge of the scour pit (which aligned with the crest position in 2013) then we see much larger scour depth, reaching a maximum of 6.8 m in 2013 (Table 2). This is comparable with empirical observations which suggest a scour depth on the order of 1.3 times the pile diameter in sand (Sumer et al. 1992). This suggests that scouring through the barchan dune is similar to scouring in a flat bed of sandy sediments.
Relative to the ambient seabed the scour depth progressed at a rate comparable to neighbouring monopiles, giving a maximum scour depth of 2.3 m in 2015 (Table 2). Even from the first time-step after the installation of the monopile (2013) the level at the base of the scour pit was deeper than the ambient bed level, i.e. it had scoured the full depth of the barchan dune and then maintained scour into the underlying seabed.

On average for the four nearest monopile foundations the maximum local scour depth was 1.5 m in 2013, 1.7 m in 2014 and 2.1 m in 2015. The scour depths observed at the study site are all within 0.2 m of the average observed scour depths. This suggests that potentially the presence of the barchan dune has had a limited impact on the progress of the scour into the underlying seafloor and that the maximum scour depth is limited by the rate at which the scouring can occur, which is limited by the presence of London Clays found at a depth of 0.5 to 1 m.

Spudcan depressions

The monopile was installed using a jack-up rig, with four feet (spudcans), positioned to the east of the monopile location. At the time of installation of the monopile the northern most two legs of the jack-up rig would have penetrated into the dune, whilst the southern two were to the south of the dune.

Remarkably the southern two and the northeastern spudcan depressions were still visible even after the dune had passed over them. The spudcan footprint consists of a 0.2 m deep circular depression with a 0.8 m high ring formed from the displaced material. Locally at foundations which have not been disturbed by bedforms the depth of the spudcan footprints range between 0.5 and 1.7 m. Therefore, it is likely that the depressions at the study site have filled in by 0.3 to 1.5 m.

In 2013 the western-most spudcan depression would have had over 4 m of sand atop it. The re-appearance of a spudcan footprint in the wake of the barchan indicates that the dune does not exchange material with the seafloor and that the composition of the two sediments must be distinct. In the next section the potential source of material for the dune is explored to test this hypothesis.

Formation and degradation of dunes

Whilst the dune studied here is not part of a field of dunes there are two other dunes in the vicinity of the barchan: one 1.8 km to the north-northeast (partially attached to the sandbank) and another 3.2 km to the north-northeast. The dune still partially attached to the sandbank may give a clue as to the origins of the dunes. It seems plausible that dunes might calve off this bank to form solitary barchan dunes.

Geophysical surveys of the wind farm site indicate that the central sandbank is made up of a much higher proportion of sands than the material that makes up the seafloor at the study foundation. This would explain why only the barchan dune is mobile and not the veneer of more gravelly sand at the site.

Barchans are observed to lose sediment from their horns over time (Tsoar, 2001). In most cases this material is replaced by sediment lost from the horns of other upstream barchan dunes. However, it is questioned whether or not the two dunes more than 1 km away will be supplying sediment to our barchan dune. As a result it is likely that the dune will lose material with time and will ultimately degrade or rejoin the bank.
4 CONCLUSIONS

In this paper six repeat bathymetric surveys have been used to track and describe a singular barchan dune as it passes a wind farm monopile foundation. The impact on both the barchan dune itself and the scour at the base of the monopile have been documented.

Even before the installation of the monopile the barchan displayed signs that it was about to undergo a calving event; the eastern horn elongated and a second toe developed. However, in subsequent time-steps the barchan dune gradually reformed into a singular feature. After the slip face of the dune had passed the pile the dune face became flatter, with the western horn lagging behind the central body. The monopile appeared to have a fairly limited impact on the evolution of the dune. Instead it is theorised that the modifications of the dune’s morphology result from variations in the prevailing wave regime.

Scouring at the base of the monopile progressed unhindered through the full depth of the barchan dune and into the underlying seabed. The scour depth relative to the ambient bed level was comparable with that observed around neighbouring monopile foundations. This indicates that the presence of the barchan had a limited impact on the scouring into the seabed.

The depressions made by the jack-up rig spudcan footprints survived the passage of the barchan dune. This implies that utilising the presence of spudcan footprints to infer a benign seabed environment through site investigations (Harris & Whitehouse, 2015), is incorrect, as here the footprints survive intact even after buried by 4 m sand.

The lack of exchange of material between the spudcan footprints and the barchan dune it is hypothesised that the barchan comprises a higher proportion of sand than the underlying seabed. This supports the reasoning that the barchan dune has shed from the central sandbank in the wind farm site. This has implications for the longevity of both the sandbank and the barchan dune.
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ABSTRACT: Observations from the field show that the spatial distribution of benthic organisms is strongly correlated to the morphological structure of tidal sand waves. In particular the troughs of sand waves are typified by a large benthic community, in contrast to the crest. In this paper, we present an idealised process-based model to study these patterns of biota and sand waves. Our model results agree with the observations that these phase-related patterns can arise on the seabed. Moreover, we show that local topography disturbances may lead to spatial patterns of both sand waves and biomass.

1. INTRODUCTION

Tidal sand waves are common features which occur on the bottom of sandy coastal shelf seas, such as the North Sea. They can grow up to 25% of the local water depth, and migrate at a speed of several meters per year (van Dijk & Kleinhans, 2005). Due to these dynamic properties, they endanger offshore engineering structures, shipping lines and cables.

Moreover, coastal areas are covered by large communities of benthic organisms, living on top and within the seabed (Rabaut et al., 2007). Field observations often show a strong temporal and spatial relationship between marine bed patterns and these organisms (Baptist et al., 2006), while on the other hand, benthic organisms are able to influence hydro- and sediment dynamics. In addition, a wide range of activities in coastal seas (e.g., the ones mentioned above) put an increasing pressure on the long-term stability of the marine ecosystem.

For the planning and execution of offshore engineering projects, knowledge of the distribution of these organisms over sand waves is of great importance. Predictions about the spatial response of benthic habitats to interventions can have considerable consequences regarding the time needed to process new licences for these offshore projects.

The combination of morphodynamic modelling and field surveys can increase our understanding of the governing processes responsible for the spatiotemporal patterns of benthos over sand waves. In this paper we first present an overview of field studies which analysed spatial patterns of biotic as well as abiotic parameters in the marine environment. Second, we use an idealised two-way coupled biogeomorphological model to study the observed phase-related patterns by means of a linear stability analysis.

2. FIELD OBSERVATIONS

The seabed of coastal areas harbours a rich ecosystem, and the benthic organisms living here show a great variety in both space and time (Widdows & Binsley, 2002). These patterns are usually related to the presence of marine bed forms of various dimensions.

For large-scale tidal ridges, van Dijk et al. (2012) reported that the benthic community structure in the troughs was much richer and much denser than on the crests. Small-scale
bedforms, such as megaripples, are shown to drive the distribution of benthos as well (van der Wal et al., 2017). Also for sand waves (meso-scale bedforms) a clear relation has been established between the occurrence of benthic organisms and the morphological structure of the bedforms. Bap- tist et al. (2006) looked into seasonal spatial variations and found evidence that endobenthic organisms occur in higher densities in sand wave troughs. Moreover, using a video system, Damveld et al. (2018a) found that the number of both epi- and endobenthic organisms are significantly higher in sand wave troughs, compared to the crests (see Figure 1).

Apart from directly monitoring the distribution of benthic organisms, it is also possible to look into other parameters. It is widely known that various abiotic parameters (e.g. sediment type and size, silt content and permeability) are strongly related to the habitat structure of benthos (Reis et al., 2010). Several studies analysed the distribution of grain sizes over sand waves and both a coarsening and a fining of the crests were reported (van Oyen et al., 2013, and references therein). In addition to these abiotic variations in crest/ trough, also abiotic patterns have been found on a smaller spatial scale. Cheng et al. (2018) reported that silt content is higher in both the troughs and on the lee side slope of (strongly asymmetrical) sand waves, compared to the crests and stoss slope. Due to the expected spatial correlation between these abiotic variables and the benthos, it follows that benthic habitats are also related to the spatial structure of sand waves.

3. METHODOLOGY

a. Stability methods

To study the evolution of bed and benthic organisms we follow a linear stability approach, which is often used to study morphodynamic rhythmic patterns (Dodd et al., 2003). This method assesses the response of small-amplitude perturbations to a so-called basic state (i.e. a flat bed in morphodynamics). The typical result is a range of modes which show either exponential growth or decay. The mode with the largest positive growth rate is considered the fastest growing mode. The corresponding wavelength, orientation, migration and growth rate are assumed to be the properties occurring in the field.

Using this method, Hulscher (1996) explained the process leading to the formation of sand waves. The interaction of the oscillatory tidal flow with small disturbances on the seabed gives rise to steady recirculation cells in the water column. The direction of these cells near the bed is directed towards the crests of the perturbations, resulting in a net sediment displacement in the same direction. In contrast, gravity favours a downward sediment transport, such that the balance between these two forces eventually leads to either growth or decay of the perturbation.

Various model studies have extended this approach in order to determine the effect of a wide range of physical processes on the initial formation of sand waves. These processes are, for instance, migration due to tidal asymmetry (Besio et al., 2004), sediment sorting (van Oyen & Blondeaux, 2009) and biological activity (Borsje et al., 2009).
The formation of biological spatial patterns can be explained using stability analysis. For a fluvial environment, Bärenbold et al. (2016) showed that the interaction between riverbed vegetation and hydrodynamics leads to the emergence of riverine bar patterns.

b. The biogeomorphological model

Building upon the methodology described above, we present an idealised, process-based model, in which hydro- and sediment dynamics are described by the 2DV Navier-Stokes equations, flow and sediment continuity equations and are supplemented with appropriate boundary conditions. The evolution of the bed \( h \) is governed by the Exner equation, which reads

\[
\frac{\partial h}{\partial t} = -\frac{1}{(1-p)} \frac{\partial q(\phi)}{\partial x}. \tag{1}
\]

Here, \( p \) is the bed porosity and \( q \) is the sediment transport rate.

Next, the evolution of benthic organisms (represented by the biomass \( \phi \)) is described by logistic growth, according to

\[
\frac{\partial \phi}{\partial t} = \alpha_g \phi(\phi_{eq}(\tau) - \phi), \tag{2}
\]

with \( \alpha_g \) as the logistic growth rate and \( \phi_{eq} \) as the biological carrying capacity (equilibrium biomass) which depends on the local shear stress \( \tau \).

Moreover, the sediment transport depends, amongst other parameters, on the biomass \( q(\phi) \), see eq. 1. It turns out that both evolutionary equations are two-way coupled. As a consequence, the problem can be written as the following linear eigenvalue problem

\[
\frac{\partial}{\partial \tau} \begin{bmatrix} \hat{h} \\ \hat{\phi} \end{bmatrix} = \Gamma(t) \begin{bmatrix} \hat{h} \\ \hat{\phi} \end{bmatrix}, \tag{3}
\]

where the breve " denotes the perturbation amplitude. The complex growth rate of the perturbations \( \Gamma(t) = \Gamma_r(t) + i \Gamma_i(t) \) is a function of flow, sediment and biological parameters. The real part \( \Gamma_r \) describes the exponential growth of the perturbations, whereas the imaginary part \( \Gamma_i \) is related to the migration.

An important property of this methodology is that this problem leads to two distinct eigenvalues \( (\Gamma_r & \Gamma_i) \). The actual perturbation amplitudes are thus a superposition of two eigenmodes, each displaying its own growth and migration. For further details, we refer the reader to Damveld et al. (submitted).

In next section, we study the evolution of bed and biomass by imposing random perturbations to the flat bed, while keeping the biomass spatially uniform. Furthermore, the system is asymmetrically forced by a combination of the M2 tide and an M0 residual current (0.05 m / s).

4. RESULTS

We present our results in Figure 2, where each panel describes the temporal evolution of the topography and biomass profile. In (a) we define the initial state, where the bed profile displays a random pattern. The biomass has a spatially uniform value of \( \phi = 0.1 \) kg / m. Other than the basic bed, the basic biomass evolves autonomously due to logistic growth. This is best visible in (a, b and c), where \( \phi \) uniformly increases over time, independent of the perturbations.

When looking at the bed development, it can be seen that, initially, the perturbations with shorter wavelengths decay. After this, the modes that display growth evolve into a bed pattern with wavelengths in the range of hundreds of meters, corresponding to sand wave wavelengths in the field.

It stands out that, independent of the autonomous benthic growth, spatial patterns for the biomass develop as well. Moreover, the phase of these patterns is the opposite of that of the bed. More specific, the biomass crests are concentrated on the lee side slope of the sand wave troughs. Other results, which are not shown here, show that the residual current strength is responsible for this phase shift. In case of a symmetrical tidal forcing, the phase difference is exactly 180°, whereas for an increasing residual current strength, this phase difference decreases towards 90°. However, as residual currents in the field are often on the order of the presented values here, it is to be expected that the phase differences are somewhere in between.
5. CONCLUSIONS

In this paper we summarise observed spatial patterns of both benthic organisms and other abiotic parameters over marine bed forms, in particular over sand waves. These field surveys show a clear distinction in habitat characteristics between troughs and crests of sandwaves, while even variations on an even smaller spatial scale (slopes) have been observed.

With the biogeomorphological model presented here we are able to simulate these observed patterns. Based on the results from the model we expect overall higher biomass in the troughs of the sand waves. In addition, the lee side of the sand waves is likely to harbour a higher biomass compared to the stoss side.

Although we can successfully model the two-way interactions between sand waves and benthic organisms, more detailed information is needed on the exact species distribution over sand waves. Current knowledge is still scarce, and mainly focusses on top/trough differences. Moreover, the implemented biological parameterisations are still strongly idealised. Nevertheless, this methodology allows us to predict the spatial distribution of benthic organisms over sand waves, valuable information from both an engineering and ecological perspective.
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ABSTRACT: In the Belgium part of the North Sea, regular multibeam echosounder (MBES) surveys are carried out on reference areas to control the environmental impact of the sand extraction. The volume of sand extracted can be estimated from Electronic Monitoring System (EMS) installed aboard the dredging vessels. The correction of potential systematic errors affecting the MBES bathymetric measurements is a prerequisite for precisely analyzing the correlation between EMS and MBES volume. This paper presents a new approach, based on osculatory surfaces, to estimate and correct the bathymetric data from these potential biases. Osculatory surfaces are smooth virtual surfaces giving access to the envelop surface of the sandbank. Systematic errors are estimated by taken into account the morphological impact of the suction hopper dredgers and assuming a bathy-morphology stability of the sandbank on a decadal scale. Once applied to MBES bathymetric data, the volumes of sand extracted estimated from EMS data are in very high accordance with those deduced from MBES survey.

1. INTRODUCTION

The Continental Shelf Service of the FPS Economy, SMEs, self-employed and Energy (Belgium) is in charge of the management and control of the sand extraction within the Belgian part of the North Sea. To this end, monitoring areas defined where the extraction is concentrated are regularly surveyed with a multibeam echosounder (MBES - RV Belgica EM3002D 300kHz) to evaluate the impact of dredging on the seabed bathymetry, morphology and habitat on a local scale. In each monitoring area, variations in sediment volumes as a function of time are derived from the bathymetric time series composed of the Digital Bathymetric Models (DBM) derived from MBES surveys.

The dredging activity itself is controlled by an Electronic Monitoring System (EMS - informally called “black-boxes”) installed aboard each dredging vessel. The EMS records both the vessel position and pump activity at a frequency rate of one record per 30s, allowing an estimation of the extracted volume over any monitoring area for any time interval assuming that dredging vessels are always using their maximum capacity (Roche et al., 2017 and Van den Branden et al., 2017).

The correlation between MBES and EMS data has been analyzed with different approaches and at different spatial resolution (Roche et al., 2011 and 2017 and Terseleer et al., 2016). At the local spatial scale of the monitoring areas the volume variation measured by MBES is strongly correlated with the volume variation estimated from the EMS data, implying that most of the bathymetric variation is explained by the extraction itself. With respect to this high average correlation, the residuals are of the same decimetric order of magnitude as the uncertainty associated with the RV Belgica EM3002D bathymetric measurements which meet IHO S44 Special Order (IHO, 2008). On the other side, the strong concordance between the volumes derived from the EMS data and the volumes officially declared by the dredging companies suggest, on a first approach, that a negligible bias can be considered for the volume estimation derived from the EMS data.
To clarify the respective importance of the extraction and the sediment-dune dynamics in the overall volume variation estimated from the bathymetric time-series, it is necessary to correct as much as possible the systematic errors affecting the MBES bathymetric measurements. Through a case study, this contribution proposes an original approach to correct these systematic errors which are independent from one survey to another.

Section 2 describes the dataset used. Section 3 presents a number of preliminary considerations. Section 4 gives an operational description of osculatory surfaces applied to systematic errors estimation.

2. DATASET DESCRIPTION

The Oosthinder bank is localized in the north of the Belgian part of the North Sea and is part of a group of elongated parallel sandbanks known as the Hinderbanken. Our study area, the monitoring area HBMC is located on the Oosthinder bank, within the extraction area 4c from which is extracted each spring since 2012, a large volume of sand for the beach maintenance.

The evolution of the bathymetry based on the MBES survey data, is due to: (1) short periods of intense extraction, visible by large trailing suction hopper dredgers marks along and across the sandbank; (2) natural sediment transport processes, resulting in changes in shape and migration of very large dunes (\textit{sensu} Ashley 1990) superimposed on the bank.

3. PRELIMINARY CONSIDERATIONS

A complex mechanism of maintenance of the tidal sandbanks related to the hydrodynamic and sediment transport regimes is mentioned by many authors (De Moor, 1984, Berné et al., 1998, Dyer & Huntley, 1999). The displacement of linear offshore banks is extremely variable from one bank group to another (see Kenyon and Cooper, 2005) and some tidal banks show stability phases alternating with dynamic phases (Van Cauwenberghre, 1971). The bathymetric profiles along perpendicular lines (old “DECCA” lines) to the Oosthinder using the available surveys from 2004 to 2014 allow an estimation of the overall sandbank variation in vertical and horizontal direction on a decadal scale. The bathymetric profiles are displayed in Figure 2. Locally, the profiles on the north and south flanks of the sandbank in areas without large dune pattern and where extraction is negligible show variations of about ten meters in the horizontal direction. In the vertical plan, fluctuations of about twenty centimeters are observed, the latter being in the order of magnitude of the uncertainty associated with the MBES bathymetric measurements. But no significant trend is present: these variations, both in the vertical plane and in the horizontal plane, do not follow any drift as a function of time. From 2004 to 2014, in the investigated area, the Oosthinder bank is stable: oscillating randomly around a mean position.

The volume changes induced by natural net influx will then be considered as being negligible compared to those induced by anthropogenic activities. In this context,
estimating the volume variation on HBMC only requires the change in overall mean depth of the area, or equivalently, the thickness variation computed over the HBMC area.

In HBMC monitoring area, EMS data show that the volume of sand extracted between two successive MBES surveys brought to the surface of the area can amount to 20 cm. Accordingly, MBES soundings depth uncertainty should be at least one order of magnitude less to achieve the initial objective. Hence a technique to eliminate the systematic errors that contribute to this uncertainty is required. To obtain this, robust techniques are proposed to adjust the global depths of the DBM, using the first survey as a reference. In this manner, at the spatial scale of the HBMC area, systematic errors affecting MBES data will be a posteriori compensated.

The dune migration and the sand extraction greatly complicate the registration of DBM’s since they reduce the redundant information between DBM’s. The technique we propose aims to restore the missing information by using an intermediate surface, referred as bottom-osculatory surface. Such a surface allows to virtually remove the dunes superimposed on the sandbank.

The osculatory surface that surrounds the sandbank tangentially at the base – toe of the dunes represents a hypothetic boundary between a dynamic upper part shaped by the mobile dunes and a stable internal part. Given the stability of the Oosthinder Bank in the HBMC area, this concept of an osculatory surface separating vertically the bank in a dynamic part, where the sand is mobile, of a stable part takes here all its meaning.

Figure 2. Bathymetric profiles on S4c Extraction Sector across the Oosthinder bank (crosssection: average value calculated on a corridor of 25 m on both sides of the central position of the profile).
4. OSCULATORY SURFACES

Osculatory surfaces are robust trend surfaces derived from DBM. The methodology aiming at deriving osculatory surfaces from DBM is fully described in Debese et al. (2018b). This shape transform operates through only two non-optional parameters: its scale length $\lambda$ and the corresponding degree of the local representations.

Extracting HBMC osculatory surface is a challenging task. As displayed in Figure 1, HBMC area is a narrow strip of seabed, which only partially covers the sandbank. This makes it difficult to define the entire shape of the bank and avoid edge effects. Very large dunes located in HBMC area are highly dynamic. The volume of sand involved in the dynamics is estimated to 1.8 million of meter cube. The very large dunes migrate at a speed of 30 m per year in the South west of more than 1 m locally from April 2012 to September 2018.

Besides the better understanding of sand bedform dynamics this technique provides, the osculatory surfaces are useful for the detection and quantification of systematic errors in bathymetric time series.
Figure 4. (a) DTM of differences (DoD) between DBM#5 and DBM#4 and location of the cross section; (b) Bathymetric and osculatory resulting profiles for the survey#4; (c) DBM#4 and DBM#5 cross sections; (d) Cross sections in DoD between DBM#5 and DBM#4 and in DoD between their corresponding osculatory surfaces.

Figure 3 attempts to intuitively highlight both the actual data limitations and the methodological choices made to work around them while aiming at robustly tracking the volume variation of the remaining sand resource over time. The corresponding key operational step addresses the extraction of the set of bottom osculatory surfaces built from the DBMs (4x4 m) issued from the 12 MBES surveys $H(t_1), \ldots, H(t_N)$ currently available. As they get rid of the dune structures, the former are expected to deliver a reasonably stable shape with respect to the non-anthropogenic processes insofar as their common extraction scale is carefully chosen (Debese et al., 2018b). This study makes use of the bottom osculatory model $F^3_{400}(H(t))$ – that is, operating through an extraction scale set to 400 m and with local 2D models of degree 3 (Figure 4b). The key hypothesis made in this work expects that the distribution of the remaining differences between a pair of bottom osculatory surfaces $(F^3_{400}(t), F^3_{400}(t'))$, should then mostly result from potential systematic errors and/or possible dredging campaigns. The global systematic error component is extracted through a top osculatory planar global model $F_{L}(1F^3_{400}(t) - 1F^3_{400}(t'))$ fitted on the bottom osculatory difference map (Figure 4d). This robust trend extractor is expected to be immune against outliers patches resulting from dredging erosion since these patches are always concavities within the difference map. A scalar indicator $\delta(t, t')$ of the apparent volume change from $t$ to $t'$ (or its equivalent thickness upon divided by the area of the monitoring zone) due to systematic errors is then just built as the mean value of the map $\bar{F}_{L}(1F^3_{400}(t) - 1F^3_{400}(t'))$.

Using this generic approach, preliminary results were already published in (Debese et al., 2018a). However, since the volume corrections were computed from the $N - 1$ first-order indicators $\delta(t, t+1)$ only, these results were still prone to large estimation drifts
along time. Indeed, although the bias operator \( \delta(t, t') \) is expected to be robust w.r.t. the comparison of two successive surveys, its linear concatenation

\[
\Delta(t, t_N) = \sum_{i=1}^{N-1} \delta(t_i, t_{i+1})
\]

over the time sequence does not provide the global robustness required to address the whole sequence of surveys, as displayed in Figure 5a by the dotted curve.

To this end, this paper proposes to explicitly pre-compute the whole set of indicators \( \delta(t, t') \), with \( t' > t \), i.e., getting \( N(N-1)/2 \) independent estimations. An estimation \( \Delta(t_i, t_N) \) is then got as the weighted average of its \( 2^{N-2} \) possible cumulative evaluations, each summation result depending on the directed graph path (without loops) currently chosen between \( t_i \) and \( t_N \) – the shortest and longest corresponding graph lengths between \( t_i \) and \( t_N \) being \( 1 \) and \( N-1 \), respectively. The weight of an estimation is taken as the inverse of its corresponding graph path length.

HBMC osculatory surfaces were extracted using a polynomial degree of three by setting \( s = 400 \) m. As displayed in Figure 4a, this pair of parameters fully assimilates the ridge of the bank.

The temporal evolution of the volume changes estimated from MBES and EMS data are displayed on Figure 5. The black curve represents the volume changes estimated from EMS data while the red one represents the volume changes deduced from the bathymetric models issued from MBES surveys. The green curve represents the volume changes deduced from MBES bathymetric data after removal of the residual bias estimated through this global approach.

5. CONCLUSIONS

A method is proposed to correct residual bias associated with bathymetric models derived from MBES data. The correction process makes use of a top osculatory planar model fitted on a bottom osculatory difference map. A robust estimation of these biases is achieved through a global approach.

This method applied to the HBMC monitoring area located on the Oosthinder bank where sand is extracted since 2012, significantly improves the estimation of the volume variation w.r.t. time.

The correlation between the volumes measured by MBES and corrected with the volumes estimated from EMS data is very significant (Pearson’s \( r^2 = 0.99 \)). In the HBMC zone, sand extraction explains 99% of the variation of bathymetry during the period considered.

This contribution, which is rather hydrographic in nature, uses advanced morphometric techniques to correct the intrinsic errors associated with MBES bathymetric data. It is a first step in a long-term project whose ultimate objective is to accurately and reliably quantify in routine the sand volumes involved in the sandbanks dynamics and to make a link between the sand volume in-
volved in the dune dynamics and the hydrodynamic regime. This method will be applied soon to all MBES data acquired as part of the monitoring of sand extraction in the Belgian part of the North Sea.
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ABSTRACT: Mecklenburg Bight (Baltic Sea) has various natural, geomorphological and sedimentological features reflecting hydrodynamic processes, sediment dynamics, biological activities and coastal development. This area is also strongly influenced by human activities like military exercises, professional fishing, dumping of dredged material and touristic activities. Bedforms such as small subaquatic dunes and sediment transport patterns, as well as features resulting from anthropogenic disturbances of the seafloor have been identified using hydroacoustic mapping techniques. A catalogue was prepared, showing different disturbances of natural seafloor conditions due to anthropogenic pressure. The sustainability of these features will be discussed.

1 INTRODUCTION

Nowadays, coastal areas are used in many different ways. They can be under natural protection, allowing no anthropogenic activity, or they can be heavily used by different type of industries. This use often has an impact on seafloor conditions. The inner Mecklenburg Bight (SW Baltic Sea, Germany, Fig. 1) is a confined area, where all these different activities are archived in the seafloor conditions. Here, anthropogenic activities such as trawling, anchoring due to military and touristic activities, dumping of dredged material and others activities can be observed in the seabed environment.

Side-scan Sonars (SSS) are hydroacoustic devices which are suitable tools for mapping sea bottom properties. They emit and collect high-frequency acoustic pulses which are scattered back from the seafloor. The intensity of sound scattered from obstacles on the seafloor, from the sediment due to its properties, from benthic organisms or other features gives a picture of the characteristics of the seafloor. The backscatter is affected by the local geometry of ensonification, the physical seafloor characteristics and the intrinsic properties of the seafloor (Blondel, 2009). Therefore, the compilation of numerous backscatter measurements results in an image of backscatter intensities, providing information of the substrate characteristics. Furthermore, the characterisation of SSS imagery may be used to identify dynamical processes controlling seafloor morphology by observing bedforms and surface sediment distribution patterns.

This work aims to provide a catalogue of SSS images of the seafloor in the area of inner Mecklenburg Bight and to identify distinctive features in a shallow water environment under the influence of human activities.

2 STUDY AREA

The hydroacoustic surveys are distributed in an area of approximately 1.260 km² in the Mecklenburg Bight (Fig. 1), located in the south-western Baltic Sea with a maximum depth of -28 m NHN. Lübeck Bight and Neustadt Bight are part of Mecklenburg Bight and the present morphology is the
result of various depositional processes occurring since the late Pleistocene deglaciation (Schwarzer et al., 2003). Wide areas of the seafloor are built up of Pleistocene deposits, mainly glacial till (Niedermeyer et al., 2011). Common features in the area are active cliffs alternating with lowlands which are fronted by nearshore bars. Additional morphological features include abrasion platforms in front of cliffs, submarine channels, detached abrasion platforms and the Trave River which empties into Lübeck Bight.

All abrasion platforms are predominantly composed of soft boulder clay of Pleistocene origin, sometimes with intermediary melt water deposits (Schrottke et al., 2006). On these platforms stones are occurring. Active cliffs and abrasion platforms are supporting the nearshore environment with sediment.

The surface sediment distribution in Mecklenburg Bight is a function of geological prerequisites, water depth, energy input due to waves and resulting currents. Significant wave height can reach 3.12 m in between a 10 years return period (Fröhle, 2000) or a maximum height of 5.5 m during storms from NE (Dette & Stephan, 1979). In deeper areas, muddy material predominates while the shallower areas on detached shoals and along the coast are dominated by coarse sediment including boulders. Also, lag deposits cover large areas of the seafloor especially in areas close to the coast and down to water depths of about -20 m NHN like NE of Sagasbank or NW of Steingrund.
(Fig. 1). They are the result of the abrasion of the underlying till and mainly consist of gravel, stones and boulders, often surrounded by well-sorted fine to medium sand (Zeiler et al., 2008).

Walkyriengrund is a protected natural marine structure with typical communities of reefs and sandbanks (according to FFH regulations) located in central Lübeck Bight. It is a shoal rising up to about -5 m NHN water depth. This shoal is densely covered by boulders, benthic macrophytes such as Laminaria saccharina and the seagrass Zostera marina, as well as mussel beds of Mytilus edulis, which provide a marine invertebrate habitat and substrate (Christiansen & Körner, 2013).

In addition, Lübeck Bight is a busy area due to harbours and marinas, a shipyard, the mouth of the Trave River and the multiple activities developed in the regions which include dredging, anchoring, dumping of material, fishing and testing military devices.

2 METHODS

Mosaic generation is based on SSS raw data obtained from different cruises carried out during student exercises since 2001 (for database see Fig. 1). The acoustic devices employed are the Teledyne Benthos Dual Frequency 1624 (100 and 400 kHz), the Side-Scan Sonar Benthos C3D (200 kHz) and the Klein 595 Dual Frequency (100 kHz and 500 kHz). All systems were towed behind the ship with a vessel speed of 4-5 knots and with altitudes which equals 10% of the range which was applied. However, in shallow areas, the altitude sometimes was only 3 m above the seafloor. The SSS towfish was fixed underneath a larger buoyancy to maintain the system in a stable position, minimising the effect of ship motion (Schwarzer et al., 1996). In general, the survey profiles were recorded with a range between 50 and 100 m to each side.

Data was recorded in digital form employing the software package ISIS (Triton Elics Int.). This allowed to construct georeferenced mosaics of the investigated seafloor. Corrections due to the distance of the fish to the seabed (the slant range) and layback/offset were settled according to survey characteristics. The raw data in extended Triton Format (.xtf) was processed in Sonar Wiz 7.0.

Due to the complexity in the compilation of data with different frequencies and gain settings obtained from different devices, individual files for every cruise were exported as GeoTIFF files with 0.25 m resolution and consequently assembled and characterised in ArcGIS 10.1.

3 RESULTS

The seabed features observed in the SSS images in Mecklenburg Bight include bedforms and human-induced seabed structures which are generated on a variety of seafloor types ranging from mud to boulders fields.

Bedforms such as small subaqueous dunes according to Ashley (1990) were found at the end of the abrasion platform, offshore of the Trave river mouth. They are found in depth of about -20 m NHN and they have sinuous to tongue-shaped crest-lines (linguoid) with variable wavelengths from 1 m and 3.5 m. In sandy areas offshore Dahme (Fig. 2a) between -15 m and -20 m NHN small subaqueous dunes are asymmetrical and present straight crests partly showing bifurcation with wavelengths up to 1.5 m. Also, on the Walkyriengrund, a ripple field showed small subaqueous dunes straight to sinuous-crested with wavelengths between 0.5 to 1.1 m.

Other features recognised in the SSS images in Lübeck Bight consist of high-backscattering elongated, sinuous- structures composed of coarse material (Fig. 2b). Probably, these structures are related to bends of mussel beds of Mytilus edulis observed in video profiles.
The source of the coarser material forming the elongated bends might be associated with the higher backscattering area of the nearby region (see Fig. 2b). Thus, probably the elongated bends are the result of deposition of shells and shell fragments transported...
from elevated areas during storm conditions. They are building a settlement of new and active communities on the surficial sediment layer and provide a new hardground for other species.

On the other hand, anthropogenic activities such as trawling or anchoring also influence the interaction between water flow and seabed surface by sediment reworking and redistribution, furrow formation and sometimes scouring affecting the seafloor severely. Particularly in Lübeck Bight, sonographs demonstrate strong seabed sediment disturbance (Figs 2c-e). Fishing activities using bottom contact gears such as otter trawlers, demersal seiners, beam trawlers, and dredgers have a significant impact on the seafloor. During the trawling operation, a trawl is towed behind the ship over long distances. It is weighed down on the seafloor by heavy steel doors, and the resulting erosion creates linear parallel features or furrows (Fig. 2c). The seafloor vulnerability to the trawling impact depends on sedimentological conditions and consolidation, geomorphological gradient, benthic fauna, sedimentation rates and the degree of reworking of sediments. Consequently, seabed disturbance includes scouring, furrow formation, creating roughness, increase in surface relief, flattening of ripples, sediment mobilisation, seabed smoothing, boulder displacement, and sediment penetration (Eigaard et al., 2016).

Similarly, anchoring creates furrows, reworks and redistributes strongly the sediment (Fig. 2d). The purpose of anchoring is to attach a ship to the seabed at a specific location, avoiding vessel drifting due to wind, waves or currents, which happens quite often in the military exercise area. The operation consists in dropping the anchor attached by the anchor chain. When the anchor hits the bottom, it is embedded into the seabed. As the ship is moving due to currents, the anchor also moves, dragging all sediment around it. Thus, anchoring affects the seabed morphology, creating depressions and redistributing sediment.

Additionally, the SSS images show distinctive conical and elliptical geometries which have been related to dumping sites in Lübeck Bight, east of Neustadt and Grömitz and south of Walkyriengrund in water depths of about -22 m NHN (Fig. 2e). These features are the result of dumping, and their morphology depends on multiple factors such as: the ship velocity, currents, the type of material, and water depths. Dumping areas can include dredged or excavated soil from sea or land, mainly from the dredging of harbours or harbour entrances. Old dumping sites might contain weapons, munitions and warfare agents. Today, dumped munitions and warfare agents are in different stages of decomposition which is a risk for the marine ecosystem due to corrosion (Brenner et al., 2017).

4 CONCLUSIONS

SSS technique has a high potential to identify natural and anthropogenic features on the seabed. The SSS constitutes a useful tool to image the seafloor letting us recognise the spatial distribution and character of different sediment types, bedforms and objects. Small subaqueous dunes were found in depths between -10 to -25 m NHN with variable wavelengths and with straight to tongue-shaped crestlines. Furthermore, the acoustic imagery showed traces of intense human activity in the study area. Trawling marks, anchor scars and distinct conical to elliptical features were recognised in the acoustic images suggesting that anthropogenic activities strongly modify the seabed. As trawling marks cross fine-grained cohesive material and coarse-grained sediment, it can be easily observed that the disturbance last for a much longer time in the muddy deposits. With the growing demand of maritime traffic, touristic use and economic development these disturbances might increase.
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ABSTRACT: An extensive dataset of vibrocores and high-resolution seismic data were analysed to characterise offshore sand ridges on the Gulf of Valencia and the Murcia continental shelves, in the western Mediterranean Sea, with the aim of improving knowledge about the formation and evolution of these bedforms. Sediment coring revealed a layer of coarse sand and gravel with pebbles corresponding with the basal reflector of the sand ridges and interpreted as the Holocene ravinement surface. The architecture of the sand ridges reveals the presence of small, mound-like features interpreted as coastal deposits that could have served as a precursor for the sand ridges genesis. The different degree of preservation of the precursor within the sand ridges observed in the western Mediterranean reveals a gradation from partially to fully evolved sand ridges with increasing water depth. The offshore sand ridges represent valuable potential sand resources that must be preserved as strategic sand reservoirs.

1. INTRODUCTION

Sand ridges are widespread bedforms found on many continental shelves at a wide range of water depths from the nearshore to the shelf edge. Shoreface-connected sand ridges are observed on the shoreface and inner shelf in water depths shallower than 20 m (McBride and Moslow, 1991, Guerrero et al., 2018). Offshore sand ridges, or shoreface-detached ridges, are located on the middle and outer shelf (e.g. Goff et al., 1999; Simarro et al., 2015). They are interpreted as formed in shallow waters and detached from the shoreface during the transgression (McBride and Moslow, 1991).

A depositional model for the evolution of shoreface-connected sand ridges into detached sand ridges was developed by McBride and Moslow (1991) and subsequently expanded by Snedden et al. (1999). The model includes three stages of development, based on the extent to which a ridge retains evidence of its initial irregularity: a) juvenile, where the initial irregularity forms; b) partially evolved, where ridges migrate enough to erode the precursor; and c) evolved, with limited to no trace of the initial stage of development.

In this work, we present the detailed characterization of offshore sand ridges located on the Gulf of Valencia (GoV) and the Murcia continental shelves in the western Mediterranean Sea based on the analysis of an extensive vibrocore dataset and high resolution seismic data. The aim of this study is to provide additional information about the formation and evolution of these bedforms in tideless continental shelves.

2. STUDY AREA

The GoV and Murcia continental shelves are storm-dominated, microtidal (< 0.2 m) environments with a low sediment input by rivers. The main river discharging into the GoV is the Turia River (Fig. 1), with a small mean discharge of 14 m³/s. Only small, ephemeral streams flow into the Murcia continental shelf (Fig. 1).

The GoV continental shelf has a variable width up to 30 km, with the shelf edge lo-
located at ~150 m water depth (Fig. 1). The Murcia continental shelf is narrower; it has an average width of 4 km, locally up to 10 km with the shelf edge located at 80-120 m water depth (Acosta et al., 2013). Surficial sediments in both shelves are characterized by a mud blanket that extends along the middle and outer shelf, with the exception of two isolate areas of sandy sediments, where the sand ridges were observed.

Figure 1. Shaded-relief colour map of the Mediterranean margin of the Iberian Peninsula showing the location of the study areas. Topographic data provided by the Spanish National Geographic Institute (www.ign.es). Bathymetric data downloaded from the EMODnet portal (http://portal.emodnet-bathymetry.eu/).

Sand ridges in the GoV continental shelf are located between 55 and 85 m water depth, covering an area of 35 km². The sand ridges show a predominant NE-SW orientation, obliquely to the isobaths (Maldonado et al., 1983) (Fig. 2). The ridge height (H) ranges from 1.5 to 7 m, with a spacing (L) between 600 and 1,100 m (Simarro et al., 2015). The sand ridges are asymmetric with the lee face on the south side of the crest.

Sand ridges in the Murcia continental shelf are observed between 58 and 78 m water depth, covering an area of 13 km² (Durán et al., 2018) (Fig. 3). They are 1.5 to 3 m high and show E-W orientation oblique to the shoreline. Smaller-scale subaqueous dunes (0.3-1.3 m high) appear superimposed on the sand ridges (Fig. 3). The dunes are asymmetric with the lee side facing southwest. The comparison of two bathymetric surveys 10 years apart revealed that the dunes are migrating towards the southwest at very low rates (~3 m yr⁻¹).

3. DATA AND METHODS

The analysis of the sand ridges is based on the interpretation of very-high resolution seismic reflection data, surficial sediment samples and sediment cores (Figs. 2 and 3).

Seismic data were acquired in 2011 onboard the R/V Vizconde de Eza and in 2013 onboard the R/V Angeles Alvariño in the GoV and Murcia continental shelves, respectively, using a Kongsberg TOPAS PS018 parametric sub-bottom profiler.

A total of 279 vibrocores were retrieved in the GoV continental shelf in 2007 by the Spanish Ministry of Agriculture, Food and Environment (Sub-Directorate General for Coastal Protection) (Fig. 2). Vibrocores, usually 4-5.5 m long, were sub-sampled every 0.5 m for grain size analysis. In addition, 20 surficial sediment samples were collected on the Murcia continental shelf.
4. RESULTS

4.1 Sediment characteristics

The analysis of the sediment cores provides information about the sedimentary structure of the sand ridges. The sand ridges are composed of well-sorted medium and coarse sand (85% on average) with a low content of mud (<20%) and gravel (<10%). A coarse layer composed of coarse sand and gravel (up to 98%) with presence of pebbles and cobbles is observed at the base of the sand ridges (Fig. 4). Locally, the sandy facies display interbedded mud layers at different depths.

In the flank of the sand ridges, the sand layer appears covered by a surficial layer of fine-grained sediments (0.3-1 m thick) composed of sand (33% on average) and mud (69% on average) (Fig. 4). The mud content of this layer increases up to 98% in the troughs between ridges, where it can be up to 3.5 m thick.

In the Murcia continental shelf, surficial sediment samples are mostly composed of medium to coarse sand (33%-60%) with a mud content lower than 40%. Only in some locations, the sediment is composed of coarse sand and gravel (about 64%).

4.2 Seismic data

The high-resolution seismic profiles display a strong reflector that truncates the underlying seismic units and locally emerges at the seafloor in the deeper parts of the troughs between ridges (Figs. 4 and 5). It corresponds to a major erosional surface that can be trace along the whole study areas. It shows an irregular topography with local relieves up to 3 ms, or ~2.5 m.

Figure 4. (a) Uninterpreted and (b) interpreted high-resolution seismic profile of a small sand ridge. (c) Sediment corer description. Red line indicates the location of the basal reflector identified in the seismic profile. A sound velocity of 1550 m/s was used. Solid grey lines indicate parallel reflectors mimicking the seafloor surface. See figure 2 for location.

Figure 5. (a) Uninterpreted and (b) interpreted high-resolution seismic profile of sand ridges. Note that the basal reflector locally outcrops at the seafloor. Location is shown in Fig. 3.
In the GoV, this reflector corresponds to the coarse lag identified in the sediment cores at the base of the sand ridges (Fig. 4). In the Murcia continental shelf, the coarse nature of this surface is evidenced by the presence of coarse sand and gravel in the areas where the erosional surface is exposed.

Internally, the sand ridges are characterized by high-amplitude, high-angle internal reflectors dipping towards the south (Figs. 4 and 5). Locally, small mound-like features with low relief (up to 1 m high) are identified at the base of the sand ridges, showing a high degree of acoustic impedance. They are commonly observed in the Murcia sand ridges (Fig. 5) but also in some ridges in the GoV.

5. DISCUSSION

5.1 Sand ridge formation on tideless continental shelves with limited sediment supply

The sand ridges identified in the GoV and Murcia continental shelves rest on a regionally recognized erosional surface. In the Murcia shelf sector, this surface caps channel fill deposits, suggesting a transition from fluvial to marine conditions. In the GoV, it corresponds to a coarse sand or pebble lag that is overlain by a thick layer of sandy sediments in the sand ridges and fine-grained sediments in the troughs. This basal surface in interpreted as the ravinement surface associated with the Holocene sea level rise. Accordingly, the sand ridges might have formed during the Younger Dryas at about 10,000 years BP, favoured by the deceleration of sea-level rise.

The formation of sand ridges on the GoV and Murcia continental shelves suggests that despite the low fluvial sedimentary contribution, enough sand was locally available for ridge development, most likely derived from marine reworking of coastal deposits during transgression. However, the limited sediment availability determines the reduced areal extent of the sand ridge fields in comparison with other storm-dominated sand ridges developed in areas with higher sediment availability, such as the Atlantic shelves of North America (Goff et al., 1999; Li and King, 2007), where sand ridges spread over tens of kilometres along the continental shelf.

5.2 Sand ridge evolution

Internally, the sand ridges display SE dipping oblique reflectors indicating long-term migration towards the south. These reflections appear associated with mud layers interbedded in sand sediment suggesting episodic ridge migration, with intervals of reactivation after relatively calm periods dominated by mud deposition.

The comparison of the sand ridges observed in the GoL and Murcia continental shelves with those described in the Gulf of Lions (GoL), north of the study areas, reveals some differences in their architecture (Fig. 6). On the Murcia continental shelf, most sand ridges contain evidence of their precursor (Fig. 6b), whereas in the GoV only some ridges display evidence of their initial irregularity (Durán et al., 2015) (Fig. 6c). In fact, where the precursor is preserved, it is smaller than that those observed in the Murcia sand ridges. Sand ridges in the GoL show no traces of the initial stages of development (Bassetti et al., 2006) (Fig. 6d).

Based on the differences in the sand ridge location and the preservation of the precursor, we can establish a gradation from partially evolved sand ridges on the Murcia continental shelf to more evolved ones in the GoV and the fully evolved ones in the GoL. These observations agree with the sand ridge evolution described on the New Jersey continental shelf (McBride and Moslow, 1991;
Snedden et al., 1999), where sand ridges are found today in three stages of development, the deeper sand ridges being older and more evolved than the shallower ones.

Understanding the formation and evolution of these bedforms is of high interest because of their potential as sources of sediment for beach nourishment and coastal restoration. During the last years, the increasing shortage of sand around the world has let the governments to go further out into the sea to obtain new sand supplies. Shoals, sand ridges and other sediment bodies developed on the middle shelf represent valuable strategic sand resources.

In Europe, around 50 million m$^3$ of sand and gravel are extracted each year from the inner continental shelf (Sutton and Boyd, 2009). Along the Spanish Mediterranean coast, only between 1997 and 2002, a total fill volume of about 110 millions of m$^3$ were used for coastal protection (Hamm et al., 2002). In the Valencia sand ridge field, it was defined a potential sand borrow area of 22-million m$^3$ (Durán et al., 2015). It constitutes a valuable potential sand resource because of the high quality of sediment. However, given the level of demand of the region, about 3 million m$^3$/year since 1950s (Yepes and Medina, 2005), the stored volume of sand only would cover the huge nourishment requirements for recreational purposes for about 7 years.

On that basis, even though offshore sand ridges developed in these continental shelves represent strategic potential sand borrow areas, their use for such an unsustainable goal as artificial beach nourishment is discouraged because of the limited volume of sand.

6. CONCLUSIONS

The architecture of the GoV and Murcia sand ridges provides a better understanding of the formation and evolution of sand ridges in tideless environments.

The sand ridges developed over an erosional surface composed of coarse sand with pebbles that is interpreted as the Holocene ravinement surface.
Coast-associated features can act as a precursor of sand ridge genesis. Their preservation within the sand ridges indicates that these ridges have not migrated enough to erode the precursor.

The formation of sand ridges on the GoV and Murcia continental shelf demonstrates that sand ridges can develop on tideless shelves with a reduced sediment supply when local conditions favour the accumulation of sediment.

The sand ridges observed in the western Mediterranean are found in three stages of development from partially evolved to fully evolved sand ridges with increasing water depth.

Despite the offshore sand ridges constitute valuable potential sand borrow areas, it is recommended to preserve them as strategic sand reservoirs.

7. ACKNOWLEDGEMENT

This research was supported by the ABIDES (CTM2015-65142-R) project. The authors thank Instituto Español de Oceanografía the Murcia oceanographic cruise and Secretaría General para el Territorio y la Biodiversidad (Ministerio de Agricultura, Alimentación y Medio Ambiente) the sediment cores information.

8. REFERENCES


Snedden, J.W., Dalrymple, R.W., 1999. Modern shelf sand ridges: From historical perspective to a unified hydrodynamic and evolutionary model. SEPM Concepts of Sedimentology and Paleontology. 6, 13–18. doi: 10.2110/pec.99.64.0013


Ripples and dunes: do flumes tell the whole story?

Burg W. Flemming Senckenberg, Wilhelmshaven, Germany – bflemming@senckenberg.de

ABSTRACT: Field observations have revealed the existence of small ripples (L=8 cm) in coarse sand (D=0.87 mm). This contradicts the conventional perception that ripples, defined as L <0.6 m, do not occur in sediments coarser than about 0.7 mm. As the currently accepted dimensional differentiation between ripples and dunes has essentially been based on flume observations, the contradictory evidence suggests that flumes, i.e. very shallow flows, suppress or inhibit the development of the smallest ripple-sized bedforms across all grain sizes. A plausible explanation for this could be that, in depth-limited flows, the turbulence generated by friction along the bed is confined to the small flow cross-sections and thereby prevents the formation of very small ripples.

1 INTRODUCTION

Phase diagrams of flow-transverse bedforms observed in flumes and shallow natural flows commonly distinguish between ripples and dunes (Figure 1). The main morphological criterion for this distinction is that ripples have spacings <0.6 m (Allen, 1984; Sumer and Bakioglu, 1984), whereas dunes have spacings larger than 0.6 m (Costello and Southard, 1981; Allen, 1984; Sumer and Bakioglu, 1984; Ashley, 1990). Earlier, Yalin (1977) had, in addition, defined dunes as bed forms that interacted with the water surface, whereas ripples did not. He did not, however, provide any boundary conditions for which this definition was supposed to be valid. There is now overwhelming evidence that this criterion does not apply in deep flows (e.g. Flemming and Bartholomä, 2012, and citations therein). At the same time, Yalin (1977) suggested that, at initiation, flow-transverse bed forms had spacings of about 1000 grain diameters (L_{min} = 1000D), a concept that fitted the implied dimensional differentiation between ripples and dunes.

Figure 1. a) Bedform phase diagram of North American researchers (based on Boguchwal and Southard, 1989). b) Bedform phase diagram of German hydraulic engineers (based on Zanke, 1976). Note identical vertical and horizontal scales.

sizes larger than about 0.65–0.7 mm, ripples no longer formed and the initial bedforms were dunes (L>0.6 m). Good reviews of these definitions and delimitations can be found in Carling (1999) and Best (2005).

In this context, it is instructive to compare standard bedform phase diagrams constructed by different researchers, here from Boguchwal and Southard (1989), USA, and Zanke (1976), Germany, in each case on the basis of their respective flume data (Figure 1a, b). While the diagrams have much in common, they also show significant deviations from each other, which seem to reflect different perceptions in data interpretation and presentation.

Thus, in diagram a, the initiation of movement is based on Shields (1936), while that in diagram b is based on Hjulström (1935). Furthermore, lower plane bed transport is restricted to grain sizes larger than about 0.7 mm in diagram a, whereas diagram b shows lower plane bed transport at all grain sizes. Furthermore, considering the shallow water, the pinching out of the dune stability field towards larger grain sizes in diagram b is a clearly more realistic representation of the observations than in diagram a, where the stability field to the right remains open-ended. The larger vertical phase scaling of diagram b reflects its validity for water depths up to 2 m, whereas the validity of diagram a is restricted to water depths up to 0.4 m. A particularly interesting aspect of diagram b is the distinction between 2D and 3D forms, the diagonal broken line indicating the maximum bedform height reached by ripples and dunes in those experiments.

In the light of the above, the main purpose of this investigation is to present new observational data that questions the validity of the conventional distinction between ripples and dunes, and to discuss the implications thereof.

2 METHODS

In this article the information presented in standard phase diagrams of flow-transverse bedforms observed in flumes and shallow flows is analysed in the light of recently published and new observational data concerning initial bedform spacing as a function of grain size.

3 RESULTS

In the course of a field trip to the Valdez Peninsula (Argentina) in 2016, the author spotted ripple formations in evidently coarse sand on a channel bar at low tide (Figure 2). The spacing of the bed forms ranged from 30 cm to a smallest size of 8–9 cm. A subsequent sieve analysis produced a median grain size of $D_{50} = 0.87$ mm, which would correspond to an approximate minimum spacing ($L_{min}$) of 100D.

Figure 2. Ripples in coarse sand ($D_{50} = 0.87$ mm) on a tidal channel bar (southwestern San José Gulf, Valdez Peninsula, Argentina). Note that the smallest examples have spacings of 8–9 cm.

According to the morphological criteria for the distinction between ripples and dunes outlined above, and consistent with the bed phase diagrams of both Boguchwal and Southard (1989) and Zanke (1977), ripples should not occur at all in such coarse sediment, let alone such small ones. As both the flume and the field evidence must be accepted as being true representations of the respective observations, something must be
amiss with the flume data. The only explanation would seem to be that in flumes, and probably also very shallow natural flows in general, the development of initial ripple-size bedforms is, for some reason, suppressed or inhibited. This not only applies to grain sizes larger than 0.7 mm but also to finer sediment, as can be deduced from Figure 3 (cf. data points of Baas, 1994, 1999).

Figure 3. Initial and largest spacings of ripples and dunes as a function of grain size. Initial spacings (L$_{min}$) as defined by grain diameters (D) after various researchers; largest spacings (L$_{max}$) as observed in nature (modified after Flemming, 1988).

The above discrepancy has in recent years also been fuelled by the suggestion that minimum spacings of flow-transverse bedforms can be expressed in terms of grain diameters (Figure 3). The L$_{min}$ = 1000D relation proposed by Yalin (1977) has already been mentioned. Führböter (1991) suggested a relation of L$_{min}$ = 450D. More recently, Coleman and Nikora (2011) proposed the relation of L$_{min}$ = 130D, while L$_{min}$ = 80D for a mean grain size of 4 mm can be inferred from data published in Carling (1999). A point of interest here is the progressive reduction in the grain scaling over past decades. The narrow band defined by the relations of Coleman and Nikora (2011), Carling (1999) and Flemming (this article) can be viewed as the initiation zone within which initial bedforms appear to evolve (Figure 3). It should also be noted that the 1000D and 450D proposals are in conflict with the size of ripples known to occur in very coarse silt. Furthermore, the data compiled in Figure 3 contradict the view that dunes do not scale with grain size (Ashley, 1990), this contention having been exclusively based on observations made in depth-limited flows.

The trend lines tracing the largest bedforms (L$_{max}$) in Figure 3 are based on multiples of the 100D criterion. If, instead, the 130D or 80D criteria were used, the corresponding L$_{max}$ trend lines would lie slightly above or below those trend lines. For comparison, the L$_{max}$ trend line of Flemming (1988), which was based on rather scarce observational data, is also shown (thin grey line).

4 DISCUSSION

A first point to be discussed concerns the question as to why very small bedforms apparently do not develop in very shallow flows. A plausible explanation for this could be the interference of turbulence generated by friction at the bed. In shallow or depth-limited flows the vertical expansion of the frictional boundary layer terminates at the water surface. In deep, depth-independent flows, by contrast, the thickness of the boundary layer can be approximated by the relation $\delta_{bl} = 30U_{mff}$, where $\delta_{bl}$ is the thickness of the boundary layer in metres and $U_{mff}$ is the mean free flow velocity above the boundary layer in m/s (Flemming, unpublished). Thus, already at a critical velocity of 0.25 m/s, the boundary layer would expand to a height of 7.5 m above the bed if given sufficient water depth. In deep flows, the turbulence generated at the bed can thus spread across the entire boundary layer (in the above case across 7.5 m). In depth-limited flows such as flumes (e.g. 0.4
m in the case of Figure 1a), the turbulence is concentrated near the bed, which may result in the suppression or inhibition of the development of very small bedforms.

A second point to discuss is whether the conventional distinction between ripples and dunes can be upheld in the light of the grain scaling concept of initial bedform spacing (L_{min}) outlined above and illustrated in Figure 3. In fact, Figure 3 suggests that ripples (as currently defined) occur in grain sizes up to at least 8 mm, although this does not appear to be reproduced in flume experiments. A consequence of this is that the assumed genetic difference between ripples and dunes turns out to be entirely artificial, being simply due to the incomplete nature of data generated in severely depth-limited flows. An interesting point to be made here is that the small ripples in Figure 2 were preserved at low tide, i.e. in the course of decelerating flow. This may explain the formation and preservation of the smallest forms.

A final point of discussion is the question of how large flow-transverse bedforms can become (L_{max}) under ideal conditions, i.e. where flow velocities and water depths are large enough. The field evidence clearly shows that the growth of ripples and dunes is ultimately limited by grain size. This is illustrated in Figure 3 by plotting L_{max} against grain size based on multiples of 100D. The steeper trend line represents grain sizes up to about 0.2 mm and is well constrained by observational data (cf. Flemming and Bartholomä, 2012). For coarser grain sizes the trend line follows a substantially lower gradient, running almost parallel to the L_{min} trend lines. Although both trends are to variable extent supported by field data, the data base for the lower-gradient trend line is much poorer because of the increasing sediment deficiency with increasing grain size and dune size. Nevertheless, the single data point from Mosher and Thomson (2000) shows good agreement with this trend.

Flemming (2000a) suggested that dune growth is terminated when the flow velocity above the crest reached the point where part of the bedload began to bypass the crest in suspension. It was assumed that this condition was fulfilled when the settling velocity of the average grain size (w_s) was equal to the shear velocity (u_*). According to Graf and Acaroglu (1966), approximately 40% of the bed material would be in suspension when this condition is reached. The choice of this criterion by Flemming (2000b) was thought to be justified by the fact that, when two dunes of similar size amalgamate, the geometric relationships dictate that about 40% of the larger dune body is initially missing. However, without sediment bypassing, the missing sediment is gradually regained by lowering of the base level through trough scouring in the course of amalgamation (Flemming, 2000b).

Figure 4. Size ranges (H vs L) of ripples/dunes as a function of selected mean grain sizes; a maximum dimensions; b initial dimensions. Note that for all grain sizes shown here the initial forms are ripples. Also shown are the corresponding suspension velocities for w_s = u_* valid at a water temperature of 20°C.
To illustrate the dependence of ripple and dune dimensions on grain size, the $L_{\text{max}}$ and $L_{\text{min}}$ values generated by the 100D criterion were plotted into the height versus spacing diagram of Flemming (1988) for grain sizes corresponding to full phi steps (Figure 4). To avoid confusion between the two, the $L_{\text{max}}$ and $L_{\text{min}}$ limits were plotted separately in Figure 4a, b, respectively. From the diagrams it can be seen that both the size range and the maximum size of dunes increase with increasing grain size. This is supported by numerous observations in nature.

5 CONCLUSIONS

The main conclusions of this investigation are:
- Flumes evidently do not tell the whole story.
- Flumes (and probably shallow flows in general) appear to suppress the initial development of ripple-size bedforms, especially in sediments coarser than about 0.6 mm.
- A possible reason could be the high concentration of turbulence near the bed in shallow flows.
- The initial spacing of flow-transverse bed forms appears to follow the rule of $L_{\text{min}} = 100–130D$, which appears to be valid for all grain sizes.
- Carefully designed studies are required to gain a better understanding and a more definitive explanation of this phenomenon.
- A promising approach could be the investigation of bedform evolution in decelerating flows, i.e. working backwards from higher to lower velocity regimes.
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Biennial survey method of marine dunes in the French part of the North Sea shipping channel

Thierry Garlan  *Shom, Brest, France – Thierry.garlan@shom.fr*
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**ABSTRACT:** After a period of recurrence of three years for surveying and charting sand dune dynamics of some areas of the French part of the North Sea shipping channel, a decennial survey of the entire channel was realized. The measured movements served to propose a new monitoring approach of the channel based on the Multibeam Echo Sounder biennial survey of a few selected dunes. It was then decided that, after a 10-year period, from 2013 to 2023, a decision would be made regarding the method of monitoring of this shipping lane. This paper presents the first results from the study of these 15 dunes surveyed in 2013, 2015 and 2017.

1. **INTRODUCTION**

During the 1980s, in the context of an agreement with the North Sea Hydrographic Commission (NSHC), the French Hydrographic Office conducted surveys of eight areas of the North Sea shipping lane which represents a quarter of all the area. Initially, survey recurrence was of one, three and five years, but as dune movements were of the same order as the location precision of this time, it was rapidly decided to perform these surveys only every three years. After data analysis, it appeared that the boundaries of these areas did not match the most hazardous sectors for shipping; in 1997 we proposed to replace these surveys by a decennial hydrographic survey of the entire shipping channel, in order to produce an extensive overview of the dunes distribution.

The data analysis of these surveys provided knowledge on dunes, for example whether they are isolated or grouped in fields. The measured movement speeds on 113 dunes that had been surveyed several times gave values between 0 and 30 meters/year, with slower movement observed in the dune fields compared to isolated dunes and the highest speeds in the underflow shear areas. Our results, obtained by the classical method of crest location to analyse rhythmic bed patterns, are comparable to those of scientific literature (Knaapen, 2004). This analysis was used to define a number of indicators characterising those dunes which are considered a hazard to shipping. Subsequently, a suggestion was made to monitor channel based on a few selected dunes, instead of the initially considered indefinite repeat of the decennial survey. Based on studies conducted since the 1990s a list of 15 dunes requiring biennial surveys was drawn up. It was then decided that, after a 10-year period (2013 – 2023), a decision would be made regarding the monitoring of this shipping lane. Indeed, as dune movements are slow, we need to wait at least 10 years to be able to draw any conclusion from this new mode of dune monitoring. The purpose of this paper is to present the results from the study of these 15 dunes surveyed in 2013, 2015 and 2017. This new method for the resurveying of sand dunes areas is different from the one used in other Hydrographic Offices of the North Sea (Dorst *et al* 2013). This is not due to the
reduction in bathymetric survey capacity, but to the necessity to deploy the hydrographic survey capacities in other zones of the French continental shelf where the last bathymetric data were acquired before the Second World War.

2. DUNES BIENNIAL SURVEYS

The complete survey of the French part of the North Sea shipping channel displayed a number of sediment cells (Figure 1), which can be distinguished by the north-easterly or south-westerly direction of dune movement. In these cells, fifteen dunes were selected as the most representative of these cells and more generally of this part of this channel. Hydrographic surveys of these dunes were done in 2013, 2015 and 2017. We present here these initial data which have been studied to assess the need to adapt the survey procedure.

Figure 1. Location of sediment cells according to the direction of dune movement (south-west; movement towards the north-east; undetermined movement).

Overview of initial guidelines

Geographical cells have been defined all along the French part of the North Sea shipping channel according to their depth, height and movement speed characteristics. One or two dunes have been selected in each of these cells. For each dune, the hydrographic survey starts with one or two cross profiles that allows marking the position of the crest and its external limits. The survey continues with a series of profiles, longitudinal to the crest, to cover the entire dune. A Digital Elevation Model (DEM) constructed from the data is intended to allow the calculation of volumes and slope angles required for the study of sediment dynamics and to configure future models.

The dune surveys are conducted:

- always at the same period of the year, in order to ensure similar hydrodynamic conditions and to guarantee similar times between surveys. So the three first surveys were all done in July;
- in a single survey operation (i.e. over a period of one to two weeks), such that all the dunes may have experienced the same tide and storm conditions.

As one of the surveys of Dune 3 is not complete, the three surveys of 2013, 2015 and 2017 were compared for each of the 14 other dunes, between themselves and against previous MBES data (Figure 2).

Figure 2. DEM of D1 in 2015 and evolution of the crest of Dune 1 in 2002: 2013: 2015: 2017:

Midway overview of biennial surveys of North Sea dunes

The Shom (French National Hydrographic and Oceanographic Office) is developing a new software to calculate dune parameters (Ogor, 2018), to replace the previous software "Dunes". For this initial study, mean dune travel is calculated from between crest measurements made at 10 points regularly spaced along previously digitised crests. Dunes do not move in a uniform manner and different sections of a dune may move in opposite directions. By convention, northwards movements are considered to be positive, while southwards movements are negative. Dune movement is thus expressed as a mean movement, which is reduced in the presence of such inversions.
i. Direction of dune movement

The first observation derived from the study of biennial surveys is that the dunes occasionally display inversion in their direction of movement (Figure 2). Table 1 summarizes these observations (Table 1). Grey cells indicate movement to the north-east or north, while the others represent movement to the south-west or south.

Our previous studies established that the movements of dunes 1, 4, 6 and 10 were to the north-east or north, that the dunes 2, 5, 7, 8, 11 and 14 movements were to the south-west or south, that the dunes 9, 12, 13 and 15 were stable.

**Table 1: Direction of dune movements for the various time periods: to the north-east or north (N to NE), to the south-west or south (S to SW), and stable dunes (Stable).**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>S to SW</td>
<td>N to NE</td>
<td>S to SW</td>
<td>S to SW</td>
</tr>
<tr>
<td>D2</td>
<td>S to SW</td>
<td>N to NE</td>
<td>S to SW</td>
<td>S to SW</td>
</tr>
<tr>
<td>D4</td>
<td>N to NE</td>
<td>N to NE</td>
<td>S to SW</td>
<td>S to SW</td>
</tr>
<tr>
<td>D5</td>
<td>S to SW</td>
<td>N to NE</td>
<td>N to NE</td>
<td>N to NE</td>
</tr>
<tr>
<td>D6</td>
<td>S to SW</td>
<td>N to NE</td>
<td>N to NE</td>
<td>N to NE</td>
</tr>
<tr>
<td>D7</td>
<td>S to SW</td>
<td>N to NE</td>
<td>S to SW</td>
<td>S to SW</td>
</tr>
<tr>
<td>D8</td>
<td>S to SW</td>
<td>N to NE</td>
<td>S to SW</td>
<td>S to SW</td>
</tr>
<tr>
<td>D9</td>
<td>Stable</td>
<td>N to NE</td>
<td>Stable</td>
<td>Stable</td>
</tr>
<tr>
<td>D10</td>
<td>N to NE</td>
<td>N to NE</td>
<td>N to NE</td>
<td>N to NE</td>
</tr>
<tr>
<td>D11</td>
<td>S to SW</td>
<td>S to SW</td>
<td>S to SW</td>
<td>S to SW</td>
</tr>
<tr>
<td>D12</td>
<td>Stable</td>
<td>N to NE</td>
<td>Stable</td>
<td>Stable</td>
</tr>
<tr>
<td>D13</td>
<td>Stable</td>
<td>N to NE</td>
<td>Stable</td>
<td>Stable</td>
</tr>
<tr>
<td>D14</td>
<td>S to SW</td>
<td>S to SW</td>
<td>S to SW</td>
<td>S to SW</td>
</tr>
<tr>
<td>D15</td>
<td>Stable</td>
<td>N to NE</td>
<td>S to SW</td>
<td>S to SW</td>
</tr>
</tbody>
</table>

Upon completion of the analysis of biennial surveys (Table 1), it appears that:
- the 2013-2015 period displayed overall northward movement,
- only dunes 11 and 14 did not move in this northward direction during this period, possibly due to their protection by the Sandettié shoal,
- dunes 9, 12 and 13, classified as stable, i.e. displaying speeds of less than or equal to 1 m/year, displayed for the 2013-2015 period a northward movement at speeds of 6 to 8 m.

With the exception of dunes 10, 11 and 14, all of the dunes display back and forth movements, as had already been observed on several dunes in the south of this zone (Le Bot et al., 2000). As the number of spring tides is of the same order each year, tidal forcing is similar and cannot explain such movement inversions. The observed movements are thus likely to be the result of surge currents caused by storms.

The inversion in the direction of movement observed here shows that the phenomenon is at a regional scale. That or those storm(s) amplified the speed of dunes which has a similar direction of movement to that of the storm (D10), it generated a slower apparent movement for dunes conventionally moving towards the south (D1, 2, 7, 8, 11, 14) and it triggered the movement of normally immobile dunes (Dune 9, 12 and 13). The too large time period between the surveys prevents us from determining whether this northward movement arose from the impact of several storms or from the cumulative impact of a powerful storm during a spring tide. Subsequent surveys, along with the studies that will be conducted on the relation between inversion and climate would enable us to determine the storm conditions that generated this phenomenon.

The quarterly surveys scheduled in the context of the DUNES project, submitted to the latest France Energie Marine call for tenders, could supplement the biennial surveys to provide information regarding the short-term effects of storms.

ii. Speed of dune movement

The mean annual movement for the various periods (Table 2) shows that the storm phenomenon, previously mentioned, causes dune 10, which is the only one to systematically have northward movement, to display during the 2013-2015 period a speed 11 m higher than its usual speed. Over this period, it displayed a movement of 34 m/year. Conversely, the speed of movement of those dunes that usually move southwards dropped during this period, even reversing for dunes with a usually low southward dynamic. Finally, the 3 stable dunes displayed mean northward migration rate of 6 to 8 m/year during this period.
From this table we can put forward the following hypothesis:

- the storm or storms generated a movement of all dunes of circa 15 m northward.
- stable dunes may in fact move, but the slow southward movements of only a few meters per year caused by the tidal currents would appear to compensate by the inverse currents of storm surges.

To be confirmed, these hypotheses will obviously need to be substantiated by new data and by a study of storm activity.

A previous analysis of MBES surveys conducted by the Shom from 2000 to 2007 allowed the migration rate of 113 dunes to be measured. Those rates, compared to the results of the biennial survey (Table 3), show that movements for the 2013-2015 period are comparable to the means obtained for the 113 dunes of the previous surveys. As the extreme and mean values are comparable, this confirms that the group of 14 dunes is relatively representative of the shipping lane, but we need more recurrences to draw further conclusions.

### Table 2: Migration rates in meters per year of the 14 dunes included in the biennial surveys

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>7.1</td>
<td>23.1</td>
<td>2.3</td>
<td>2.5</td>
</tr>
<tr>
<td>D2</td>
<td>8.3</td>
<td>11.5</td>
<td>13.8</td>
<td>6.8</td>
</tr>
<tr>
<td>D4</td>
<td>4.1</td>
<td>15.5</td>
<td>9.7</td>
<td>4.0</td>
</tr>
<tr>
<td>D5</td>
<td>1.5</td>
<td>22.9</td>
<td>9.1</td>
<td>5.8</td>
</tr>
<tr>
<td>D6</td>
<td>7.2</td>
<td>22.4</td>
<td>6.7</td>
<td>1.0</td>
</tr>
<tr>
<td>D7</td>
<td>5.6</td>
<td>6.2</td>
<td>7.7</td>
<td>2.7</td>
</tr>
<tr>
<td>D8</td>
<td>7.5</td>
<td>8.7</td>
<td>4.0</td>
<td>4.6</td>
</tr>
<tr>
<td>D9</td>
<td>0.4</td>
<td>7.7</td>
<td>1.0</td>
<td>0.6</td>
</tr>
<tr>
<td>D10</td>
<td>24.6</td>
<td>34.4</td>
<td>22.8</td>
<td>26.3</td>
</tr>
<tr>
<td>D11</td>
<td>12.3</td>
<td>10.5</td>
<td>9.5</td>
<td>11.8</td>
</tr>
<tr>
<td>D12</td>
<td>0.4</td>
<td>8.3</td>
<td>0.0</td>
<td>0.4</td>
</tr>
<tr>
<td>D13</td>
<td>0.5</td>
<td>6.1</td>
<td>0.3</td>
<td>0.7</td>
</tr>
<tr>
<td>D14</td>
<td>7.8</td>
<td>2.3</td>
<td>6.0</td>
<td>5.8</td>
</tr>
<tr>
<td>D15</td>
<td>0.6</td>
<td>5.2</td>
<td>3.3</td>
<td>2.3</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>6.3</td>
<td>13.2</td>
<td>6.9</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Comparison of mean dune speeds in meters/year from previous surveys with those from the biennial surveys

<table>
<thead>
<tr>
<th>Speed of 113 dunes</th>
<th>Speed of the 14 biennial dunes</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>0.0 0.4 2.3 0.0</td>
</tr>
<tr>
<td>mean</td>
<td>10.2 6.3 13.2 6.9</td>
</tr>
<tr>
<td>max</td>
<td>32.1 24.6 34.4 22.8</td>
</tr>
</tbody>
</table>

### iii. Dune height variability

During the pre-2011 studies on the few available MBES surveys, it was noted that dune height appeared to vary from one survey to the next. Megaripple dynamics superimposed on dunes and dune deformation during migration may cause longitudinal changes in the high point of the dune along its crest over time. While the crest-line can easily be digitized, calculating dune height is more complicated: the results must be reworked with the dune automatic parameter calculation software not to be attributable to human interpretation. The height of the 14 dunes, defined between the base of the dune and its highest point for the 3 biennial surveys provide new elements regarding dune height. The observed variations are greater than previous data had suggested, so it seems that the risk, from a hydrographic standpoint, seems to be significant (Table 4).

### Table 4: Maximum dune height of the dunes in meters

<table>
<thead>
<tr>
<th></th>
<th>2013</th>
<th>2015</th>
<th>2017</th>
<th>Δ max</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>7.0</td>
<td>7.6</td>
<td>8.7</td>
<td>1.7</td>
</tr>
<tr>
<td>D2</td>
<td>6.7</td>
<td>8.5</td>
<td>7.9</td>
<td>1.8</td>
</tr>
<tr>
<td>D4</td>
<td>5.1</td>
<td>6.7</td>
<td>7.4</td>
<td>2.3</td>
</tr>
<tr>
<td>D5</td>
<td>4.0</td>
<td>6.0</td>
<td>6.4</td>
<td>2.4</td>
</tr>
<tr>
<td>D6</td>
<td>5.0</td>
<td>5.9</td>
<td>8.3</td>
<td>3.3</td>
</tr>
<tr>
<td>D7</td>
<td>7.3</td>
<td>8.0</td>
<td>8.0</td>
<td>0.7</td>
</tr>
<tr>
<td>D8</td>
<td>6.4</td>
<td>8.0</td>
<td>7.2</td>
<td>1.6</td>
</tr>
<tr>
<td>D9</td>
<td>5.5</td>
<td>4.9</td>
<td>4.0</td>
<td>1.5</td>
</tr>
<tr>
<td>D10</td>
<td>4.0</td>
<td>3.4</td>
<td>4.5</td>
<td>1.1</td>
</tr>
<tr>
<td>D11</td>
<td>4.3</td>
<td>6.0</td>
<td>6.4</td>
<td>2.1</td>
</tr>
<tr>
<td>D12</td>
<td>2.5</td>
<td>3.4</td>
<td>5.2</td>
<td>2.7</td>
</tr>
<tr>
<td>D13</td>
<td>3.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>D14</td>
<td>5.0</td>
<td>7.3</td>
<td>6.7</td>
<td>2.3</td>
</tr>
<tr>
<td>D15</td>
<td>5.0</td>
<td>8.2</td>
<td>8.6</td>
<td>3.6</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>5.1</td>
<td>6.1</td>
<td>6.5</td>
<td></td>
</tr>
</tbody>
</table>
As a first approximation, the mean height of the 14 dunes increased progressively between 2013 and 2017; this progression was very clear for dunes 1, 4, 5, 6, 11, 12 and 15. This appears correlated neither to the direction, nor to the speed of movement. With the exception of dune 7, this increase seems major as the height difference for some dunes is greater than 50%. This change in dune height may come from:

- the improvement in MBES accuracy, leading to improved integration of mega-ripples covering the dunes,
- the action of storms, which tend to level the tops of the dunes, and from tidal currents which tend to rebuild them,
- the faster movement of small dunes, which, by combining with the larger dunes, can in theory increase their volume,
- changes in sediment granularity; an increase in grain size leading to an increase in height (Flemming, 2000).

It first appears important to be able to confirm these observations through an automated calculation, which should be more precise thanks, for example, to the integration of the slope effect. This software calculation will serve to consolidate the results, to allow comparison to previous surveys and to supplement this parameter with the study of dune top depth. It will also be necessary to study the behaviour of small dunes located upstream. This already implies that the survey area around each dune must be increased to systematically encompass the entire dune and dune crest located upstream.

Addition of 6 new dunes

The north eastern part and the region bordering Belgium were recently surveyed, leading to the definition of 5 new dunes selected for their height and their representativeness. They will be added to upcoming biennial surveys. Moreover, an area close to the Sandettié Sandbank presents barchans which display the highest movement speeds observed in this region (more than 50 m/y).

So, 21 dunes will be studied for the next biennial surveys (Figure 3).

3. CONCLUSIONS

Dune movements obtained by analysis of the latest surveys are nearly all smaller than those predicted in 2011 based on the analysis of older surveys. This may be ascribed to improved tracking precision and better accuracy of the MBES, allowing the observation of previously difficult to distinguish mega-ripples. The dune crests, which appeared continuous and linear in previous low resolution Multibeam Echo-Sounder survey, are now frequently defined by series of sections separated by several meters. The speed change is, however, also due to an exceptional storm, or to several storms that occurred during the 2013-2015 period. This event leading to a generalized dune migration to the north, whereas the dune movement is usually variable. This phenomenon may be exceptional, but it could also be caused by climate change and the evolution of storm activity.

Of all the fifteen monitored dunes, the one that display the greatest movement is dune 10, which travelled 290 m in 11 years. This represent a difference of 0.4 cm on the local chart at 1/75000 scale. All the other dunes give a difference in positioning on the chart of less than 1.6 mm after a period of 10 years. Those results support shipping safety and confirm that an exhaustive survey of the shipping lane is not at this stage necessary.
Analysis of the 2013, 2015 and 2017 surveys shows that the survey methods need to be refined. It appears necessary, in particular, to specify the areas to be covered rather than defining the survey areas on location. Therefore polygons within which the dunes should be located in the next 6 years have been defined for the future surveys.

As dune height is linked to sediment grain size, it would appear necessary to collect sediment samples from at least 2 or 3 of the dunes most sensitive for this parameter. The aim of future models will mainly be to calculate dune height variability along with the theoretical maximum height. During the upcoming three surveys, sediment samples should be collected from 2 dunes displaying significant heat variations.

From now to 2023, we shall conduct the following studies:

- about temporal variation of dune grain size distribution and height
- on survey procedure according to dangerousness of dunes defined by height, depth and relation between the movement speed to the representation chart scale.

Upon completion of the 10-year biennial survey period, i.e. in 2023, the North Sea hydrographic survey procedure will be redefined. It does not currently appear possible to further reduce the hydrographic surveys. The possibilities considered for the 2023-2033 period are:

- to continue the biennial surveys.
- to adapt these biennial surveys during a further decennial cycle by performing surveys every 2 years for dunes having displayed movements of more than 20 m, and every 4 years for all the 21 dunes.
- to continue the biennial surveys, supplementing them with some surveys of sectors having displayed large changes.
- if the height variability studies confirm the increase observed over the 2013-2017 period, to resume the surface survey of all sectors where the dune tops are, or could have been, at a depth of less than or equal to 26 meters; international regulations impose that such depths must be guaranteed.

The biennial survey data acquired between 2013 and 2023 will provide a sufficient dataset to enable the sediment dynamics modelling expert to study and validate the modelling of the shipping lane dunes. The aim is to have, by 2025, a model capable of calculating dune movements and height changes in order to predict the date and location of surveys to conduct.
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ABSTRACT: This work aims to establish discharge-dependent main channel roughness scenarios due to dune dynamics for the four largest Dutch river Rhine branches. Roughness predictions were made using three roughness predictors with dune measurements as input. Although a large scatter in the roughness predictions was observed, roughness scenarios were established for all branches. These scenarios indicate a bandwidth of expected roughness values. As expected from literature, increasing main channel roughness is observed with increasing discharge. The large spreading in main channel roughness is expected to significantly affect local water levels in the river system.

1. INTRODUCTION

Hydraulic models are widely used to predict water levels in river systems (Warmink et al. 2013). These hydraulic models are an interpretation of the physical river system. Any model representation goes hand in hand with model uncertainties. For river systems the most important sources of uncertainty are the upstream discharge and the main channel roughness (Warmink et al. 2013, Bozzi et al. 2015). Under the new Dutch probabilistic flood risk approach it is required to explicitly account for these uncertainties in the design and assessment of flood protection systems (Ministerie van Infrastructuur & Milieu, 2016).

In hydraulic modelling the main channel roughness is widely used as a calibration parameter, thereby marginalizing the connection with actual physical behaviour of river dunes. However, this connection is required for accurate uncertainty assessment. Physically, it is expected that dunes grow in height for an increasing discharge and slowly decrease in size for the falling stage of a discharge wave (Julien et al. 2002). This general discharge-dependent behaviour is observed in various large rivers, e.g. the Mississippi river (Julien et al. 1995) and the Upper Rhine (Julien et al. 2002, Warmink et al. 2013). Observations have shown that dunes in some rivers do not show this consistent behaviour, e.g. the river Waal (Frings & Kleinhans, 2008). At the same time a large spread in dune heights for the same hydraulic conditions is often observed. These uncertain dune dynamics strongly affect the predictions of main channel roughness.

This study aims to quantitatively estimate the uncertainty range in main channel roughness due to the presence of river dunes for a range of hydraulic conditions. This uncertainty is expressed in roughness scenarios for various river branches. The purpose of these scenarios is using them in a system analysis of a bifurcating river system. Predictions for hydraulic roughness due to river dunes are carried out for 7 locations in the three branches in the Dutch river Rhine after the river has bifurcated (Fig. 1).

The outline of this paper is as follows. In section 2, the domain is characterized, the available data sources are shown, the roughness predictors are introduced and the method to construct roughness scenarios is described. In section 3 the results are shown.
if the data is implemented in the roughness predictors. From these data points roughness scenarios for every branch are set up. The final two sections are a discussion and a conclusion, respectively.

2. METHODOLOGY

2.1 Domain description

The domain for this study consists of the four largest Dutch Rhine branches shown in Figure 1. Just after entering the Netherlands at Lobith, the Rhine splits into the Waal and the six kilometer long Pannerdensch Kanaal. Subsequently, the Pannerdensch Kanaal splits into the Nederrijn and IJssel. General characteristics of these Rhine branches are shown in Table 1.

If the data is implemented in the roughness predictors. From these data points roughness scenarios for every branch are set up. The final two sections are a discussion and a conclusion, respectively.

2. METHODOLOGY

2.1 Domain description

The domain for this study consists of the four largest Dutch Rhine branches shown in Figure 1. Just after entering the Netherlands at Lobith, the Rhine splits into the Waal and the six kilometer long Pannerdensch Kanaal. Subsequently, the Pannerdensch Kanaal splits into the Nederrijn and IJssel. General characteristics of these Rhine branches are shown in Table 1.

Table 1: General characteristics of the Dutch Rhine branches

<table>
<thead>
<tr>
<th>Branch</th>
<th>Discharge [m$^3$/s]</th>
<th>Water depth [m]</th>
<th>Mean flow velocity [m/s]</th>
<th>D50 [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waal</td>
<td>500-11000</td>
<td>1.5-17</td>
<td>0.7-2.0</td>
<td>0.5-2.0</td>
</tr>
<tr>
<td>Pan.Kan.</td>
<td>50-6000</td>
<td>1.5-17</td>
<td>0.3-1.5</td>
<td>2.0-9.0</td>
</tr>
<tr>
<td>IJssel</td>
<td>50-2700</td>
<td>1.5-13</td>
<td>0.5-2.0</td>
<td>1.0-9.0</td>
</tr>
<tr>
<td>Ned.Rijn</td>
<td>0-3400</td>
<td>1.5-13</td>
<td>0.0-1.5</td>
<td>0.5-5.0</td>
</tr>
</tbody>
</table>

2.2 Available data

In several studies the elevation of the river bed of the Dutch Rhine branches has been measured, from which dune characteristics were deduced (Table 2). Additionally, corresponding data on discharges, water levels, flow velocities in the main channel and grain characteristics are available. The amount of available data differs significantly between the branches. Dunes in the river Waal have been measured multiple times, for different hydraulic conditions and at different locations. However, for the rivers IJssel and Nederrijn dune characteristics are only available for a short period in 2004 during low discharge and at one location per branch.

2.3 Roughness predictors

The dune characteristics are translated into main channel roughness values using the formulation of Van Rijn (1993). This method is widely used due to its good match with both flume data as well as data from rivers. To account for uncertainty in the choice of roughness predictor the predictors of Wright & Parker (2004) and Vanoni & Hwang (1967) are added. Along with Van Rijn’s predictor these predictors perform well for a section of the Upper Rhine between Lobith and Pannerdensche Kop (Warmink et al. 2013). While the Van Rijn predictor uses only dune characteristics, the Vanoni & Hwang predictor additionally uses water
depths and flow velocities. The Wright & Parker predictor is only based on water level and flow velocity data along with general grain characteristics. For location WA3 only the Van Rijn predictor is applied as water depth and flow velocity data is not available for this location.

The Nikuradse roughness height was selected as roughness parameter, because in a conversion to a different roughness parameter the water depth is required, which cannot be obtained objectively for all hydraulic conditions as it would always require the use of a hydraulic model for extreme conditions.

2.4 Roughness scenarios

For each branch an upper and a lower roughness scenario is defined for the range of discharges (Table 1). The two scenarios per branch present the realistic bandwidth of main channel roughness values. Therefore, they be used as input for hydraulic modeling in which the propagation of uncertainties to water levels can be determined.

The scenarios are defined based on dune theory as well as a visual inspection of the data. Wherever unrealistic roughness values are predicted by a predictor, which is the case for the Wright & Parker predictor, these values are discarded from the analysis. Linear functions of discharge versus roughness height are chosen as a first order estimate of the discharge-dependency. Hysteresis is expected to cause non-linear effects which are not taken into account in this analysis.

As theory predicts increasing dune heights and associated roughness for an increasing discharge the roughness scenarios are defined with a positive slope. The slopes are based on the average trend in the data of the river Waal as for this branch sufficient data is available. For the other branches the slopes of the scenarios are assumed equal to that of the Waal as for these branches insufficient data is available to independently estimate a slope. It is thus assumed that the discharge-dependent behaviour of the dunes is similar.

For the Pannerdensch Kanaal the intercept of the upper scenario is changed to represent the observed roughness values. Subsequently, this upper scenario for the Pannerdensch Kanaal is also used for the IJssel and Nedderijn as for these branches too little data is available and the characteristics are more similar to that of the Pannerdensch Kanaal than to the Waal (Table 1).

3 RESULTS

Figure 2 shows the defined roughness scenarios along with the roughness predictions for the available dune data using the three roughness predictors.

It is observed that the dunes are higher in the Waal river compared to the other branches, which also leads to higher main channel roughness values. This is likely caused by the relatively coarse-grained river beds of the Pannerdensch Kanaal, IJssel and Nedderijn.

It is also observed that the Wright & Parker formulation predicts significantly different roughness heights compared to the other two predictors. It predicts unrealistically high and unrealistically low roughness values for the fine-grained and coarse-grained branches respectively.

4 DISCUSSION

Using the roughness predictors of Van Rijn (1993), Vanoni & Hwang (1967) and Wright & Parker (2004) roughness scenarios were defined using dune and hydraulic data from the Dutch Rhine branches. Even though little data was available for the IJssel and Nedderijn branches, roughness scenarios for these branches were defined using information from the other branches.

The results indicate a discharge-dependent main channel roughness, which is consistent with literature (Julien et al. 2002, Naqshband et al. 2014). However, this discharge-dependency is not as large as for the upper Rhine (Warmink et al. 2013).
Figure 2: Nikuradse roughness heights calculated with the Van Rijn (RI), Wright & Parker (WP) and Vanoni & Hwang (VW) roughness predictors for the available data in the respective branches: (A) Waal, (B) Pannerdensch Kanaal, (C) IJssel, (D) Nederrijn. The black lines indicate the visually constructed roughness scenarios constructed. For the IJssel and Nederrijn branch the roughness scenarios are similar to those of the Pannerdensch Kanaal. The red dotted line in plot (A) shows the linear trend through the RI and VW data. The Wright & Parker predictor is discarded from the analysis wherever it gives unrealistic roughness values.
This inconsistency was also observed by Frings & Kleinhans (2008). In cases where the flow strength is large enough during very high discharges, upper stage plane bed (USPB) may develop. It is not known whether this will occur in any of the Dutch Rhine branches (Hulscher et al. 2017). If it is able to develop at high discharges, grain roughness may be an indication of the roughness values. With 90th percentile grain sizes in the order of 10 mm (Frings & Kleinhans, 2008), the grain roughness is in the order of 0.03 m ($k_N = 3*D_{90}$. Van Rijn, 1993). For the smaller IJssel and Nederrijn branches, the lower scenario is in the same order of magnitude and may be an estimate for the roughness under the influence of upper stage plain bed.

Furthermore, a large spreading in dune heights and subsequent roughness predictions is observed. This demonstrates the large uncertainty involved with main channel roughness. Partly this uncertainty is caused by inaccuracies in the methods to deduce dune characteristics from longitudinal river profiles.

In this paper the roughness scenarios have been defined under the assumption of similar dune dynamics on the various branches. The stronger discharge-dependency of main channel roughness for the Pannerdensch Kanaal is an indication that differences between the dune dynamics for the branches exist. Such variations in dune dynamics in the considered branches have also been found by Frings & Kleinhans (2008). It is therefore possible that the assumption of similar dune dynamics in the branches is not fully valid.

The roughness scenarios serve as input for a sensitivity analysis in the bifurcating river system. It is expected that the wide ranges of main channel roughness values expressed in the roughness scenarios cause a large spread in modelled water levels for the analysed river branches.

5. CONCLUSIONS

This abstract has presented roughness predictions and extreme scenarios for the Dutch Rhine branches. The results showed that the dune dynamics and its resulting main channel roughness are not significantly discharge-dependent for the analysed branches, with the exception of the Pannerdensch Kanaal. The uncertainty in main channel roughness is large, which is indicated by the large spread in the roughness predictions.

Future work should aim at improving the roughness scenarios by including more dune data, especially for the IJssel and Nederrijn branches. Subsequently, the roughness scenarios can be used to estimate the effect of the main channel roughness on the water levels in the river Rhine system.
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ABSTRACT: This contribution highlights the challenges and opportunities for the community of coastal and fluvial engineers and morphologists to consolidate a paradigm of open and data-intensive scientific culture through for example data sharing, formal recognition of scientists who collect the data, free accessible code, and standardized procedures to collect and analyze data. We stress that the technical challenges can be tackled through the body of knowledge being built on the matter by some institutions such as the Federation of Earth Science Information Partners. We also underline the potential of Bedforms-ATM to standardize some bed forms data analysis techniques and enumerate the applications that could be developed and incorporated into it in the short term.

1 INTRODUCTION

Many rivers and coastal areas around the World are facing increasing demands on both land and water resources for human settlement growth, navigability, and energy. Thus, there is a necessity for improving the prediction of flow and sediment transport for a wide range of river sizes and coastal seas. Bed forms are ubiquitous features in shallow and deep-water environments, having a strong influence on flow properties and sediment transport; as such, a better understanding of their dynamics is of relevance for engineers, geomorphologists, and planners (Best, 2005; ASCE, 2002).

Despite the significant improvement on the scientific understanding of bed form dynamics from field, laboratory and numerical investigations performed in the last decades, many aspects remain obscure (Allen, 1983; Best, 2005). The availability of more sophisticated equipment (such as multibeam echo sounder) and data analysis techniques played an important role in this evolution by providing a large amount of detailed measurements which can be analyzed to help improve our knowledge on the mutual interaction of bed forms and flow. However, these data may not always be freely available and are certainly not all analyzed in a standardized manner.

In recent years, the necessity for the scientific community to move towards a paradigm for open and free sharing of scientific data and software has been underlined (McNutt et al., 2016). Although some disciplines (e.g., astronomy and oceanography) have a long tradition of sharing data, we believe that it is fair to state that it is still a pending challenge for the community of engineers and scientists devoted to the analysis of river and coastal dynamics, as well as the community dealing with bed forms dynamics, which regularly meets at the MARID conference.

The objectives of this contribution are twofold, namely: [1] to discuss on the challenges and opportunities of open and free sharing of bed form data based on similar experiences from other disciplines, and [2] to identify the applications that can be added to Bedforms-ATM that potentially would help improve our understanding of bed form dynamics and/or standardize bed form data analysis.
2 CHANGING OUR PARADIGMS

2.1 The opportunity

To date, two paradigms are becoming more prevalent in scientific research, namely: openness, and data-intensive scientific approach, which may even turn into a big-data-intensive scientific approach soon. Openness [1] enhances the productivity and efficiency of research by preventing to repeat scientific studies; [2] is essential to the validation of hypothesis, theories, data, and results; and [3] helps to promote trust among scientists by fostering cooperation and collaboration. Openness demands not only allocating information but also allocating the necessary resources to understand, validate, and apply information such as data, results, methods, and tools (Resnik, 2006; McNutt et al., 2016).

Data-intensive scientific approach has called the attention of the scientific community and has become a new opportunity and incentive to knowledge discovery because it expands the correlations among multi-disciplinary data, which subsequently triggers the discovery of new models, new rules, and new knowledge (Hey et al., 2009; Guo et al., 2017). Some researchers (e.g., Peng et al., 2016) even propose that “universities, research institutions, and funding agencies should develop new measures to evaluate a research project’s success not only based on publications and other outcomes it produces but also based on the amount and quality of data it makes available for the wider user community and society.”

As it is the case in many disciplines, we believe that the aforementioned paradigms are not currently fully present in the coastal and river geomorphology community, and thus, it represents a pending challenge.

2.2 The challenges

Some cultural, institutional, and technological constraints limit openness in many scientific disciplines and possibly, by extension, the evolution towards big-data-driven science. Based on the experience of some of the co-authors of this contribution, these limitations are more deeply present in the scientific community from developing countries. Cultural and institutional constraints will possibly be forced to change as many funding agencies and peer-reviewed journals have adopted regulations that require scientists to share data, results, methods, and tools (Resnik, 2006).

Data are often shared within a working group or with close collaborators before being published and declared to be openly available after publication (Buys et al 2015). This step of openly sharing of the data however is rarely completed. For instance, less than 1% of the collected ecological data is accessible after publication (Reichman et al., 2011), even though important discoveries were made by integrating large data sets from many systems, for example in ecology, and the potential benefits of data reuse and open data citation are widely recognized (Hey et al., 2009; Lindenmayer & Likens, 2013, Piwowar & Vision, 2013). Other disciplines, such as genomics, have shared repositories, chiefly due to the homogeneity of their data (Reichman et al., 2011). Past research has underlined the necessity for having access to large amounts of bed form data from well-documented theoretical and experimental case histories, and the need for integrated interdisciplinary studies to fully understand the morphodynamics of bed forms (Allen, 1983; Dalrymple and Rhodes 1995; Best, 2005).

Some researchers (e.g., Kwoll et al., 2014; Lefebvre & Winter, 2016; Winter et al., 2016; Gutierrez, 2017) have made bed form data publicly available. For instance, Gutierrez (2017) published synthetic bed form data, which contains ripple, dune, and bar-like features that can be used to assess bed form hierarchization techniques. Likewise, Gutierrez et al. (2018) reported the development of Bedforms-ATM, a free available software for bed forms data analysis, which also provides field bed forms data from the Parana River, Argentina.
We believe that two major technological challenges will arise in the effort to changing our paradigms, namely: [1] dealing with the heterogeneity of bed form data that results from the lack of common experimental practices, field measurement standards, and data analysis (Reichman et al., 2011; Gutierrez et al., 2013); and [2] tracking the provenance of data derived from original data sets, and the scientific outcomes stemming from them through quality control, analysis, and modeling (Reichman et al., 2011).

Despite the potential benefits of having access to massive bed form data collections, we must be aware that it might induce the proliferation of inductive science (i.e., developing research questions after having data), which, although a valid research method, may contradict the current workflow of science. It also opens the door for the existence of scientists who might hardly be motivated to gather data, because it is time and resource consuming, and who might simply take data gathered by others (Lindenmayer & Likens, 2013). This might be prevented nonetheless by following a good practice that those using open-access data sets must work in close collaboration with those who collected these data sets through co-authorship, attribution, or citation (Lindenmayer & Likens, 2013). Overall, it is recognized that data sharing increases citation rate (Piwowar et al., 2007) and we believe that it would advance bed form research in general and profit to all, those who initially collect and analyze the data and those who subsequently reuse them.

2.3 Tackling the technological challenges

Data need to be stewarded throughout the entire data lifecycle, i.e. from data collection, to management of active data sets, to long-term archive. However, most disciplines still lack the technical, institutional, and cultural frameworks to support open data access (Peng et al., 2016). The Federation of Earth Science Information Partners (ESIP) aims at making earth science data more discoverable, accessible, and usable. In this vein, the ESIP Data Stewardship Committee has provided a set of recommendations, best practices, and guidelines allowing to influence data management carried out by government agencies and other data stewards (Downs et al., 2015). ESIP proposed a provenance and context content standard (PCCS) which lists all content items required to fully represent the provenance and context of the data products resulting from earth science missions, namely: content item name, descriptive definition, rationale (why a given item is needed), criteria (how good the content should be), priority, user community (who would most likely use the item), source, project phase capture, representation (word files, numeric files, etc.), and distribution restrictions (e.g., proprietary concerns). PCCS presented these items in a matrix that is considered a good starting point for developing a standard to offer guidance for data producers, data managers, and others (Ramapriyan et al., 2012). ESIP has stated its openness to apply PCCS standards to other types of data and has encouraged the organizational and individual membership-based participation of earth science data providers (Downs et al., 2015). ESIP has also tested the data stewardship maturity matrix developed by Peng et al. (2015), which can be applied by data centers and other data-holding organizations.

We believe that the MARID conferences could be a unique platform to discuss on the creation, management, distribution, use, and citation of bed form data, which eventually might lead to devising an organization that can work in partnership with, for instance, ESIP. We are aware that for this end, funding, a cooperative attitude from the community of engineers and scientists, and the collaboration with public and private institutions, nongovernmental organizations, among others, will be necessary.

The bed form data set that can be potentially built does not necessarily have to be a single system. Instead, it can be made up of centralized multiple crowdsourced
open-access data entities. Large complex platforms such as the Digital Earth are usually built this way (Guo et al., 2017). It is expected that stewarded bed form data would potentially encompass heterogenous, multi-source, multi-temporal, multi-scale, high dimensional, highly complex, and unstructured geospatial data sets, which are typical characteristics of many geophysical signals datasets (Nativi et al., 2015).

3 TOWARDS BED FORM DATA ANALYSIS STANDARDIZATION

With more openly accessible bed form data, scientists will require more complex processing and data analysis tools. In this regard, code used to analyze, and process data will be a fundamental requirement for transparency and reproducibility (McNutt et al., 2016). We believe that the Bedforms-ATM platform by Gutierrez et al. (2018) could potentially be used to build such code.

Bedforms Analysis Toolkit for Multiscale Modeling (Bedforms-ATM) currently comprises the following applications: [1] Bed forms wavelet analysis; [2] Power Hovmöller analysis; [3] Bed forms multiscale discrimination, which discriminates bed form fields into three scale-based hierarchies (e.g., ripples, dunes, bars); and [4] Three-dimensionality analysis, which quantifies the three-dimensionality of bed form fields. Herein we enumerate the applications that can be incorporated into Bedforms-ATM in the short term for the analysis of both marine and fluvial bed forms.

3.1 Atomization of bed form fields

The atomization of bed form fields, i.e., the identification and extraction of single bed form entities from bed form fields, and subsequent quantification of its geometric characteristics (e.g., stoss and lee side slopes, wavelengths, and amplitudes) provides information on the interactions of flow field, and suspended sediment (Best, 2005). Some researchers (e.g., van der Mark, 2008; Gutierrez et al., 2013) have already presented methodologies to perform the atomization of bed form fields. These methods are easily reproducible or openly available and can therefore be used to standardize the atomization of bed form fields. They could be incorporated into Bedforms-ATM and be expanded to include, for example, a three-dimensional atomization.

3.2 Bed form statistical analysis

Bed forms atomization is also necessary for identifying fully developed bed form fields in experimental environments and quantifying the variability of natural bed forms through statistical analysis (van der Mark, 2008; Gutierrez et al., 2013; Perillo et al., 2014; LeRoy et al., 2016). There is a body of evidences that suggest that large rivers are characterized by bed forms with leeside slope lower than the angle of repose. Thus, Best (2005) stated that the study of low-angle bed forms constitutes one of the main future research topics in the understanding of bed forms dynamics. To this end, sharing data from worldwide large rivers and standardizing bed forms atomization will be needed. A statistical analysis of bed form fields and their characteristics will enable a better characterization of their properties and provide possible explanation of their dynamics.

LeRoy et al. (2016) reported the development of SABAT (Slope-aspect bedform analysis tool), a Matlab tool that does not identify superimposed bed forms but performs a variety of statistical analyses on bed form wavelengths and amplitudes. However, to the best of our knowledge, SABAT is not publicly available. Van der Mark et al (2008) quantified the variability in bedform geometry from a series of bathymetric measurements in the lab, in a small river (0.25 m water depth) and the Rhine (8 m water depth). Their analysis could be expanded and deepened in a variety of environment, especially in diverse large and small rivers, in order to statistically describe bed form parameters and their variability.
3.3 Characterization of experimental bed forms

Dumas et al. (2005) proposed a discrimination scheme for experimental bed forms resulting from oscillatory and combined flows. It is based on a wavelength threshold of 0.5 m for characterizing symmetrical small ripples, asymmetrical small ripples, symmetrical large ripples, and asymmetrical large ripples. This scheme has been successfully used in the past (e.g. Perillo et al., 2014). We believe that after developing a methodology for atomizing bed form fields, the scheme of Dumas et al., (2005) can be used to: [1] perform statistical analysis over single entities of bed forms, and [2], provided that enough information is available, study the time it takes for bed forms to become fully developed, which is of special concern for the understanding of bed forms morphodynamics (Allen, 1983; Best, 2005; Doré et al., 2016).

3.4 Characterization of marine bed forms

Bed forms in marine environments have a great variety of dimensions and shapes, for example small-scale ripples, tidal dunes and sand waves. They are found at a wide range of depth, from the intertidal zone to the continental rise and are subjected to diverse hydrodynamic forcings (e.g., regular and storm waves, and tidal, wave-induced or contourite currents). They also form in diverse sedimentary settings such as sand, mixed sediment or sediment starved. Extensive bed form fields are now well-known and the control of their morphology by environmental parameters is better understood (e.g. Damen et al, 2018). However, Garlan et al. (2016) invites for a renewed classification of marine bed forms following the recent improvement of bed form mapping and characterization. This could be done in the framework of a large collaboration bringing marine bed form data together to be analyzed in a standardized and comprehensive way.

4 CONCLUSIONS

Scientific openness, and data-intensive science are becoming more important in today’s scientific inquiry; however, they are not currently prevalent in the community of fluvial and coastal morphologists and engineers. We believe that these paradigms open a myriad of possibilities to better understand the spatio-temporal mechanisms that govern the dynamics of bed forms, which, at present, remain obscure.

A change towards scientific openness will pose some technical challenges such as handling copious data, which involves transferring, storing, managing, processing, computing, and sharing such data. We believe that MARID represents a unique platform to discuss on the opportunities and challenges related to changing our scientific paradigm.

Bedforms-ATM can potentially be used as a common platform for standardizing bed form data analysis methodologies via the contribution of river and coastal engineers and scientists. In our opinion the following applications could be developed on the Bedforms-ATM platform in the short term: [1] an application to atomize bed form fields (i.e., identifying single bed form entities), [2] an application to perform statistical analysis over single bed form entities, [3] an application to discriminate experimental bed forms based on the Dumas et al. (2005) classification scheme, and [4] an application to classify marine bed forms.
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ABSTRACT: Bedforms (dunes and ripples) constitute a form roughness, i.e. hydraulic flow resistance, which has a large-scale effect on hydrodynamics and sediment transport of coastal environments. This hydraulic effect of bedforms needs to be parameterized in coastal-scale process-based models, since individual numerical grid cell sizes of typically 20 to 200 meters do not allow a proper discretization of bedform elements. State-of-the-art empirical bedform roughness predictors (Van Rijn 1984, 2007) are tested in numerical model simulations of both a simplified flume experiment and on the estuarine domain scale. A sensitivity analysis shows the performance of the bedform roughness predictors at variable water depths, flow velocities and mean grain-sizes. Predicted dune heights and lengths in a model of the Weser estuary are compared to dune dimensions observed by high-resolution multibeam measurements.

1. INTRODUCTION

Bedforms, such as ripples, megaripples or large dunes, cause a local hydraulic flow resistance which has a large-scale effect on hydrodynamics and sediment dynamics of rivers, estuaries and coastal seas. The resistance to the flow induced by bedforms, i.e. hydraulic bedform roughness, is associated with the flow expansion on their lee side resulting in kinetic energy loss, as exemplified for river dunes by Engelund and Fredsøe (1982). Additional turbulence generated in case of flow separation behind the bedform crest and recirculation on the downstream side greatly enhances this effect (e.g. Vanoni and Hwang, 1967). The expansion loss and the rate of velocity decrease downstream of the bedform crest can be related to the lee slope angle (Best and Kostaschuk, 2002; Motamedi et al., 2013; Paarlberg et al., 2007; Lefebvre and Winter, 2016).
Energy loss above bedforms must be taken into account in numerical hydro- and morphodynamic model simulations in the form of bed friction coefficients that are associated with grain and form roughness. Particularly the applicability and performance of form roughness predictors has received little attention in large-scale model applications. Although computer power increases gradually, numerical coastal domain models are typically still restricted in horizontal and vertical grid resolutions to properly represent all topographical and morphological features; common grid cell sizes of process-based models are between 20 and 200 meters. This implies the parameterisation of the effect of bedform roughness elements that are of the length of a model grid cell or less. Thus bedforms are usually considered as of ‘sub-grid-scale’ (Sandbach et al., 2012). It should be noted that even at high spatial resolution and adequate 3-dimensional discretization of bedforms, their resistance to the flow may not be taken into account; flow separation and turbulence generation over bedforms requires simulations with a fully non-hydrostatic model configuration (Lefebvre et al., 2014, 2016).

Although common in fluvial studies, there are very few numerical model studies in coastal settings that apply bedform roughness predictors and deal with the effect of bedform roughness on the hydro- and morpho-dynamics. Van Rijn’s bedform roughness predictor (2007), and particularly the dune roughness predictor, have primarily been developed for riverine conditions. The scheme has already been applied in a few large-scale coastal area models and appears to be robust (Davies and Robins, 2017; Herrling et al., 2017; Villaret et al., 2011; Wang et al., 2016).

Hydraulic bedform roughness predictors commonly are based on the ratio of height and length (i.e. steepness) of a bedform (e.g. Julien and Klaassen, 1995; Karim, 1999; van Rijn, 1984; Yalin, 1964) and thus require field data or a prediction of bedform geometries. Yet the predictor of van Rijn (2007) directly expresses the bedform roughness
height depending on current velocity, surface sediment grain-size and water depth. Thus, in tidal environments, variations of current speed and water depth may result in variations of bedform roughness over a tidal cycle.

This study explores the parameterisation of bedform hydraulic roughness in a simple flume experiment (sensitivity study) and a model of the Weser estuary, Germany, using the Delft3D (Deltares, 2014) modelling system. Well-established bedform roughness predictors of van Rijn (1984, 2007) are evaluated and predicted bedform dimensions are compared to observations from high-resolution multi-beam bathymetry.

2. METHODS

Bedform roughness prediction

Predictors of bedform dimension (van Rijn, 1984) and bedform roughness (van Rijn 1984, 2007) were tested. While the predictor after van Rijn 2007 (VR07) directly estimates the bedform roughness height $z_0$, van Rijn 1984 (VR84) determines bedform dimensions (height and length) in an intermediate step before calculating the overall bedform roughness. The overall bedform roughness predicted by VR07 is known as a combination of the roughness from ripples, megaripples and dunes and may vary spatially in its composition and magnitude. In this study only the bedform roughness of dunes (VR07) is considered and is compared to the dune roughness predicted by VR84. For a detailed description of the formulae used in these predictors and the implementation into the modelling system, it is referred to the original publications (van Rijn 1984, 2007) and the manual of the model system Delft3D (Deltares, 2014).

Numerical flume experiment

Sensitivity tests were conducted in a simple numerical flume experiment with unidirectional flow to study the predicted bedform roughness (VR84 and VR07) as a response to variable water depths (11 to 15 m), current velocities (0.5 to 1.5 m/s) and mean grain-sizes (100 to 500 µm). These conditions are within typical ranges of the parameters found in the Lower Weser estuary. For each model run, only one parameter has been altered at a time; the reference condition is a water depth of 13 m, a flow velocity of 1 m/s and mean grain-size of 300 µm.

Figure 2. Bedform (dune) roughness height $z_0$ predicted by VR84 and VR07 for simulations with (a) variable water depths, (b) variable current velocities and (c) variable mean grain-sizes in a numerical flume experiment.
μm. The model domain has a width of 100 m and length of 5000 m, the simulations are performed in depth-averaged (two-dimensional horizontal, 2DH) and three-dimensional (3D) configurations applying velocity forcing at the upstream open boundary and a stationary water level at the downstream boundary. Bedform roughness heights are extracted at 1000 m downstream of the upstream end after a hydrodynamic spin-up of 12 hours.

As expected both formulae predict larger roughness with increasing water depth and/or grain-size with an order of magnitude range (Fig. 2). The case of variable current magnitudes shows that under Weser estuarine conditions the critical conditions occur, where bedform roughness has a maximum. It is noted that the application of VR07 results in significantly higher dune roughness values compared to VR84.

Evaluation of bedform roughness prediction in the estuarine domain model

The performance and effect of uncalibrated bedform predictors at estuarine scale is shown with a numerical morphodynamic model of the Weser estuary forced by real-time tidal flow and upstream discharge (Herrling et al., 2017).

Predicted bedform dimensions of VR84 and VR07 were compared to dune observations in the Lower Weser estuary. Predicted dune heights and lengths were determined from VR84. For VR07 a backward calculation based on Van Rijn (1984) determined bedform dimensions.

High-resolution multi-beam bathymetric data surveyed by local authorities (WSA Bremerhaven) in September 2012 resolve a bedform field at a section of 5 km downstream of Rechtenfleth in the Lower Weser (RFL_6, Fig. 1). Dune heights and lengths were determined by filtering and zero-upcrossing (Krämer et al., abstract MARID 2019).

3. PRELIMINARY RESULTS

Predicted dune height and length from the uncalibrated model simulations are compared to measured bedform dimensions. In September 2012, measured dune heights of

Figure 3. Predicted (at max. ebb flow, VR07, VR84) and observed (a) dune heights and (b) dune lengths along a section of 5 km downstream of Rechtenfleth in the Lower Weser estuary in Sept. 2012; (c) Predicted Nikuradse dune roughness.
the observed dune field are between 0.6 and 2.8 m with overall mean heights of 1.6 m. Mean dune lengths are 53 m with absolute lengths varying between 18 and 120 m.

Predictions of dune heights are consistent along the section with mean values of 0.83 and 1.23 m for VR84 and VR07, respectively; thus underestimating observations. Predicted dune lengths are very similar for both formulae and vary between 100 and 120 m. These values in turn are at the upper limit of observed values. From a physical understanding, results imply a possible underestimation of bedform roughness, as the underestimated heights and over-estimated lengths would result in lower steepness of the modelled dunes compared to the measured ones.

Nikuradse dune roughness heights are predicted to be significantly larger for VR07 compared to VR84.

Although maximal current magnitudes are simulated to be similar for ebb and flood, dune height and roughness are predicted to be larger during flood than ebb, particularly for VR07 (not shown here). It is noted that upstream discharges about 105 m³/s are low in September 2012 in relation to long-time mean discharges of 323 m³/s. Maximal ebb currents occur at late ebb when water levels are lower compared to maximal flood currents at late flood.

4. SUMMARY AND OUTLOOK

Dynamic dune roughness prediction has a significant effect on simulated hydrodynamics. In this study two empirical bedform roughness predictors, developed by Van Rijn (1984, 2007), primarily for riverine, unidirectional flow conditions, have been tested and evaluated.

Applied for tidal flow conditions, dune heights predicted by VR07 and VR84 underestimate observed mean dune heights by 23% and 48%, respectively. Predicted mean dune lengths are overestimated by both formulae by approximately 50% with respect to measurements. A smaller dune steepness is thus predicted compared to observations.

For a section of 5 km in the Lower Weser, predicted dune roughness and dimensions are consistent; however on the entire estuarine scale predictions vary spatially. An upcoming evaluation of predicted dune dimensions in relation to measurements of dune fields along the Outer and Lower Weser estuary will reveal the spatial performance of bedform roughness predictors. Variations of roughness height on annual time scales with seasonal and event-driven discharges will be evaluated against estimations of dune dimensions analysed from monthly bathymetric surveys.
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ABSTRACT: Dune banks are ubiquitous systems in coastal areas. Understanding their morphodynamics and the associated sediment fluxes is still scientifically challenging. To address these questions, we use a multi time-scale bathymetric dataset of a dune bank located in a very shallow area inside a semi-enclosed bay, where the tidal current is strong and unsteady. The bank is composed of coarse shell sand, has a steady sediment volume, and is not migrating. The bank can be seen as a two-component system, featuring a ridge oriented along the bank, and a series of dunes orthogonal to the ridge. These two types of bedforms exhibit different dynamics. The transverse dunes are migrating toward SW (ebb current orientation) with a mean migration distance on the order of a meter over a month. At multiyear time scale, the orientation of the ridge is stable except for the central area of the bank, where the bedform configuration is quite variable.

1. INTRODUCTION

Submarine banks and dunes are ubiquitous sedimentary systems in coastal areas (Ernstsen et al., 2006; Horrillo-Caraballo et al., 2008; Ferret et al., 2010). Understanding their morphodynamics, and the associated sediment fluxes and sediment transport pathways, is crucial for various applications such as the safety of navigation, the exploitation of marine resources, or the conservation of benthic and pelagic species (Trentesaux et al., 1999; Hequette and Aernoust, 2010; Todd et al., 2014). However, due to the lack of monitoring data and the difficulty in measuring or evaluating sediment transport for these systems, dune morphodynamics still poses some scientific challenges. Here, we focus on a very shallow sand bank, consisting of shell sand, and that is only subject to tidal forcing, the wave climate being characterized by very small significant wave heights. The bank is located on a narrow margin between two channels near the inlet of a large, semi-closed gulf. While tidal currents are strong and unsteady in this shallow area, and the dunes located in the central area of the bank are highly dynamic, the bank exhibits a very low migration rate and its sediment volume is conserved. Using bathymetric datasets covering multiple time scales, both multiannual and over a month, this paper aims to study the morphodynamic behavior and sediment transfer of the bank and dunes.

2. STUDY SITE

The study site, the Creïzic submarine dune bank (fig. 1), is located in the western part of the Gulf of Morbihan (South Brittany, France). This gulf is connected to the Atlantic Ocean by a very narrow inlet. Due to this configuration, the semi-diurnal tide generates a residual current above the seafloor, with the ebb current being predominant in the outer part of the Gulf (Marcos et al., 1996). The Gulf of Morbihan is a bedrock-controlled lagoonal basin with low sediment supply, incised by a complex network of tidal channels (Menier et al., 2011). The last marine transgression led to the infilling of the incised palaeo-valleys, with ero-
sion at the entrance of the Gulf and sediment deposition (lithic and biolithic material) inside the Gulf. On the outer part of the Gulf (between its entrance and the island Île aux Moines) hydrodynamics conditions were highly energetic, leading to sediment deposits on the margins of the tidal channels only, such as the Creïzic bank (Menier et al., 2011).

The Creïzic bank is situated in water depths ranging from 3 m to 25 m (fig. 1). It is about 1200 m long, 600 m wide, with a mean sediment thickness over the bed-rock estimated to 11 m (Perez-Belmonte, 2008).

The volume of the bank is about $1.7 \times 10^9$ m$^3$ and has been quasi steady over the last decade (sediment volume variations inferior to 1 % from 2003 to 2014) (Moal, 2015). The sand bank features large superimposed bedforms, with dune wavelengths up to 116 m and dune heights up to 3.8 m. The bank is mainly composed of shelly, coarse sand comprising both shell fragments and whole shells of the species: Bittium, Littorina, Spisula elliptica amongst others. The median sediment diameter is 1 mm for the central area of the bank. The Creïzic bank used to be exploited as a sand resource for oyster farming in the gulf until 2003.

The main hydrodynamic forcing factor at play on the bank is a strong and unsteady tidal current, typically 50cm/s and up to 2m/s, with a tidal range of about 3 m at spring tide. The ebb current is directed toward the SW and the flood current toward the NE. The eastern channel exhibits a classical bidirectional tidal current with a short reversal time; the western channel features a unidirectional, ebb orientated current. On the central area of the bank where active dunes are found, the flood current varies in direction, whereas the current ebb has stable direction and is stronger than the flood in magnitude. Fourteen other sand banks are located in the Gulf, all in the outer part. Hence, sediment exchanges might potentially occur between the Creïzic bank and these other sedimentary systems.

3. DATASET AND METHOD

The dataset used for this study consists of a series of Digital Elevation Models (DEM) obtained from Multibeam echo sounder bathymetric surveys from 2003, 2010, 2011, 2014, October 2017, and November 2017, with resolution from 1 m for 2003 to 25 cm for the two 2017 DEM, allowing diachronic analyses at different time scales. In addition, instrumented moorings were deployed on the bank during one month in the fall 2017, with the objective of measuring the hydrodynamic forcing. Sediment samples were collected in spring 2015 and June 2017 using an orange peel bucket. The collected samples were rinsed, dried off and sieved.

The picking of dune crest lines was performed manually on a GIS, using slope rasters to help visualize the crests (Franzetti et al., 2013). Using the bathymetry of November 2017, representative profiles drawn perpendicular to the crest lines were extracted for each dune in the central area. The profiles were analysed using Matlab in order to...
estimate the morphological parameters of the dunes: height $H$, stoss side length $a$, lee side length $b$, dune length $a+b$, stoss side angle $\alpha$, lee side angle $\beta$, aspect ratio $H/L$ and asymmetry $a/b$ (Berné et al., 1989; Le Bot, 2001).

On a monthly time scale the bedform configuration remains relatively unchanged, so that bedforms can be individually identified and tracked between successive DEM. Therefore, two complementary methods were used to compute the distances and rates of bedform migration between the October and November 2017 surveys: 1) the migration distances from crest lines were computed using an algorithm implemented in Python for two consecutive datasets. A raster of Euclidian distances is generated for the crest lines of the first dataset, giving for each pixel of the raster the distance to the crest (within a range and resolution selected by the user). The distance raster of the first dataset is then intersected with the crest lines of the second dataset, directly giving the corresponding migration distances. The sampling step along the crest line is also chosen by the user; 2) the migration distances and directions were also derived directly from two consecutive DEMs using the image correlation algorithm implemented by Stumpf et al. (2018) with a search radius of 10 m, degrading the DEM resolution to 1 m so that the algorithm could properly match features.

4. RESULTS

4.1 Morphological parameters

The Creïzic Bank comprises three main sectors: a central dune field featuring dunes with heights between 1 m and 3.8 m for wavelengths between 23 m and 116 m, and two dune fields on either side of the bank with dunes of decimetric lengths and metric wavelengths. A field of stable fossil mega ripples is located SE of the bank with a mean height of 5 m and a mean wavelength of 60 m (Moal, 2015).

Particular attention was paid to the central area of the bank where 28 dune profiles (over 8 dunes) were extracted from the November 2017 DEM. These profiles were classified into 4 classes according to their shape (fig. 2): typical submarine dunes with a well-defined avalanche slope (TYP, 12 profiles), dunes with Milder slope at the Foot of Stoss side (MFS, 4 profiles), dunes with Wider Plateau at the Crest (WPC, 8 profiles) and dunes with both Milder slopes on the Stoss and Lee sides (MSL, 4 dunes). The mean morphological parameters of each class of dunes are presented in table 1. Except for the MSL class, all dunes do exhibit maximum lee-side slope angles consistent with avalanche mechanisms. The mean lee-side slope angles are rather small, as was observed dunes of similar shell sand composition in the Banc du Four (Franzetti et al., 2013). Lee-side angles of MSL dunes are even lower, which could be due to the tide reversal. There is a relationship between the location of the dunes and their class for some dunes types. The TYP dunes are located on the ridge with crest lines oriented along the bank. The WPC dunes have crest lines orthogonal to the axis of the bank and consequently to the ridge.

A power law relationship between dune height and dune length has been investigated

Figure 5. Bathymetric profiles extracted from the November 2017 DEM, categorized by morphological classes. The dots show the location of the dune profile highest points, chosen manually when analysing the profiles in Matlab. The characteristics of the four classes are sketched in the upper left insert; the mean orientation by class is displayed in the lower left insert.
comparing the best fit for each dune class to the law $H=0.0677L^{0.8098}$ proposed by Flemming (2000). All classes are consistent with the maximum threshold given by Flemming, except for the WPC class where the morphological measurements were too scattered to determine a satisfying power law, so that no particular trend can be assessed. The TYP class is the closest to the Flemming relationship with an exponent of 0.85 against 0.81. Considering this classification, the central area of the bank can be seen as a two-component system, composed of the ridge on the western part (TYP dunes), oriented toward SE, almost parallel to the direction of the ebb current, and the series of dunes (WPC type) orthogonal to the ridge, with lee sides oriented to the SW.

As the asymmetry of the smaller, active bedforms is expected to adjust to the oscillating tidal currents according to the instantaneous direction of the flow (Winter et al., 2016), several terrain profiles have been examined at different steps of the tide throughout the bank to assess the bedforms’ polarity. Bedforms on the eastern side of the bank are mainly symmetrical, or slightly changing their orientation with tidal current direction. Bedforms on the western side of the bank are all ebb oriented; indicating that sediment transport mainly occurs in ebb direction for that area. The smaller bedforms on the central area, located in the troughs of metric-size dunes, are also mainly ebb oriented, which is consistent with the orientation of the dunes that are orthogonal to the axis of the bank. Thus, the polarity of smaller bedforms has the signature of a main sediment transport pathway oriented toward SW, in the ebb current direction. The asymmetry of the ridge, with steeper slopes of the eastern side, is indicative of sediment transport in SE direction. Sediment transport is possibly occurring toward NE on the outer parts of the bank on the eastern side.

### Table 1: Mean morphological parameters for dune profiles extracted from the November 2017 bathymetric dataset.

<table>
<thead>
<tr>
<th>Class</th>
<th>$a_{\text{mean}}$</th>
<th>$a_{\text{max}}$</th>
<th>$\beta_{\text{mean}}$</th>
<th>$\beta_{\text{max}}$</th>
<th>$H/L$</th>
<th>$a/b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>4.3</td>
<td>11.5</td>
<td>12.6</td>
<td>27.0</td>
<td>0.05</td>
<td>3.1</td>
</tr>
<tr>
<td>TYP</td>
<td>5.3</td>
<td>12.9</td>
<td>13.5</td>
<td>27.8</td>
<td>0.07</td>
<td>2.3</td>
</tr>
<tr>
<td>MFS</td>
<td>2.8</td>
<td>12.8</td>
<td>14.6</td>
<td>30.0</td>
<td>0.04</td>
<td>5.4</td>
</tr>
<tr>
<td>WPC</td>
<td>2.4</td>
<td>9.1</td>
<td>13.1</td>
<td>30.0</td>
<td>0.04</td>
<td>4.0</td>
</tr>
<tr>
<td>MSL</td>
<td>4.8</td>
<td>10.9</td>
<td>6.6</td>
<td>15.1</td>
<td>0.04</td>
<td>1.7</td>
</tr>
</tbody>
</table>

2003 to November 2017 for the Southern extremity of the bank.

The configuration of the central area of the bank and the position of the primary dunes have been significantly evolving over the 2003-2017 period. Different dynamics were identified depending on the sectors of the bank. In the southern part of the bank, the orientation of the ridge is slightly changing with time, turning to North from 2003 to 2011 and going back to South thereafter. On the contrary, on the central area of the bank the ridge orientation is significantly changing. On the northern part of the bank, the ridge exhibits a stable orientation over time.

Tracking each dune from a DEM to another is not always feasible when the DEM are more than 1 year apart. When possible, migration distances have been computed using a profile along the main axis of the bank and crossing orthogonally the dunes. Migration distances are of decametric order (max. 54 m between 2011 and 2014). They vary from one dune to another and give different annual migration rates depending on the two DEM used within the series of datasets. For the ridge, the migration is toward SE but slower (max. 24 m between 2003 and 2010).

### 4.3 Monthly time scale migration

The migration of the crest lines of the central area of the bank between October and November 2017 has been investigated (fig. 3), with a range and resolution set to 10 m and 0.25 m respectively, showing a significant migration at the time scale of a
month. The dune crest line sections that are orthogonal to the ridge exhibit higher migration distances than the ridge itself, with the maximum migration distance up to 4.5 m and a weighted mean of 2 m for a same standard deviation of 0.5 m (mean value of the std for considered sections, table 2). Few migration distances were negative considering all the sections of orthogonal dunes, confirming that they are migrating toward SE. The dunes constituting the ridge are undergoing a deformation rather than actually migrating, since the weighted mean migration of the ridge line sections is low, close to the crest line picking error, and the percentage of negative values is higher.

Using the image correlation algorithm with the two 2017 DEMs, displacement ranges of several meters have been computed at the bank scale. On the central and northern area, migration distances are the highest, up to 7 m over the small dunes that are not connected to the ridge. On the southern part of the bank, around the extremity of the bank, migration is between 0 and 2 m, mainly oriented toward South. At the Northern extremity of the bank, beyond the 10 m isobath, a counter clock-wise motion is seen, going first to the North, then to the West and finally joining the general motion of the central area toward South-West. Migration distances close to zero on the western part of the bank are possibly an artefact due to the high degree of similarity of the small dunes in this area, which could prevent the algorithm from properly correlating objects. Altogether, a general motion of migration toward SW is observed. This global migration pattern could be seen as a recirculation pathway around the bank, the sediment being redistributed from the South of the bank to the North in a counter clockwise loop crossing the deeper parts of the eastern side of the bank.

5. CONCLUSION

This study focuses on the multiyear and monthly time scales, morphological evolution and dynamics of a submarine dune bank located in the Gulf of Morbihan, in a shallow area where the tidal currents are strong and unsteady. The bank exhibits a low migration rate and a steady volume, whereas the superimposed dunes are undergoing deformation and/or migration. The bank can be seen as a two-component system, featuring a ridge oriented along the bank, and a series of dunes that are orthogonal to the ridge. At the multiyear time scale, the orientation of the ridge is quite stable except for the central area of the bank, where it is quite variable, with the junction points between the ridge and the orthogonal dunes also changing rapidly. Migration distances for the orthogonal dunes are up to 54 m in three years, and display mean migrating distances of 2 m in one month, whereas the ridge is rather undergoing a deformation at monthly scale. The orthogonal dunes are migrating to the SW, in the direction of the ebb current which is dominant on the area. This migration direction is confirmed by results of an image correlation algorithm applied between October and November 2017. Furthermore, a recircu-
lation pattern over the bank can be inferred from the migration directions of the smaller bedforms. Sediment could be recirculated from the South point of the bank to its North extremity in a wide counter clock wise loop in the tidal channel east of the bank. This hypothesis could be investigated, as well as the longitudinal orientation of the ridge dunes in the central and southern part of the bank, using a local hydrodynamic model.
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ABSTRACT: Low- and high-resolution digital bathymetry models are freely available as interoperable gridded data layers and data products. The higher resolution data, together with increasing data analyses tools, give new impetus to a more uniform geomorphological mapping of wider marine areas. To test approaches in sandy shelf areas, a multi-scale analysis is performed on data from the Belgian part of the North Sea using the Bathymetric Position Index (BPI). A comparative study of the calculated surface area and the perimeter (or contour) of sandbank features is illustrated using measures of accuracy, complexity or detailedness.

Keywords: Bathymetric Position Index (BPI), marine geomorphology, resolution, sandbank features, scale factor.

1. INTRODUCTION

Rapid access to reliable and accurate data is vital in addressing threats to the marine environment (e.g., in relation to policy and legislation-oriented measures, understanding trends and rare events, forecasting future changes). European marine data projects such as Geo-Seas (FP7), EMODnet (DG MARE), SeaDataNet (FP7, Horizon 2020) are influential in standardizing and harmonizing marine datasets allowing subsequent use by scientific institutes, organisations and services, authorities, industry, universities and schools.

An abundance of bathymetric charts has been released in the last decade, comprising single beam and/or multibeam datasets at low to high resolution and combined over several sea basins. This evolution triggers the re-awakening and renewal of geomorphological mapping over wider areas, but also at higher resolution for dedicated applications (e.g., Marine Spatial Planning, Habitat Directive; or supporting industrial design). Still ‘no one size fits all approach’ exists and testing of most suitable parameterization is needed.

Determining geomorphological seabed features from bathymetric datasets is strongly dependent on the resolution and the scale factor of the bathymetry, as well as its data quality. A case study on sandbank features on the Belgian part of the North Sea (BPNS) has been worked out in a GIS environment using the Benthic Terrain Modeler (Lundblad et al., 2006).

A tidal wave of bathymetric data and charts

Under the impetus of Europe’s Integrated Maritime Policy, the European Marine Observation and Data Network (EMODnet) collects fragmented and scattered marine data. Harmonization and standardization allow use of the data by a wider community, creating new opportunities for research and innovation in ‘blue growth’. Data archives are managed by regional and national organisations, whilst the data products, interoperable and quality-controlled, are managed centrally (e.g., www.emodnet.eu).

The gateway to bathymetry data is EMODnet Bathymetry (http://www.emodnet-bathymetry.eu), bringing together hydrographic surveys and other professionals in bathymetric data collection, processing and management. The main data product, the
Digital Terrain Model (DTM) or Digital Elevation Model (DEM), is based on three types of bathymetric data sources: 1. High-resolution bathymetric data from single and multibeam echo sounding, combined with historic leadline soundings where needed; 2. Grided bathymetry datasets, provided by Hydrographic Offices producing and maintaining nautical charts following international procedures; 3. GEBCO Digital Bathymetry as the minimum resolution (1/2 arc minutes interval grid), where data gaps still exist.

In October 2016 EMODnet Bathymetry released a major update of the European digital bathymetry model. The grid resolution of the DTM was increased from the 1/4 x 1/4 arc minutes of the February 2015 version to a grid with 1/8 x 1/8 arc minutes (± 230 by 230 meters) covering all European seas (e.g., Adriatic Sea, Aegean Sea, Baltic Sea, Barents Sea, Black Sea, Celtic Sea, Ionian Sea, Icelandic Sea, Levantine Sea, Mediterranean Sea, North Sea, Norwegian Sea). A new version is available for download since mid-September 2018, upgrading the grid resolution to 1/16 x 1/16 arc minutes (± 115 by 115 meters). Both digital bathymetry models are available via the viewing and downloading service of the EMODnet Bathymetry data portal (http://portal.emodnet-bathymetry.eu).

Apart from international initiatives, Hydrographic Services may still release higher resolution data and/or gridded datasets. For the BPNS, a first DTM, at a resolution of 80 m, was produced in 2006 based on data from the Maritime Services and Coast Agency, Flemish Hydrography, completed with data from the Hydrographic Office of the Netherlands and the United Kingdom. This grid was used for the mapping of sandbank features (Verfaillie et al., 2007; Verfaillie, 2008), as well as marine landscapes (Verfaillie et al., 2009). Recently, Flemish Hydrography made available a DTM at a grid resolution of 20 by 20 meters, combining single beam (2004-2010) and more recent multibeam (post 2010) echo sounding data (table 1), a high-resolution patchwork quilt.

### Table 1. Resolution of available digital bathymetry models.

<table>
<thead>
<tr>
<th>Name</th>
<th>Year</th>
<th>Resolution [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMODnet bathymetry</td>
<td>2016</td>
<td>230x230</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>115x115</td>
</tr>
<tr>
<td>Flemish Hydrography</td>
<td>2006</td>
<td>80x80</td>
</tr>
<tr>
<td></td>
<td>2016</td>
<td>20x20</td>
</tr>
</tbody>
</table>

Sandbank features off the Belgian part of the North Sea

The BPNS, with a coastline of approximate 65 km and an area covering 3454 km², is situated in the southern bight of the North Sea and is geomorphologically characterized by the presence of four sandbank systems, several swales and many sand waves and (mega)ripples formed by the interaction between water movement, i.e. local tidal and wind-driven currents, sediment transport and seabed nature. The overall water depth reaches from 0 to 40 meters LAT (Lowest Astronomical Tide).

A series of NE-SW trending linear sandbanks are developed in the BPNS, commonly asymmetric in cross-section and kinked in their plan view, but rather stable in position (Van Cauwenbergh, 1971). With a height up to 20 meters and display angles of 0 to 20 degrees relative to the main axis (Kenyon et al. 1981), these long ridges of tens of kilometres in length are often overlain by superimposed NW-SE trending sand waves and (mega)ripples with spatially-variable asymmetric patterns. Their height and wavelengths are typically 4 to 8 meters, and 200 meters respectively. Their migration changes over relatively short time intervals (Trentesaux, 1993; Houthuys et al., 1994; Lanckneus et al., 1994; Terseleer et al., this volume), but is typically in the order of 20 meters (Lanckneus et al. 2001).

Four systems with elongated sandbanks are distinguished: the Coastal Banks near-shore, the Flemish Banks located in the southwest, the Zeeland Banks in the northeast and the Hinder Banks offshore (figure 1). The Coastal and Zeeland Banks are quasi parallel to the coastline, while the Flemish
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and Hinder Banks have a rather oblique position.

Figure 1. Simplified representation of the sandbanks on the Belgian part of the North Sea, based on the main contour lines. Small-scale sandbanks are missing.

2 BENTHIC TERRAIN MODELER

The Bathymetric Position Index (BPI) (Lundblad et al., 2006), part of the Benthic Terrain Modeler (BTM) toolbox in ArcGIS, is a marine modification of the Topographic Position Index (TPI) algorithm developed by Weiss (2001), and was initially used to classify the terrain on land. It allows metric calculations where a georeferenced location with a defined elevation is relative to the overall surrounding landscape, the second order derivative of the surface from an input single or multibeam bathymetric dataset. The algorithm compares each cell’s elevation to the mean elevation of the surrounding cells within a user defined inner and outer radius of a rectangle, annulus (donut shape) or circle. Using negative bathymetry data, a cell lower than its neighbouring cells gets a negative BPI (valleys), a cell higher than its neighbouring cells a positive BPI (ridges). This results in a map with geomorphological features like crests (+BPI), depressions (-BPI), constant slopes and flat areas (zero BPI). Distinction between flats and slopes, the first order derivatives, is based on a user-defined threshold. For the BPNS this is 0.65 degrees, a value equal to the mean slope value of the slope map multiplied by 0.6 standard deviation (Burrough & McDonnell, 1999; slope classification from Burrough & McDonnell, 1999). A broad-scale BPI (B-BPI) is used to determine the large geomorphology structures, a fine-scale BPI (F-BPI) for the smaller features (figure 2). For the standardization of the raw BPI, both B-BPI and F-BPI are needed. The bathymetric data tend to be spatially autocorrelated (i.e. locations that are closer together are more related than locations that are farther apart), allowing classifications against a defined dictionary of fine- and broad-scale BPI values, slopes and depths on almost any scale (Weiss, 2001).

Verfaillie et al. (2007) applied the BPI on datasets of the Belgian and Netherlands part of the North Sea (NPNS). A scale factor of ±1600, an outer radius of 20 meters multiplied by the grid resolution of 80 meters, for the B-BPI and a scale factor of ±240 for the F-BPI, outer radius of 3 meters, was found most appropriate for the sandbank features on the BPNS and NPNS (Verfaillie et al., 2007). Comparative scale factors are now used for the EMODnet bathymetry datasets with a resolution of 230 by 230 meters and 115 by 115 meters, as well as for the Flemish Hydrography data grid with a resolution 20 by 20 meters. Also, other scale factors (table 2) were tested for the latter high-resolution bathymetry. Results were filtered with a minimum surface of 1 km² (1 000 000 m²) to distinguish the sandbank crests from

Figure 2. Top: a broad-scale BPI (B-BPI) is used to determine the large-scale geomorphological structures. Bottom: a fine-scale BPI (F-BPI) represents the smaller features.
the smaller remaining features (e.g., sand waves and other small crests). Depressions, slopes and flats have not yet been charged. On the 80 by 80 meters resolution map of Verfaillie et al. (2007), based on only single beam echo sounding data, a threshold of 300 000 m² was used.

3 RESULTS

Analysis of the 230 by 230 meters resolution dataset of the BCS, resulted in extra ridges in front of the Bergues Bank, Fairy Bank, Leopold Bank, Smal Bank, the northernmost bank and the bank north of the Fairy Bank, creating an extension of the sandbanks. The surface area in km² and perimeter (contour) in km, without those low-resolution additions, are listed in table 3. Even though the resolution gets a dozen times better in the 20 by 20 meters resolution, several sandbanks remain having a constant surface area (+/- 15 %). This is the case for the Bergues Bank, Bligh Bank, Buiten Ratel, Fairy Bank, Hinder Banks (Noord-, Oost- and Westhinder) and Oostdyck. A 15 to 60 % increase of the perimeter was instead calculated. For all other sandbanks, the surface area decreased drastically with better resolution. High contours are representative in the highest resolution for the Broers Bank (+98.4 %), Kwinte Bank (+65.2 %), Leopold Bank (+89.6 %), Middelkerke Bank (+36.9 %), Smal Bank (+69.6 %) Stroom Bank (+10.4 %), Thornton Bank (+135.8 %), the intermediate bank between the Buiten Ratel and Oostdyck (+34.2 %), the bank north of the Fairy Bank (+262.9 %), the northernmost bank (+136.0 %) and the bank north of the Fairy Bank (+262.9 %), while lower contours are consistent for the nearshore banks, Nieuwpoort Bank (-9.8 %) and the intermediate sandbank between the Nieuwpoort and Wenduine Bank (-28.8 %). The coastal banks, Oostende Bank and Wenduine Bank, only occur from the analysis on the lowest resolution (230 by 230 meters), similar to the appearance of the extensional ridges as described above. The Akkaert Bank and Goote Bank are topographically expressed as sandbanks. However, they disappear or shred in two or three with higher resolutions (115 by 115 meters and 20 by 20 meters).

4 DISCUSSION

A fitted scale factor of 1600 for the B-BPI and 240 for the F-BPI, as proposed by Verfaillie et al. (2007) for the BPNS, was adopted. With decreasing scale factors on the same resolution of 20 by 20 meters (B-BPI: 1600-1200-800-120; F-BPI: 240-180-120-60), the surface area and perimeter of the sandbank features minimized, until some of them disappeared by the BPI algorithm. Sandbanks were thinning out, fell apart in multiple parts and faded or disappeared when using lower scale factors.

The sandbank features created by Verfaillie et al. (2007), based only on single beam bathymetry data at the time, proved to be not usable for comparing the surface area and perimeter in the multi-scale analysis. Although, the 80 meters resolution is much higher than the 230 by 230 meters or 115 by 115 meters bathymetry available via EMODnet, the fact that the latter also comprises multibeam overrules the importance of the resolution.

The sandbank extensions of Bergues Bank, Fairy Bank, Leopold Bank, Smal...
Bank, the northernmost bank and the bank north of the Fairy Bank created in the lowest resolution analysis (230 by 230 meters), needed to be removed to make a correct comparison with the sandbanks at other resolutions (115 by 115 and 20 by 20 meters).

The results confirm that the surface area of the sandbank crests decrease with higher resolutions (or lower scale factors). The complexity or detailedness is reflected in the contours. With constant surface area, the higher the perimeter, the more complex the sandbank will be delineated. As such sandbank protrusion (large sand waves and small crests) will become more visible, being indicative for the varying tide-topography interaction (e.g., Bligh Bank, Buiten Ratel, Hinder Banks (Noord-, Oost- and Westhinder) and Oostdyck). And vice versa, the lower the perimeter, the less detailed and complex the sandbank will appear. (e.g., Nieuwpoort Bank and the intermediate sandbank between the Nieuwpoort and 8. Wenduine Bank).

Some other coastal sandbanks, the Oostende Bank and Wenduine Bank, degraded with higher resolution from sandbanks to smaller and scattered sand crests, resulting in their disappearance on the 115 by 115 meters and 20 by 20 meters resolution map. The same applies for the reduction of the Akkaert Bank and Goote Bank, and the additional ridges of some sandbanks. This highlights the importance of resolving sandbanks on low-resolution datasets (e.g., 230 by 230 meters), and combine the results with a higher resolution analysis of small sand crests (e.g., 20 by 20 meters).

5 CONCLUSION

- Sandbank features off the BPNS are delineated with a fitted scale factor of 1600 B-BPI and 240 F-BPI.
- Multi-scale analyses are still needed, since the resolution will determine how a sandbank is delineated: continuous or as a grouping of multiple consecutive smaller crests.
- The perimeter (contour) can be a measure of accuracy, complexity or detailedness giving insight into varying tide-topography interactions.
- Since the delineations are dependent on the resolution and data quality upfront (e.g., single beam, multi-beam), BPI outcomes may become obsolete with future improvements of available datasets.
- The revisited BPI analysis assists in the creation of a new geomorphological map for the southern bight of the North Sea. It is envisioned to further incorporate the two-part classification system for seabed geomorphology of Dove et al. (2016).
- For the BPNS, smaller-scale bedforms and their dimensions will be included as well. Other topographical highs or lows will be incorporated, together with their origin, where possible.
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### Table 3. Surface area and perimeter (contour) of BPNS sand banks (crest only) delineated on the basis of datasets with a resolution of 230 meters, 115 meters, 20 meters and B-BPI = ± 1600, F-BPI = ± 240.

<table>
<thead>
<tr>
<th>Name</th>
<th>Area [km²] 230x230</th>
<th>Contour [km] 230x230</th>
<th>Area [km²] 115x115</th>
<th>Contour [km] 115x115</th>
<th>Area [km²] 20x20</th>
<th>Contour [km] 20x20</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COASTAL BANKS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broers Bank</td>
<td>7.98</td>
<td>17.09</td>
<td>2.25</td>
<td>71.8%</td>
<td>2.87</td>
<td>-64.1%</td>
</tr>
<tr>
<td>Nieuwpoort Bank</td>
<td>9.12</td>
<td>29.28</td>
<td>5.47</td>
<td>-40.0%</td>
<td>5.66</td>
<td>-38.0%</td>
</tr>
<tr>
<td>Nieuwpoort-Wenduine Bank</td>
<td>4.20</td>
<td>17.59</td>
<td>1.37</td>
<td>-67.3%</td>
<td>1.78</td>
<td>-57.6%</td>
</tr>
<tr>
<td>Smal Bank</td>
<td>9.71</td>
<td>24.92</td>
<td>5.09</td>
<td>-47.6%</td>
<td>6.48</td>
<td>-33.3%</td>
</tr>
<tr>
<td>Stroom Bank</td>
<td>8.13</td>
<td>27.88</td>
<td>4.17</td>
<td>-48.7%</td>
<td>4.16</td>
<td>-48.8%</td>
</tr>
<tr>
<td>Wenduine Bank</td>
<td>2.85</td>
<td>16.83</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
</tr>
<tr>
<td><strong>FLEMISH BANKS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bergues Bank</td>
<td>5.25</td>
<td>14.81</td>
<td>3.82</td>
<td>-27.4%</td>
<td>4.59</td>
<td>-12.7%</td>
</tr>
<tr>
<td>Buiten Ratel</td>
<td>26.84</td>
<td>42.75</td>
<td>22.37</td>
<td>-16.7%</td>
<td>25.27</td>
<td>-5.9%</td>
</tr>
<tr>
<td>Kwinte Bank</td>
<td>23.99</td>
<td>73.00</td>
<td>14.46</td>
<td>-39.7%</td>
<td>19.79</td>
<td>-17.5%</td>
</tr>
<tr>
<td>Middelkerke Bank</td>
<td>10.87</td>
<td>29.96</td>
<td>6.47</td>
<td>-40.5%</td>
<td>8.20</td>
<td>-24.6%</td>
</tr>
<tr>
<td>Oostdyck</td>
<td>31.02</td>
<td>65.57</td>
<td>24.19</td>
<td>-22.0%</td>
<td>27.72</td>
<td>-10.6%</td>
</tr>
<tr>
<td>Oostdyck-Buiten Ratel</td>
<td>6.64</td>
<td>18.37</td>
<td>4.18</td>
<td>-37.0%</td>
<td>5.21</td>
<td>-21.6%</td>
</tr>
<tr>
<td>Oostende Bank</td>
<td>8.79</td>
<td>41.33</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
</tr>
<tr>
<td>Smal-Kwinte-Middelkerke Bank</td>
<td>3.74</td>
<td>12.94</td>
<td>2.35</td>
<td>-37.2%</td>
<td>10.24</td>
<td>-20.8%</td>
</tr>
<tr>
<td><strong>HINDER BANKS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bligh Bank</td>
<td>18.80</td>
<td>59.09</td>
<td>12.64</td>
<td>-32.8%</td>
<td>21.25</td>
<td>13.0%</td>
</tr>
<tr>
<td>Fairy Bank</td>
<td>20.05</td>
<td>51.06</td>
<td>16.20</td>
<td>-19.2%</td>
<td>17.88</td>
<td>-10.8%</td>
</tr>
<tr>
<td>Noordhinder</td>
<td>32.35</td>
<td>94.81</td>
<td>22.78</td>
<td>-29.6%</td>
<td>31.67</td>
<td>-2.1%</td>
</tr>
<tr>
<td>Oosthinder</td>
<td>31.18</td>
<td>89.98</td>
<td>21.31</td>
<td>-31.7%</td>
<td>32.35</td>
<td>3.7%</td>
</tr>
<tr>
<td>Westhinder</td>
<td>27.64</td>
<td>62.05</td>
<td>23.66</td>
<td>-14.4%</td>
<td>28.67</td>
<td>3.7%</td>
</tr>
<tr>
<td>bank north of the Fairy Bank</td>
<td>7.88</td>
<td>19.23</td>
<td>5.79</td>
<td>-26.5%</td>
<td>6.07</td>
<td>-22.9%</td>
</tr>
<tr>
<td>northernmost bank</td>
<td>11.79</td>
<td>31.50</td>
<td>6.87</td>
<td>-41.7%</td>
<td>6.26</td>
<td>-46.9%</td>
</tr>
<tr>
<td><strong>ZEELAND BANKS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akkaert Bank</td>
<td>19.91</td>
<td>69.37</td>
<td>7.06</td>
<td>-64.6%</td>
<td>9.47</td>
<td>-52.4%</td>
</tr>
<tr>
<td>Goote Bank</td>
<td>10.91</td>
<td>39.31</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
</tr>
<tr>
<td>Leopold Bank</td>
<td>10.29</td>
<td>31.75</td>
<td>5.78</td>
<td>-43.8%</td>
<td>7.92</td>
<td>-23.1%</td>
</tr>
<tr>
<td>Thornton Bank</td>
<td>25.13</td>
<td>55.96</td>
<td>17.44</td>
<td>-30.6%</td>
<td>26.40</td>
<td>11.5%</td>
</tr>
</tbody>
</table>
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ABSTRACT: Intertidal areas in estuaries are highly dynamic and ecologically important. Here we present a novel method for automated recognition of saltmarsh, pioneer vegetation, megaripples and plane bed from aerial photographs and bathymetry. Results are compared with manual classification. The two methods agree for about 73% of the whole area, and 95% for (partly) vegetated areas. The distinction between the bare bar surface classes is more difficult and often vague due to the existence of gradients and temporal transitions. The distinction between (nearly) plane sand bed and megaripples does not improve much with the use of slope and slope variation calculated from bathymetry, but further improvements may be possible with data derived from stereo photography. Nevertheless, the high degree of agreement shows that the automated method is highly promising for application to large systems such as the Wadden Sea.

1 INTRODUCTION

Intertidal areas in estuaries are ecologically valuable, but their dynamics are poorly understood because they are determined by complex interactions between:

- shallow flow over tidal bars with large bedforms,
- sand-mud sedimentation with macrobenthic bioturbation effects,
- disposed sediment advection following fairway maintenance, and
- saltmarsh.

The most striking characteristic is the spatiotemporal variation in surface properties in close proximity. While saltmarsh has been studied extensively, understanding of the tidal flats is limited because these large areas are difficult to access for fieldwork and difficult to model numerically because of the shallow flows and continuous drying and wetting.

The intertidal surface area in the Western Scheldt is protected by law (e.g. Natura 2000), but it is under threat of reduction. Since large-scale fairway dredging has been conducted, the channels deepened and the bars accreted, so that bar margins steepened and the intertidal area has reduced, which is mitigated by shoal margin disposal strategies. To gain system behaviour understanding and monitor these important areas, Rijkswaterstaat developed a manual methodology of biogeomorphology with protocols for mapping from aerial photography and fieldwork for the entire system (Bouma et al. 2005). An automated method would be beneficial for efficient and objective application to other tidal systems, including the much larger Wadden Sea.

Our objectives are 1) to explore whether a semi-automated classification using Object-Based Image Analysis (OBIA, Addink et al. 2012) and a ruleset produces similar maps as the manual classification, and 2) to study spatial extent and temporal change of megaripples and flats.
2 METHOD AND RESULTS

After extensive testing the following novel method was developed (Douma et al. 2018). Tiles of merged false-colour aerial photographs were segmented to yield a few tens of thousands of objects with a minimum degree of spectral heterogeneity. We developed a ruleset in eCognition to classify the objects into seven classes (Figure 1). Main steps are illustrated in Figure 2. Vegetated surfaces were recognised through a ratio between near-infrared and red reflection: the Normalised Difference Vegetation Index. The bare surface was further classified on the basis of brightness, object shape and context (neighbouring objects). For present conditions and the entire system the total computation time is 24 hours.

The automated classification based on the ruleset produces a similar map as the visual method. The total surface areas of the classes are fairly similar (Figures 3,4,5). For saltmarsh areas including partially covered areas the agreement is about 95%, where differences arise due to objectified thresholds for partial cover and the detail in the boundaries in the automated method. However, the total area of perfect agreement between the manual and automatically produced maps is about 73%.

Most of the disagreement between the maps occurs in the bare surface classes that were difficult to distinguish. We tested whether the use of bed slope and variation thereof calculated from bathymetry improved the classification of the bare surfaces (Figure 6). However, this added megaripple area corresponding on both maps, but also added low-energy and high-energy plane shoal areas to the megaripple class in disagreement with the manually drawn map. Visual inspection shows that the boundaries between sand flat and megaripples are sometimes poorly recognised in the automated method.

Map inspection and field site visits show that all three possible transitions between megaripples, high-energy plane bed and low-energy plane bed occur. The nature of the transitions varies. In some cases there appear to be relic megaripple fields, sometimes covered by mud (consisting of clay and silt). Another frequently occurring transition occurs due to the migration of a sand body, covered in megaripples, onto a low-energy tidal flat. Clearly, further study of spatiotemporal transitions on intertidal flats are needed.

3 CONCLUSIONS

Object-Based Image Analysis of aerial photographs of intertidal areas allows fast automated mapping of biogeomorphology that corresponds well with visual interpretations for about three quarters of the surface. While two-dimensional bedforms are fairly well detectable by automated methods on bathymetries, the recognition of three-dimensional megaripple fields in complex intertidal areas remains challenging. Spatial and temporal transitions have various causes and natures that need to be unravelled, and that are reflected by differences between visual and automated mapping.
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Figure 1. Biogeomorphology classes with map legend.

Figure 2. Main steps in the classification: (stretched) aerial photograph; vegetation, megaripples (includes height information), bare surface classes.

Figure 3. Maps of the Western Scheldt (Netherlands) classified automatically (top) and manually (bottom).
Figure 4. Total area per class in 2016 for the manual (yellow) and automatic (blue) classification including elevation data.

Figure 5. Development of surface area. Straight lines with points at 2010 and 2016 are from the automatic classifications presented here.
Figure 6. Classification of bare surface on the basis of bed elevation data (top left, in cm+NAP, 2 m horizontal resolution), bed slope (top right, in degrees), and aerial photograph (stretched image middle left). Width of the image is about 300 m. Classification by visual interpretation (bottom left), automated image segmentation alone (middle right) and by inclusion of bed slope and bed slope variation in the automated method (bottom right).
INTRODUCTION

Coastal seas are often characterized by the presence of a large variety of rhythmic bed forms with different spatial and temporal scales (Van Dijk et al., 2008). One type of these bed forms are tidal sand waves, which have wavelengths of 100-1000 m, heights of 1-10 m and migration rates of up to 10 m/year (McCave, 1971).

Because of their dynamic behaviour, variations in the characteristics of sand waves (e.g. crest height, trough depth, migration rate) pose a hazard to offshore activities, for example by uncovering originally buried cables and pipelines, by changing the depth of navigation channels and scouring offshore platforms (Németh et al., 2003). Therefore, increasing knowledge of the dynamics of sand waves could lower costs related to these offshore activities, e.g. by optimizing burial depths of cables and pipelines.

Currently, when planning the burial of cables and pipelines, predictions of sea bed evolution are used that result from extrapolation of historical trends. As this method has large uncertainties, alternative predictions are needed. Process-based models are suitable tools for such a purpose, as they contain the physical processes driving tidal sand wave evolution.

Various modelling studies have been conducted over the past and these can be divided into linear and non-linear models. The first models used linear stability analysis to study the initial formation of tidal sand waves (see Besio et al. 2008 for an overview). In these studies it was shown that the interaction of the oscillating tidal flow with a small amplitude wavy bottom results in residual circulation cells in the vertical plane. Because of the higher instantaneous velocity up the crest and the non-linear relation between sand transport and velocity, the sand transport is always higher up the crest than down. This results in a net convergence...
of sand at the crest when averaged over a tidal cycle. This growth process is counteracted by the divergence of slope-induced transport. Borsje et al. (2013) used a complex numerical model (Delft3D) to investigate the initial formation. However, linear stability analysis is only valid for sand waves with small amplitudes.

Non-linear effects cause the growth rate to slow down and need to be included in order to study long-term evolution of tidal sand waves. Idealized non-linear models, such as the one presented by Campmans et al. (2018 and references therein), showed promising results, but sand wave amplitudes tended to grow larger than observed. Van Gerwen et al. (2018) analysed the model of Borsje et al. (2013) for longer timescales and sand waves were able to grow from an initial perturbation to an equilibrium height. However, the only initial states considered in these studies were sinusoidal sand waves with small amplitudes. In order to simulate the evolution of observed sand waves, sand waves with a finite height should be used as initial state.

The aim of this study is to develop a new numerical model based on the modelling system Delft3D that is able to simulate the past evolution of observed tidal sand waves, i.e. a hindcast study. In particular, the effect of imposing different types of boundary conditions on sand wave evolution is investigated. To this end, simulations are conducted for a period of ten years, whereby an observed sand wave field is used as an initial bathymetry. The simulated bed level after ten years is compared with observations. Comparison between model results and observations includes sand wave height, wavelength, shape and migration rate.

2 MATERIAL AND METHODS

Study area

The study area consists of a 45.5 km transect located between two measuring buoys (WS170 and WS140) in the North Sea (Fugro, 2018a and b). The first buoy is located in the area of the future wind park Hollandse Kust Zuid (HKZ) and the second in Hollandse Kust Noord (HKN), as shown in Figure 1. In this area, bathymetrical surveys were performed by the Netherlands Hydrographic Office of the Royal Netherlands Navy (2017).

Model description
The formation of sand waves is modelled using the numerical shallow water model Delft3D-FLOW (Lesser et al., 2004). It consists of a horizontal momentum equation, a continuity equation, a bed load and suspended load transport equation and a sediment continuity equation. The model equations are solved by applying sigma layering in the vertical direction. In this study, the model is run in the 2DV mode, i.e. considering flow and variation in the x- and z-direction only, while assuming zero flow and uniformity in the y-direction. This is valid as the crests and the migration are oriented perpendicular to the direction of the principal tidal current. The x-coordinate is defined as distance from boundary point WS170 in the HKZ area. For turbulence closure the k − ε model is chosen.

In order to study the evolution of observed sand waves, bathymetric data as measured in 2000 (Netherlands Hydrographic Office, 2017) along the transect in Figure 1 were used as initial bed level. To minimize boundary effects, only the sand waves in the middle 5 km of the domain were retained (Fig. 2).

The tidal flow was forced with a three-month time series of water level and depth-averaged velocity measured by the two buoys (Fugro, 2018a and b). A snapshot of this data as measured in HKZ (WS170) is shown in Figure 3, with depth-averaged velocity $U$ in blue and the water level $\zeta$ in red.

These time series were imposed in four different ways: (1) $U(t)$ and $\zeta(t)$ combined into two Riemann invariants $R(t)$ at both boundaries; (2) $U(t)$ at the Southern boundary ($x = 0$) and $\zeta(t)$ at the Northern boundary ($x = L_x$); (3) a water level time series $\zeta(t)$ at both boundaries and (4) a Riemann invariant $R(t)$ at $x = 0$ (S) and $\zeta(t)$ at $x = L_x$ (N). The Riemann invariants, which are constant along the characteristic curves of the system of equations, are implemented by combining water level and velocity timeseries as follows (Deltares, 2013):

$$R(t) = U(t) + \zeta(t) \sqrt{\frac{g}{d(t)}}. \quad (1)$$

The median sand grain size $d_{50}$ was set to 0.25 mm (Fugro, 2016). The bed slope factor $\alpha_{bs}$ is a correction parameter and is included to account for the fact that sand is transported more easily downhill than uphill. The value of $\alpha_{bs}$ was set to 3, which corresponds to an angle of repose of sand of $19^\circ$. The Chézy roughness $C$ was set to $75 \text{ m}^{1/2} \text{ s}^{-1}$ after Van Gerwen et al. (2018).

The horizontal grid spacing varies from $\Delta x = 1500$ m at the boundaries to $\Delta x = 10$ m in the area of the sand waves (Fig. 2). In the vertical direction, the domain is divided into 50 σ-layers in such a way that the vertical resolution is highest near the bed and decreases towards the surface. To speed up the computation time, a morphological acceleration factor (MF) of 100 was intro-
Figure 3. Snapshot of time series of depth-averaged velocity $U$ (blue) and water level $\zeta$ (red) over time (Fugro, 2018a), measured at HKZ (WS170).

The hydrodynamic time step was set to $\Delta t = 6$ s. The hydrodynamic runtime was 10 years in order to compare the output with the bathymetry data of 2010. An overview of the main model parameters and their values is provided in Table 1.

### Table 1: Model parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal domain length</td>
<td>$L_x$</td>
<td>45.5 km</td>
</tr>
<tr>
<td>Chézy roughness</td>
<td>$c$</td>
<td>75 m$^{1/2}$ s$^{-1}$</td>
</tr>
<tr>
<td>Median sand grain size</td>
<td>$d_{50}$</td>
<td>0.25 mm</td>
</tr>
<tr>
<td>Bed slope parameter</td>
<td>$\alpha_{hs}$</td>
<td>3</td>
</tr>
<tr>
<td>Hydrodynamic time step</td>
<td>$\Delta t$</td>
<td>6 s</td>
</tr>
<tr>
<td>Horizontal grid spacing</td>
<td>$\Delta x$</td>
<td>10-1500 m</td>
</tr>
<tr>
<td>No of sigma layers</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>Morphological acceleration factor</td>
<td>MF</td>
<td>100</td>
</tr>
</tbody>
</table>

3 RESULTS AND DISCUSSION

From Figure 4, which shows the observed bed levels in 2000 and 2010 (black and blue lines, respectively), it appears that sand waves migrate in the positive $x$-direction, at rates ranging between 0.5 m/year and 2 m/year. Two sand waves have not migrated in this period (indicated by black arrows in Figure 3), but they underwent changes in their shape. Most of the sand waves retained their trough depth over the period 2000-2010, but their crest height decreased in some locations and increased in others.

Figure 5 shows the simulated bed levels $z_b$ for different cases of boundary conditions (a), as well as bed level differences $\Delta z_b$ with respect to observations of the bed level in 2010 (b). From this figure, it turns out that simulated bed levels are rather sensitive to the type of boundary conditions imposed. Best agreement between model results and observations is obtained in the case of using a time series of Riemann invariants $R(t)$ at both boundaries (Case 1 in Table 2) and in case of using $R(t)$ at the Southern boundary and $\zeta(t)$ at the Northern boundary (Case 4). In these cases, the simulated sand crest heights and trough depths agree well with observations, although the model over (under)-predicts crest height at some locations. The simulated sand wave field migrates in the same directions as the observed field. In the other cases (Cases 2 and 3), the simulated sand wave field migrates in the opposite direction compared to observations, and its shape is considerably different from the one observed, particularly in Case 3. The achievement of best model performance in Cases 1 and 4 is also

Figure 4. Observed bed level of 2000 and the observed bed level of 2010. Figure is a zoom-in of the transect.
Figure 5. (a) Bed level $z_b$ measured in 2000 and 2010 (dashed and solid black lines, respectively) over $x$, and simulated $z_b$ for the different types of boundary conditions: 1. two Riemann invariants $R(t)$ (blue); 2. depth-averaged velocity $U(t)$ and water level $\zeta(t)$ (magenta); 3. two water level time series $\zeta(t)$ (green); 4. Riemann invariants $R(t)$ and water level $\zeta(t)$ (red). (b) Difference between modelled and measured bed level $\Delta z_b$ for different sets of boundary conditions. The right y-axis corresponds to bed level as measured in 2010 ($z_{b,2010}$) (black dotted line).

confirmed by the smallest root-mean-square-error (RMSE), compared with other cases (Table 2).

Sand wave migration is caused by differences in ebb- and flood velocity and/or duration (Besio et al. 2008). These differences can arise from the presence of a residual current ($M_0$) or the phase difference between the principal tidal component $M_2$ and its first overtide $M_4$. The results in Figure 5 demonstrate that the type of boundary conditions imposed significantly affects the migration rate. This is surprising, as these boundary conditions are based on the same time series, meaning that residual currents and the phase difference between $M_2$ and $M_4$ should be the same. Apparently, different types of boundary conditions translate into different residual velocity fields and can therefore result in opposing migration directions.

<table>
<thead>
<tr>
<th>Boundary conditions</th>
<th>RMSE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 S: $R(t)$ and N: $R(t)$</td>
<td>0.15</td>
</tr>
<tr>
<td>2 S: $U(t)$ and N: $\zeta(t)$</td>
<td>0.48</td>
</tr>
<tr>
<td>3 S: $\zeta(t)$ and N: $\zeta(t)$</td>
<td>0.46</td>
</tr>
<tr>
<td>4 S: $R(t)$ and N: $\zeta(t)$</td>
<td>0.14</td>
</tr>
</tbody>
</table>

There are several model limitations. Firstly, one horizontal dimension is neglected, while sand waves are in fact a 3D phenomenon (see for example Figure 1). Also, a morphological acceleration factor is introduced, which is convenient for the computation time, but can cause errors. Thirdly, the effects of wind driven currents and waves are neglected (Campmans et al. 2018). Furthermore, the median grain size is assumed to be constant throughout the whole domain, while measurements by Fugro (2016) and surveys elsewhere in the North Sea (see e.g. Van Oyen and Blondeaux (2009) and references therein) indicate that sorting patterns
occur along sand waves. Including these sorting patterns might affect the magnitude and direction of sand transport. Finally, this model was only tested for one location and it is a topic of future research to apply it to other places in the North Sea.

4 CONCLUSIONS

The model results are rather sensitive to the type of boundary conditions imposed; especially the migration rate is affected by changing the boundary conditions. The best agreement between the observed and simulated bathymetry results from a combination of a time series of Riemann invariants and of water levels. Using the latter, the model is able to mimic the evolution of mature sand waves in the HKZ-HKN area in the North Sea and can therefore provide a valuable tool in the planning of cable burial depths provided that velocity and/or water level measurements are available.
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INTRODUCTION

The Weser is a 452 km long river which flows in northwestern Germany and discharges into the German Bight, southern North Sea (Fig. 1). The lower reach of the river is tidally-influenced over 130 km from the river mouth until the tidal weir in Bremen. The fresh water discharge at gauge station Intschede ranges from 120 to 1,200 m³/s with an annual average of 320 m³/s. The mean tidal range of 3.76 m in Bremerhaven classifies the Weser Estuary as mesotidal. The riverbed is mainly covered by medium to coarse sand with an exception of a muddy stretch between river kilometers 50 and 65. The morphology of the sandy reaches is dominated by dunes with lengths of up to 100 m and heights of around 2 m.

The estuary is an important waterway connecting the ports of Bremen and Bremerhaven to the North Sea. To guarantee access for the large number of ships sailing through the Weser Estuary, the navigational channel has been repeatedly shifted and deepened over the last 100 years (Garrelts et al., 1973). Its depth is periodically monitored by the responsible authorities and maintained by dredging when required. A large part of the annual dredging costs is expended for removing individual dune crests by water-injection dredging.

ABSTRACT: The dynamics of primary dunes in the Lower Weser Estuary have been studied for over 40 years due to their importance for sediment transport and the safety of navigation. In this work, a dataset of monthly bathymetric surveys over a period of 10 years is analyzed to investigate the relations between hydrological parameters and corresponding dune morphodynamics. Dune heights show a negative correlation with freshwater discharge whereas dune lengths exhibit a positive correlation. The tidal range inversely correlates to dune height and length. The dune migration celerity increases with increasing discharge and is independent of tidal range across temporal scales from individual discharge events to decadal trends.
and are the main constituents of hydraulic roughness. Therefore, they are of high importance for the understanding and modeling of estuarine hydrodynamics, transport and morphological evolution.

Bedforms in estuaries are influenced by fresh water discharge as well as tidal forcing. Nasner (1974) and Allen (1976) investigated relations and time-lags between discharge and dune geometry and migration in the Lower Weser, but the contribution of tidal flow has received little attention.

This study analyzes the state and variability of bedform parameters based on monthly measurements of high-resolution bathymetry, upstream freshwater discharge, and tidal characteristics to improve the understanding of bedform related roughness and the performance of hydro-numerical models of estuarine scale.

2 DATA AND METHODS

2.1 Bathymetry data

Bathymetric surveys in the Lower Weser are carried out by the waterway and shipping administration (WSV) on a monthly basis to guarantee safe navigation. Bathymetry data from multibeam echosounder surveys with RTK-DGPS positioning were made available by Waterways and Shipping Agency (WSA) Bremerhaven, for the reach between river kilometer 40 and 120, for the period between January 2008 and December 2017. The preprocessed data was provided as xyz ASCII. The overall reach was divided into twenty sections of 2.4-4.6 km length. Surveys were repeated for individual sections. The ASCII data were gridded to obtain digital elevation models (DEMs) with a resolution of 2x2 m in GMT (Generic Mapping Tools) compatible NetCDF format.

2.2 Extraction of transects

The federal waterway (Bundeswasserstraße) in the Lower Weser marks the centerline of the navigational channel. For a 2D analysis of dune geometries, three profiles were extracted from the DEMs: One following the centerline and two at a lateral distance of ±50 m from the centerline.

2.3 Dune dimensions and celerity

To separate different bedform regimes (small dunes, large dunes and bars), the extracted transects were bandpass filtered with a passband of 250 to 10 m. Dune dimensions were then extracted from the individual transects by picking local crests and troughs as peaks with a minimum along-profile distance of 10 m and a minimum prominence of 10% of the overall profile elevation range. Mean and standard deviation for dune height and length were calculated (Fig. 2a,b,d,e).

The average migration celerity was determined for the entire section by cross-correlation of successive profiles (Fig. 2c,f).

2.4 Hydrological data

Time series of freshwater discharge were obtained from gauge station Intschede, 31 km upstream of the tidal weir. Time series of the tidal range were obtained from gauge stations along the estuary (Fig. 1).

3 PRELIMINARY RESULTS

A 10 km long test section in the area Strohauer Plate (Fig. 1) was evaluated over a period of 3 years. Dune heights, lengths and migration rates were compared to the hydrological parameters freshwater discharge and tidal range. Dune heights show a negative correlation with freshwater discharge (Fig. 2a) whereas dune lengths exhibit a positive correlation (Fig. 2b). The tidal range measured at a gauge station in the middle of the transect exhibits a negative effect on both dune height and length (Fig. 2d,e). The dune migration celerity increases with increasing discharge (Fig. 2c) and is independent of tidal range (Fig. 2f).
4 CONCLUSIONS AND OUTLOOK

Dimensions and migration celerities of large bedforms in the Lower Weser Estuary have been shown to depend on river discharge and tidal range. While a general correlation can be shown, the short-term effect of individual discharge events, in combination with the concurrent tidal forcing and wind setup, remains to be investigated.
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Figure 2. Correlations of dune dimensions (height $H$ and length $L$) and celerity $c$ with hydrological parameters discharge $Q$ and tidal range $\Delta h$. 
1. INTRODUCTION

Jet flows are flows that emerge from an orifice into a standing water body and decelerate and expand due to the entrainment of ambient water. They can be considered as a basic model for clastic depositional processes independent of scale and environment, for example deltas (Bates, 1953), submarine fans (Beaubouef et al., 2003; Hoyal et al., 2003; Terlaky et al., 2016) and subaqueous ice-contact fans (Powell, 1990; Russell & Arnott, 2003; Winsemann et al., 2009). The evolution from inertia-driven jet flows into gravity-driven flows by rapid expansion and deceleration, thereby forming scours, mouth bars and trains of bedforms. Hydraulic jumps were absent in the flow transition. The geometries of the mouth bar and bedforms were primarily controlled by the initial densimetric Froude number. Further control was exerted by the bed slope, sediment supply and grain sizes. Gravity-controlled processes rapidly take-over the control on the morphodynamic evolution of the flow and are responsible for deposition on the lee side of the mouth bar and beyond.

2. METHODS

We conducted 3D tank experiments with submerged plane-wall jet flows in an experimental domain, which comprised an 8 m long and 5 m wide plate placed in a 10 m long, 7 m wide and 2 m deep glass-walled tank (Fig. 1A). The evolving flows and de-
posits were documented by photographs through the tank walls. Velocity (point ADV and profiler) and density (conductivity) probes enabled the collection of flow data during the experiments. After the experiments the tank was drained and the external and internal geometry of the deposits was measured.

The controlling parameters were systematically varied to test their impact on the flow dynamics and the resulting deposits. These controlling parameters include bed slope, sediment-grain size and the flow variables (discharge, density difference and pipe diameter) that define the initial densimetric Froude number. The tested experimental conditions were classified as follows: (i) non-aggrading jet flows on non-erodible beds, (ii) non-aggrading jet flows on erodible beds, and (iii) aggrading jet flows on erodible beds.

3. RESULTS

The initial inertia-driven jet flows evolved into gravity-driven density flows by rapid flow expansion and deceleration (Fig. 1B). The turbulent jet flows rapidly expanded from the orifice by the entrainment of ambient water into large turbulent eddies that develop at the flow interface. Hydraulic jumps were never observed in the expanding Froude supercritical jet flow or at the transition into a density flow. The transition from jet to density flow was observed to occur at a short distance from the orifice, typically at the crest of the evolving mouth bar.

Figure 1. Experimental jet flows and their deposits. A) Experimental set-up for jet flows. A leveled sediment bed is prepared on the plate. Flows are released from the inlet pipe. B) The expanding jet flow forms a scour and a mouth bar (densimetric Froude number Fr’=4). Flows passing over the mouth bar have already evolved into gravity-controlled density flows. C) Sour and mouth bar of a experimental jet flow (Fr’=2). D) Cross-section of a jet-flow deposit (Fr’=4).
The decelerated density flow was pushed away by the jet flow, promoting the formation of an underflow (Fig. 1B). Underflows were observed to flow all the way to the distal margins of the plate. In experiments with low-density jet flows, a rise of a buoyant plume was observed. However, rising plumes were also observed to develop from high-density jet flow.

Successions formed by the experimental flows comprised early-stage bedforms, scours and mouth bars and bedforms deposited by the distal density flow (Figs. 1C). Concentric early-stage bedforms commonly preceded the formation of the scour and mouth bar. The formation of these bedforms was very rapid and occurred within few minutes after the start of the flow or sediment feed, respectively. The geometry of the bedforms was primarily controlled by the densimetric Froude number. The aspect ratio (length vs. width) of the bedforms increased with increasing Froude numbers (Fig. 2). During the experiments the early stage bedforms showed an interaction with the flow thickness, indicating that they represent small-scale dunes (Fedele et al., 2017).

The formation of scours and mouth bars was observed in all experiments with erodible beds, regardless if sediment was fed into the jet or not. The geometry and dimensions of the scour and mouth bar were controlled by the initial densimetric Froude number, the sediment-grain size and the sediment supply. The aspect ratio (length vs. width) was controlled by the densimetric Froude number and increased with higher Froude numbers (Fig. 2). The depth of the scour increased with decreasing densimetric Froude number and more gravitationally-dominated flows. The mouth-bar height increased with increasing scour depth and was therefore also controlled by the densimetric Froude number. Experiments with aggrading jet flows led to the vertical and lateral growth of the mouth bar and an infilling of the scour (Fig. 1D). The dimensions and steepness of the mouth bar and bedforms were further related to the sediment-grain size with coarser grain sizes causing the formation of higher and steeper bars and bedforms. Internally, mouth bars were characterized by prograding foreset-like geometries (Fig. 1D).

Very low-relief rounded bedforms were observed to form on the distal slope of the mouth bar, where the flow had transitioned to a fully gravity-dominated density flow. The rounded bedforms on the mouth-bar front appeared to be in-phase with the density flow. On horizontal plates the mouth-bar deposits passed distally into the early-stage bedforms. The movement and growth of these bedforms was very slow and they were starved of sediment, receiving only a small fraction of sediment that bypassed the mouth bar. At high sediment supply the mouth bar prograded over the early-stage bedforms.

In experiments on inclined plates density flows were observed to flow all the way to the distal margins of the plate and led to the formation of small scours and bedforms between the base of the mouth bar and the distal margin of the plate, which were aligned along preferential flow pathways.

Bedform trains downflow of the mouth bar were prominent in runs with fine-grained sediment and low sediment supply, where mouth-bar aggradation was low. The proximal bedforms were symmetrical, while the distal bedform were asymmetrical with steeper lee sides. In plan-view the bedforms displayed straight crests. Superimposed onto
these bedform trains smaller-scale asymmetrical bedforms occurred. Observations during the runs showed an in-phase relation between the bedform trains and the upper interface of the density flow, indicating that they represented antidunes (Fedele et al., 2017).

Bedform fields laterally adjacent to the mouth bar were prominent when coarse-grained sediment was supplied at high rates, leading to high mouth-bar aggradation and flow splitting around the mouth bar. The bedform trains comprised scours separated by low symmetrical bedforms, which were laterally followed by asymmetrical bedforms. An in-phase relation with the upper flow interface indicates that these bedforms represent antidunes (Fedele et al., 2017).

4 IMPLICATIONS FOR FIELD STUDIES

Glacigenic jet flows triggered by the release of meltwater at the grounding line of a glacier can be considered as an ideal field example of plane-wall jet flows. Subaqueous ice-contact fan successions related to glacigenic jet flows are commonly characterized by deposits of aggrading supercritical flows (e.g., Russell & Arnott, 2003; Winsemann et al., 2009; Lang & Winsemann, 2013; Lang et al., 2017b). Depositional processes in glacigenic jet-flow settings have been deduced from outcrop-based studies. The proximal to distal zonation of glacigenic jet flows is reflected in the zonation of the sedimentary facies. Many sedimentary facies in subaqueous ice-contact fan successions indicate supercritical flows, hydraulic jumps and highly aggradational conditions. The most proximal fan zone is dominated by erosion and bypass of sediment. In the proximal fan, coarse-grained (gravel-rich) deposits display crude stratification and cross-stratification and are interpreted as pointing to the rapid infilling of scours. Winsemann et al. (2009) reconstructed large-scale (several km long, 10’s of meters deep) scours beneath the proximal parts of a Pleistocene glacilacustrine ice-contact fan, closely resembling the scours formed by the experimental jet flows. Distally, the deposits become more sand-rich and bedform successions are indicative of rapidly waning flows, including deposits of hydraulic jumps, antidunes and humpback dunes (Powell, 1990; Russell & Arnott, 2003; Winsemann et al., 2009; Lang & Winsemann, 2013; Lang et al., 2017b). Farther downflow, deposits indicate waning flow and deposition by migrating dunes, (climbing) ripples and suspension fall-out (Powell, 1990; Russell & Arnott, 2003; Winsemann et al., 2009). However, in field-based studies it may be ambiguous if deposits are derived from the glacigenic jet flow or the associated density flow (Lang et al., 2017b).

Gravity-driven density flows, which switch from confined to unconfined settings, may also be modeled as submerged plane-wall jets. Field examples of such expanding density flows occur across several orders of magnitude, including submarine fans, lobes and crevasse splay, where flows expand from the mouths of canyons, distributary channels and crevasse channels, respectively (Beaubouef et al., 2003; Hoyal et al., 2003; Terlaky et al., 2016). In these settings, density flows are prone to become supercritical and the resulting deposits are strongly affected by the flow morphodynamics. Erosion and deposition in the zone of flow expansion are commonly associated with the occurrence of bedforms indicating supercritical flow conditions (Postma et al., 2014, 2015; Hamilton et al., 2015, 2017; Lang et al., 2017a). The deposition of mouth bars in front of channels is strongly controlled by the densimetric Froude number within the channel (Hamilton et al., 2015, 2017).

4.5 CONCLUSIONS

Our experiments show the rapid evolution from inertia-driven jet flows to gravity-driven density flows by flow expansion and deceleration. The results show that gravity-controlled processes rapidly take-over the control on the morphodynamic evolution of the flow and are responsible for deposition on the lee side of the mouth bar and beyond. The experiments indicate that hydraulic jumps are absent.
The experimental jet-flow deposits comprise early-stage bedforms, scours and mouth bars. Flows with higher incoming densimetric Froude numbers produced scours with larger aspect ratios (length vs. width). Conversely, the scours were deeper for lower incoming densimetric Froude numbers. Scours formed by the entrainment of sediment by turbulent eddies. The entrained sediment was typically flushed out of the scour to build a mouth bar around the scour margin. The aspect ratio and the depth of scours provide indicators for the flow conditions at the orifice. The dimensions and steepness of the mouth bar and bedforms were controlled by the sediment-grain size, with coarser grain sizes causing the formation of higher and steeper bars and bedforms. Bedforms developed beyond the mouth-bar crest were related to the density flow. Their formation was controlled by the bed slope, sediment-grain size and sediment supply.
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ABSTRACT: Authors investigate the effect of migrating bars on dune geometry in a sandy gravel bed river (Loire River, France). Bathymetric survey were carried out in order to determine dune geometry. Preliminary results show that superimposed dunes geometry is not only governing by water depth. Bars could provide enough sediment to the development of dunes on their stoss sides despite decreasing water depth.

1 INTRODUCTION

Bedforms are commonly superimposed in river channels (Figure 5). Many authors have described this phenomenon in both, field and flume studies (McCabe & Jones 1977, Carling et al. 2000, Parson et al. 2005, Villard & Church 2005, Fernandez et al. 2006, Rodrigues et al. 2015, Wintenberger et al. 2015). However, there is a gap in the understanding of interactions between two scales of superimposed bedforms, specifically between bars (macroforms sensu Jackson 1975) and dunes (mesoforms sensu Jackson 1975).

Bars induce spatial forcing of flow depth, velocity and direction (Claude et al. 2014) that impact superimposed dunes geometry, celerity and sediment transport. Bars also influence sediment supply locally by defining the thickness of the active layer (Carling et al. 2000, Kleinhans et al. 2002, Tuijnder et al. 2009). Dunes located on bars influence time and spatial variation of flow resistance (roughness) and sediment supply that feedback on migration rates of the bars. One point specifically needs attention: how bar and dune configuration influence sediment transport and how they interact? This paper, is focused on the first type of interactions mentioned above.

Figure 5. Bar front and superimposed dunes in the Loire River (near Saint-Mathurin-sur-Loire-, Source: J. Le Guern).
2 STUDY SITE

The study site is located near Saint-Mathurin-sur-Loire, in the downstream part of the Loire River (France), about 150 km upstream of the estuary. The study reach is 2.5 km long and nearly straight with a bed slope of 0.0002 m m⁻¹. The aspect ratio β, which is the width to depth ratio of the channel, ranges between 120 and 750 and decreases with discharge. This large variation of the aspect ratio with hydrological conditions lead to a reach with different bar modes: multiple bars (Figure 2, study site in 2017) with one to two bars per cross section; and alternate bars (Figure 2, study site 2002) with one bar per cross section (respectively m=1.5 to 2.5 and m=1, Crosato & Mosselman 2009). From a theoretical point of view, alternate bars cannot occur for such high β ratio values. When the bar mode of the reach is greater than one, it is difficult to determine bar wavelength but height is about 1.5 m. When bars are alternate, the wavelength is about 1.3 km.

Superimposed dunes are about 4 m long and 0.2 m height. They migrate with a mean celerity of 30 meter per day during flood events. The bed is composed of sands and gravels with a mean diameter of 0.8 mm.

3 METHODS

To assess the effect of bars on dunes, 12 single-beam bathymetric surveys were carried out along the reach for different discharge conditions (Figure 4). Geometry of dunes have been extracted from three longitudinal bed elevation profiles (BEP, see Figures 3 and 4) with the Matlab code Bedform Tracking Tools (van der Mark et al. 2008).

The geometry of each dune, determined by the program with a zero crossing method, was extracted from the stoss side of each bar present on the site. Stoss side of bars were intentionally delimited using the lowest water level surveyed to exclude the lower parts of the channel that are subject to transverse sediment reworking at low flows.
Figure 4. Study reach and profiles followed along the reach during bathymetric surveys and discharge of the Loire at Saumur gauging station (located about 30 km upstream, mean discharge = 680 m³·s⁻¹) with bathymetric surveys.

4 RESULTS

During low flows, when present on stoss sides of bars, dunes are small (about 1.4 m long and 0.04 m height). During flood events, the height of dunes is about 0.2 m and the wavelength is about 4.4 m. Mean parameters on each bar stoss side show that dune height and length increase with the water depth (Figure 5). Mean water depth gradually decrease from banks to the center of the channel. Consequently, height of dunes follows the same evolution even if bedforms appears to be more asymmetric where mean depth is higher (left bank). These observations are in line with predictive models of dune height based on water depth (e.g. Yalin 1964) even if those models overestimate the height of dunes (Figure 5).

Figure 5. Relationship between mean flow depth and mean dune height for each bar. Comparison models by Yalin (1964) and Julien & Klaassen (1995).
By a closer look, we consider one survey during a flood event (Figure 4, 10/03/2017). During this survey, bar in the upstream part of P10 (B1) denote that sediment availability could control dune geometry because dunes height and wavelength increase when the water depth decrease (towards the crest of the bar, see Figure 6). These observations show that the increase of dune height is not necessarily linked to water depth and suggest that other parameters are involved. For instance, dune height can also be a function of sediment supply and availability (Tuijnder et al. 2009, Claude et al. 2014). The availability of sediment depends on the presence of bars that provide a sedimentary stock/active layer that allow the formation of larger dunes near the bar crest although water depth is shallower. The position of bars between them can also affect the development of dunes on bar located downstream by decreasing sediment supply or hydraulic constraints: lee side effect (Reesink et al. 2014). Upstream of B1, bars could affect hydraulic constraints and limit dune development immediately downstream.

5 CONCLUSION
Preliminary results of this study show different behavior of dunes geometry according to their location on the stoss side of bars. It is suggested that water depth is not always the governing parameter of superimposed dune height. It could be interesting to investigate effect on steepness, in order to better understand the impact of bar on dunes geometry. Moreover, we have to investigate evolution of dunes geometry for different flood stage (Reesink et al. 2018) and take into account history of floods on bars and superimposed dunes.
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Three-dimensional flow above a natural bedform field
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ABSTRACT: Large bedforms in rivers and coastal seas usually develop as extensive fields of three-dimensional (3D) dunes. The mutual interaction of flow and 3D bedforms has until now been studied mainly above idealised bedforms. The present work examines 3D flow over a natural bedform field from the Rio Paraná (Argentina) using the Delft3D modelling system. The presence and position of flow reversal and turbulent wake are found to be related to the presence and properties of the slip face (portion of the lee side having a slope > 15°) and not to that of the crest or the bedform height, as is usually assumed. Therefore, in order to correctly describe and model the effect of bedforms on flow, detailed bedform morphology, including slip face presence and 3D properties, needs to be calculated.

1 INTRODUCTION

Traditionally, the effect that bedforms have on flow has been investigated in laboratory flumes over two-dimensional (2D) bedforms having an angle-of-repose (30°) lee side and a relatively simple shape (e.g. Lefebvre et al., 2014b, Lefebvre and Winter, 2016, Maddux et al., 2003, Omidyeganeh and Piomelli, 2013, Venditti, 2007). Over such bedforms, the flow field shows different regions (Best, 2005); (1) a flow separation zone over the bedform lee side in which flow reversal is observed; (2) a shear layer and turbulent wake region, originating at the crest, extending, and expanding downstream; (3) an internal boundary layer that grows from the reattachment point beneath the wake toward the crest; and (4) an outer, overlying region. The flow separation zone and associated turbulence production in the wake are largely responsible for the so-called form roughness, which constitutes an important part of the shear stress in environments where bedforms are present and thus a major factor in the calculation and prediction of hydrodynamics and sediment transport.

It is now recognised that many large rivers are characterised by low-angle bedforms with lee side slopes lower than the angle of repose (Best, 2005). Over such bedforms flow no permanent flow separation is observed; no distinct wake is found, only a region of slightly elevated turbulence (Lefebvre et al., 2016). The threshold between low and high-angle bedforms is usually given to be between 10 and 20° (Lefebvre and Winter, 2016). Natural bedforms also have a complex shape, frequently showing a lee side made up of a gentle upper lee side, or crestal platform, and a steeper slip face (Lefebvre et al., 2016).

Bedforms in rivers and in coastal tidal environments often develop into large fields. These fields are inherently three-dimensional (3D), with only special conditions leading to two-dimensional bedform fields (Rubin, 2012).

Bedform three-dimensionality has been recognised by the early work of Allen (1968); since then, only some aspects of three-dimensionality, mainly the influence of crest line sinuosity and height variations,
have been systematically studied however only over regular geometric pattern and at laboratory scale (Maddux et al., 2003, Omidyeganeh and Piomelli, 2013, Venditti, 2007) with the notable exception of the field study of Parsons et al. (2005). These studies allowed to characterise some aspects of flow over regular 3D bedforms (Maddux et al., 2003, Omidyeganeh and Piomelli, 2013, Venditti, 2007). Over profiles having the little height variations, or over nodes, streamwise flow is accelerated, crosswise flow develops, and a strong downward directed flow induces a vertical suppression of turbulence with a reduced flow separation zone and a suppressed wake. Over profiles with strong height variations, or over a lobe, crosswise flow is limited and vertical flow is positive; flow separation and wake are strong and diffused upward. Although variations of flow patterns are seen depending on bedforms three-dimensionality in the field, they are more difficult to precisely interpret due to instrument limitations (Parsons et al., 2005).

The present work aims at investigating the details of 3D flow over a natural bedform field using numerical modelling.

2 NUMERICAL MODEL

2.1 Modelling system

Delft3D is a process-based open-source integrated modelling system developed to simulate flow and transport in river, estuarine and coastal areas (Deltares, 2014). In the Delft3D-FLOW module the 3D non-linear shallow water equations derived from the three-dimensional Navier-Stokes equations for incompressible free surface flow are solved. The non-hydrostatic Delft3D modelling system has already been successfully used in 2DV to simulate horizontal and vertical velocities, turbulent kinetic energy (TKE) and water levels above fixed bedforms (Lefebvre et al., 2014a, Lefebvre et al., 2014b, Lefebvre et al., 2016, Lefebvre and Winter, 2016).

The model is now set up to simulate three-dimensional flows over bedform fields by extending the model domain into the cross-stream direction. All simulations are performed on a 3D Cartesian model grid discretising a fixed bed, i.e. no sediment transport is modelled. The model has been calibrated against laboratory measurements of flow above idealised 3D bedforms from Maddux et al. (2003).

2.2 Model set up

The model is used to simulate flow over a natural bedform field collected in the Rio Paraná, Argentina by Parsons et al. (2005). The investigated river bed is covered with large dunes (1.2 to 2.5 m high and 45 to 85 m long) as well as smaller bedforms mainly situated on the stoss side of the large dunes. The chosen domain excludes local morphological features and is detrended to exclude any large scale slope. Two open boundaries are set, one entrance and one exit, and two closed boundaries, to make the domain model resemble, to some extent, a field-scale flume.

The chosen domain size is 675 m long and 200 m wide, with a grid cell of 0.5 m. Forty non-equidistant vertical layers are set, having a size of 0.15 m from the lowest point of the bed to 0.5 m above the highest crest, before slowly increasing to 0.45 m at the water surface. The entrance boundary is set with velocities of 1 m s$^{-1}$ to resemble flow conditions during data collection, which supposedly created and maintained the measured bedforms.
3 RESULTS

The depth-averaged streamwise velocity (Figure 1a) shows the expected patterns of flow acceleration over the stoss side and flow deceleration over the lee side; more precisely, fast flow before the slip face and slow flow over the slip face. The topographic forcing of the flow is seen as a strong crosswise velocity observed in the regions where the slip faces are curved (Figure 1b).

The depth-averaged vertical velocity (Figure 1c) follows the expected patterns above bedforms, with upward velocity above the stoss sides and downward above the lee sides, with the strongest downward velocity being found over the slip faces.

In order to better assess the mutual influence of bed morphology and flow properties, the positions of the flow separation zones and turbulent wakes are calculated. The flow separation zones are defined as

![Figure 1. Depth-averaged streamwise velocity U (a), crosswise velocity V (b) and vertical velocity W (c) over the model domain (d); in all figures, the black lines show the position of the slip faces and the thin grey lines highlights the bed elevation contours; in Figure d, the thick grey lines show the crest line positions; flow is from left to right](image-url)
portions of the flow where negative streamwise velocity are found. The height of the flow separation zone is calculated for each point where a negative velocity is found as the height where the upstream directed flow is compensated by the downstream directed flow. Along each transect, the length of the flow separation zone, $L_{FSZ}$, is calculated as the horizontal distance between the first and the last negative point between each crest and trough. The wake is detected as positions where TKE is higher than the TKE 98th percentile. Along each transect and between each successive crest, the length of the wake is calculated as the horizontal distance between the beginning of the slip face and the maximum extent of the wake.

Figure 2a shows the position of the detected flow separation zones and wakes in relation the bedform crestlines and slip faces. Flow separation zones and turbulent wakes are found behind slip faces and are absent above bedforms with a gentle lee side. The length of the flow separation zone is only poorly related to the bedform height but it is strongly related to the height of the slip face ($H_{sp}$): $L_{FSZ} = 4.99 H_{sp}$ ($R^2 = 0.74$, Figure 2b).

Although a flow separation zone is found behind most slip faces, 18% of the slip faces are not followed by flow reversal. These are mainly slip faces with a strong angle compared the flow (i.e. not transverse to the flow), or relatively gentle and small slip faces. The presence of a flow separation zone is therefore predicted to happen behind slip faces with an absolute direction less than $25^\circ$, a height greater than 0.3 m and maximum angle steeper than $18^\circ$.

The length of the wake shows a weak relation to bedform height but a strong relation the slip face height $L_w = 13.3 H_{sp}$ ($R^2 = 0.68$, Figure 2c). Similarly to the flow separation zone, the wake is more likely to appear behind high and steep slip faces than behind gentle and low ones.

![Figure 2. (a) position the crest lines, slip faces and flow separation zone (FSZ) and height of the wake (vertical distance between the lowest and highest point of the wake) across the model domain, flow is from left to right; (b) flow separation zone length as a function of slip face height and (c) wake length as a function of slip face height.](image-url)
However, the direction of the slip face compared to the flow does not seem to have a strong effect on the presence of a turbulent wake. A wake is therefore predicted to form behind slip faces with a height greater than 0.6 m and maximum angle steeper than 20°.

4 CONCLUSIONS

A three-dimensional numerical model was used over a bedform field from the Rio Paraná to bring insights in the relation between complex 3D bed morphology and flow properties. The main conclusions of this work are:

- The presence and size of the flow separation zone and turbulent wake depends on the presence and properties of the slip face (lee side angles >15°) and not on those of the crest.

- A flow separation zone forms preferably over steep and high slip faces with a direction transverse to the flow; the flow separation length can be estimated as being 5 times the height of the slip face.

- A wake develops over steep and high slip faces, with only little influence of the slip face direction. The length of the wake is around 13 times the slip face height.

A detailed description of the bedform morphology including the presence and properties of the slip face is therefore necessary to correctly represent the complex interaction of flow and bedform.
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ABSTRACT: The upper slopes of continental margins are very energetic areas where nepheloid layers are often observed. Multibeam bathymetry, sub-bottom profiler and multi-channel high-resolution seismic reflection data acquired during the PAMELA-MOZ04 survey in the Mozambique Channel revealed the presence of sand dunes on the upper slope at 120-250 m water depth. The dunes migrate upslope and their crests are oblique to the contours. They are medium to large dunes, with wavelengths between 20 and 150 m and heights between 0.15 and 1.50 m, and their size decreases upslope. Seismic reflection data of the water column show internal solitary waves travelling offshore in the depth range of the dune field. The formation of the dune field could be related to the interaction of the barotropic tide with the upper slope that results in the generation of internal tides.

1 INTRODUCTION

Sediment transfer from land to ocean basins is strongly controlled by sea-level fluctuations, especially in areas with extended continental shelves such as the Mozambican margin. During sea-level lowstands, the Zambezi river, one of the longest and largest river systems of eastern Africa (Fekete et al., 1999), supplied high amounts of fine-grained sediment to the continental slope (Schulz et al., 2011). However, at present, during the sea-level highstand, the sediment is redistributed by currents, and winnowed sand is accumulated along the upper slope (Schulz et al., 2011). Currents in the Mozambique Channel (SW Indian Ocean; Fig. 1) are very complex and intense. They comprise a southward-bound, western boundary current that forms sand dunes at the Mozambican outer continental shelf (Flemming & Kudrass, 2018), and large (≥2300 km diameter), southward migrating, anticyclonic eddies affecting the entire water column (Halo et al., 2014).

The presence of nepheloid layers on continental slopes has often been related to the elevated bottom shear stresses generated by internal tides (Cacchione & Drake, 1986; Puig et al., 2004). We propose that, in addition to geostrophic currents, internal tides can also affect the sedimentation of continental slopes.

2 MATERIALS AND METHODS

The multibeam bathymetry and the related backscatter used for this study were acquired with a Kongsberg EM710 system in 2015 during the PAMELA-MOZ04 survey (Jouet and Deville, 2015). The horizontal resolution of the bathymetry is 3 m, and 5 m for the backscatter. The seismic data used in this study were acquired during the same survey with a sub-bottom profiler (1800-5300 Hz) and with a 72-channels high-resolution mini GI system (50-250 Hz), which also imaged the water column.
3 RESULTS

A sand dune field was observed on the upper slope of the Mozambican margin (western Mozambique Channel) at water depths ranging between 120 and 250 m (Fig. 1A). The dunes are medium to large dunes, with wavelengths between 20 and 150 m and heights between 0.15 and 1.50 m. The dune crests are mainly oriented E-W (oblique to the contours), although some of them show a N-S orientation (Fig. 1A). Both orientations are superimposed, but the E-W orientation is dominant (Fig. 1A). The dune field is composed mainly of transverse dunes and only two barchan dunes were observed in the SW part of the dune field (Fig. 1B). The dunes migrate upslope, and their size decreases upslope (Figs. 1A, C). The deepest limit of the dune field is characterised by an erosional surface, indicating the presence of more energetic conditions in

Figure 1. (A) Multibeam bathymetry and topographic profiles of the dune field. Depth contours are shown every 10 m; (B) Backscatter of the dune field; (C) Sub-bottom profiler image MOZ04-SDS-0102a showing an erosional surface in the deep part of the dune field and an upslope decrease in dune size.
this area. The progressive change from erosion to large dunes and finally to medium dunes, suggests an upslope decrease of energy.

A multi-channel high-resolution seismic reflection profile acquired in the study area shows that the dune field is located above a plastered drift, which has a convex morphology (Fig. 2). The lower part of the plastered drift is characterised by low amplitude continuous reflections. In contrast, the area of the dune field (above the plastered drift) is characterised by high amplitude discontinuous and chaotic reflections (Fig. 2). These differences suggest a change in sedimentary facies, the upper part of the plastered drift being probably composed of coarser sediment.

The upper Mozambican slope has been previously identified as a hot spot for the generation of internal tides and internal waves (Da Silva et al., 2009). A seismic image of the water column confirms the presence of Internal Solitary Waves (ISW) at the water depth of the dune field (Fig. 2). Their amplitude is bigger offshore, indicating that they were moving toward the ocean (eastwards) (Fig. 2). The interaction of the barotropic tide with the continental slope may result in the generation of internal tides, that can radiate horizontally in the form of ISW (as observed in Figure 2) or as rays into the stratified water column (Da Silva et al., 2009). Internal tides generate turbulence near the seafloor and currents flowing across the slope (Gayen & Sarkar 2010), that may be strong enough to erode the seafloor and generate upslope migrating sand dunes.

4 CONCLUSIONS

4.1 A dune field composed of medium to large sand dunes was identified in the upper continental slope of the Mozambican margin at 120-250 m water depth. The dune migrate upslope and their size also decreases upslope. High-resolution seismic reflection data showed the presence of internal solitary waves at the depth of the dune field. The formation of the observed dune field may be related to the currents near the seafloor created by the generation of internal tides on the slope.
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Figure 2. Multi-channel high-resolution mini GI gun seismic reflection profile MOZ04-HR-102 showing the dune field at the upper part of a plastered drift and Internal Solitary Waves (ISW) moving offshore at the water depth of the dune field.
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ABSTRACT: Dunes commonly dominate the bed of sandy rivers and they are of central importance in predicting flow resistance and water levels. In the present study, we show that by using light-weight polystyrene particles as substrate in a laboratory setting, promising morphodynamic similarity is obtained between dunes in shallow flow (flume) and deep flow (field) conditions. In particular, results from our flume experiments show that dune lee-side angles, which are crucial in turbulence production and energy dissipation, better approximate dune lee-side angles observed in natural channels.

1 INTRODUCTION

River bedforms arise from the interaction between flow and the underlying sandy river bed. Dunes are the most common bedforms observed in rivers. Due to their large dimensions relative to flow depth and the formation of turbulent flow separation zones, dunes are the main source of flow roughness and they are the essential ingredient for accurate predictions of water levels during floods (Warmink, 2014). Particularly under increasing river discharges, dunes grow rapidly and reach heights up to several meters, resulting in a significant rise of water levels and, consequently, increase flood risk.

Dunes are traditionally studied in sand-bedded flumes, in which Froude numbers are relatively high due to limited flow depths (e.g. Venditti et al., 2016; Naqshband et al., 2017). Dunes under these conditions are asymmetric and possess lee-side angels at the angle of repose of sand (~30°). Consequently, most of our understanding of dune morphodynamics, kinematics, flow resistance, and sediment transport originates from shallow flows with high Froude numbers. However, field studies over the past decades have illustrated that dunes in natural rivers are predominantly symmetric with much lower lee-side angles (~10°) and more complex lee-side morphology (Hendershot et al., 2016). These low-angle dunes (LADs) are associated with intermittent flow separation zones, whereas laboratory generated, high-angle dunes (HADs) show a permanent zone of flow separation (Kwoll et al., 2016). Such difference in dune morphology and lee-side flow separation zone has major implications for flow resistance and water levels.

Using light-weight polystyrene particles as a substrate, in this study, we were able to generate low-angle dunes under shallow laboratory flow conditions. By limiting the Froude number, low-angle dune morphodynamics were studied for a wide range of flow and sediment conditions.

2 METHODS

Experiments were conducted in the Krajenhoff van de Leur laboratory for Water and Sediment dynamics of Wageningen University & Research. A tilting flume of 14.4 m long and 1.20 m wide was used. At the downstream end of the flume, a sediment trap is connected to a sediment recirculation
pump. At the upstream point where the sediment-rich water re-enters the flume, a diffuser is placed to distribute the inflow over the full width of the flume. Furthermore, turbulence is suppressed by a laminator located at the upstream end of the flume.

A 15 cm thick layer of light-weight polystyrene particles was installed at the flume bed with a $D_{50}$ of 2.1 mm and a $D_{90}$ of 2.9 mm, and a specific gravity of 1.1. A filter was installed at the end of the flume to prevent loss of polystyrene particles over the flume edge and to make sure that all particles were fully recirculated. Flow conditions were chosen such to represent the natural variability of observed suspension numbers and Froude numbers in large rivers (range of 0.50 to 3.2, Fr number up to 0.15).

Flow discharge was measured continuously with an electromagnetic flow meter. Flow depths along the entire flume were measured using stilling wells. Water levels in the stilling wells were continuously recorded using magnetostrictive linear position sensors. Bed morphology was measured during certain phases of the experiment, being the initial dry-bed condition, the initial submerged condition and after reaching dynamic dune equilibrium. A line laser scanner mounted on a semi-automatic carriage was used for this purpose (for details see de Ruijsscher et al., 2018). The entire flume bed was scanned with a streamwise resolution of 2 mm and a crosswise resolution of 3 mm, in four parallel partly-overlapping swipes, within a period of 2 minutes. Three transects, evenly distributed from the centre of the flume towards both side walls, were selected to monitor dune morphology (height and length statistics, together with lee-side angles) using bedform tracking tool developed by van der Mark et al., 2008. Average and standard deviations of dune height and length were determined over the effective measurement section of the flume.

3 RESULTS AND DISCUSSION

Flume experiments with light-weight polystyrene particles show that dune lee-side angles considerably vary across the width of a dune, and also between successive dunes downstream as recently observed in world’s large rivers, including the Amazon, Mississippi, Parana, Mekong, Columbia and Jamuna rivers. Furthermore, for a wide range of flow and sediment conditions, dune lee-side angles are predominantly lower than the 30° angle of repose found under traditional flume experiments with sand.

In addition to the promising dune dynamic similarity observed between shallow flow and deep flow, using light-weight particles further result in a more realistic dune height evolution towards upper stage plane bed. By compiling and analysing a large data set, Naqshband et al., 2014 showed that dune heights under shallow laboratory flow conditions (high Froude number) decay and dunes reach upper stage plane bed at much lower suspension numbers compared to dunes under deep flow in natural channels (low Froude number). For the investigated range of suspension numbers, average dune heights closely follow dune height evolution as observed in the field. Figure 1 further illustrates a sequence of dune development over time, for the effective measurement section of the flume, corresponding to a suspension number of approximately 2.5.

4 CONCLUSIONS

In the present study, we showed that by using light-weight polystyrene particles as substrate in a laboratory setting, promising morphodynamic similarity is obtained between dunes in shallow flow (flume) and deep flow (field) conditions. In particular, for a wide range of flow conditions, lee-side angles obtained in the present flume investigations better approximate dune lee-side angles observed in natural channels. Furthermore, dune height evolution towards upper stage plane bed observed in the present experimental study, closely follows dune height evolution as observed in world’s large rivers.
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Figure 1. Sequence of dune development over time for the suspended load dominant experimental condition \((u_l/w_s = 2.5)\). X is the streamwise direction, Y is the cross-stream direction, and z is the vertical distance with respect to the mean bed elevation.
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ABSTRACT: Sandy beaches are often characterized by the presence of sand bars, whose characteristics (growth, migration, etc.) strongly depend on the wave conditions (wave height, angle of wave incidence, etc.). This study addresses the impact of a periodically time-varying wave angle of incidence with different time-means on the long-term evolution (order days to months) of sand bars. Model results show that heights of sand bars that form in the case of a time-varying angle around a zero-mean are on average larger than those in the cases of time-varying angles around an oblique mean, particularly for large variations in the angle of wave incidence.

1 INTRODUCTION

The surf zone of many sandy uninterrupted beaches often features the presence of several sand bars that are aligned perpendicularly or obliquely to the coast (Fig. 1). These bars display a rhythmic pattern along the shore, with alongshore spacings (distance between successive bar crests) in the order of tens to hundreds of meters. Their migration rates, which depend on the strength of the alongshore current, might reach tens of meters per day along the shore, and their lifetimes range between days to months (e.g., Wright & Short 1985). The presence of sand bars has a direct impact on the shoreline by, among other things, creating areas of erosion and deposition (Komar, 1998). Therefore, increasing our knowledge of the dynamics of these bedforms is important to enhance our insight into coastal processes and, thereby, our capacity to accurately simulate the evolution of coastal systems.

Fair weather conditions favour the growth of sand bars, of which the characteristics (e.g. growth and migration rates) strongly depend on the wave conditions (e.g., Wright & Short, 1985). During severe storms, or during moderate-energy waves with highly oblique wave angle of incidence (with respect to the shore-normal), the bars are wiped away or they are reshaped into linear features without longshore variability (Lippman & Holman 1990, Van Enckevort et al., 2004; Price & Ruessink, 2011).

Various models have been developed to study the initial formation and long-term evolution of sand bars (see review by Ribas et al., 2015). These models simulate waves, currents, sand transport and bed evolution in the surf zone, with incoming waves being the main driver. In most of these studies, wave conditions (wave height, angle of wave incidence, etc.) have been assumed to be time-invariant (constant in time), whereas in reality, these conditions change continuously with time. Exceptions are the studies by Smit et al. (2005) and Castelle & Ruessink (2011), which addressed the impact of time-varying wave conditions on the dynamics of sand bars. The latter study (Castelle & Ruessink, 2011, hereafter referred to as CR2011) presents a systematic analysis of the impact of a time-varying wave forcing on the evolution of finite-amplitude sand bars. It was demonstrated that especially periodic variations in the wave angle of incidence were crucial in the development of
bars in terms of their finite amplitude behaviour, migration and their alongshore spacing. A drawback in the study by CR2011 was that the angle of wave incidence was limited to variations around a zero mean (normal incidence). Obviously, in real physical situations, the mean angle is not necessarily 0 degrees. In fact, the nonlinear modelling study by Garnier et al. (2008) demonstrated that beyond a critical wave angle of incidence ($\theta = 7^\circ$), sand bars do not grow, revealing the importance of this angle for sand bar dynamics.

This study will build on the work of CR2011, with the main extension that also oblique mean angles of wave incidence are considered. Specifically, the following question is addressed: What is the impact of a periodically time-varying wave angle of incidence with a non-zero mean on the growth of sand bars? To this end, simulations will be performed with an available numerical model (morfo55), developed by Caballeria et al. (2002) and Garnier et al. (2006), who simulated the evolution of finite-amplitude sand bars in the nearshore zone in the case of time-invariant wave forcing. Morfo55 uses depth-averaged shallow water equations, including sediment transport and bed updating. Moreover, it includes fully detailed wave-topography feedbacks, wave shoaling and refraction, wave breaking and wave radiation stresses. Further details are given in Garnier et al. (2006). This model will be extended such that it includes a time-varying wave angle of incidence.

Section 2 describes the methodology applied in this study, followed by a presentation and discussion of model results (section 3). In Section 4, the conclusions are given.

2 METHODOLOGY

Following Garnier et al. (2006), the study area is schematized as a rectangular domain with dimensions $L_x \times L_y (= 250 \text{ m} \times 2000 \text{ m})$, which is bounded by a straight coast at $x = 0$ (Fig. 2). Periodic boundary conditions are applied at the lateral boundaries ($y = 0$ and $y = L_y$) for each variable in the model (e.g. water level, velocity, bed level, etc), as well as for their $y$-derivative (e.g., $z_0(x,0,t) = (x, L_y,t)$ and $\partial z_0/\partial y(x,0,t) = \partial z_0/\partial y(x, L_y,t)$). At the shore boundary ($x = 0$), a vanishing cross-shore flow is assumed. At the offshore boundary ($x = L_x$), a constant significant wave height ($H_{rms}$), wave period ($T_p$) and a time-varying angle of wave incidence $\theta$ are imposed. The latter varies with time according to:

$$\theta(t) = \theta_0 + \hat{\theta} \sin(2\pi T_t)$$  (1)

with $\theta_0$ the time-mean angle, $\hat{\theta}$ is the amplitude of the variation in the angle and $T$ is the period of this variation. Different values for the mean angle $\theta_0$, amplitude $\hat{\theta}$ and period $T$ are considered, in the ranges $0 \leq \theta_0 \leq 4^\circ$, $0 < \hat{\theta} \leq 8^\circ$ and $7 < T \leq 224$ days. For the sake of comparison, additional simulations are conducted without time variation in $\theta$, i.e., $\theta = \theta_0$.

Non-cohesive sediment is assumed with a single size $d_{50} = 250 \mu m$. The equations are solved on a computational grid with spacing $\Delta x \times \Delta y = 10 \text{ m} \times 5 \text{ m}$. The hydrodynamic time step $\Delta t = 0.05 \text{ s}$, while the morphodynamic time step is increased by a morphological amplification factor (Moac) of 90. Test simulations with lower Moacs do not yield different results.

Model simulations start from the Yu & Slinn (2003) single barred beach bottom profile with superimposed random bottom perturbations $h$ (with amplitude 2 cm). This profile, which is uniform in the longshore direction ($y$), is given by the following equation:

$$z_0^0(x) = -a_0 - a_1 \left[ 1 - \frac{\beta_2}{\beta_1} \tanh \left(\frac{\beta_2 x}{a_0} \right) \right] - \beta_2 x + a_2 \exp \left[ -5 \left( \frac{(x - x_c)}{x_c} \right)^2 \right],$$  (2)

with $x_c$ the bar location (= 80 m), $a_2$ is the bar amplitude (= 1.5 m), $a_0$ is the water depth at the coast (= 0.25 m). Other coefficients are
$a_1 = 2.97 \text{ m}, \beta_1 = 0.075$ and $\beta_2 = 0.064$.

The simulation time is approximately 300 days. An overview of the important model parameters is presented in Table 1. Further details are given in Garnier et al. (2006).

Finally, analysis of model results focuses on growth of sand bars, which is expressed by their root-mean-square height as follows:

$$|h| = \left[ \frac{1}{L_x L_y} \int h^2 \, dx \, dy \right]^{1/2}.$$  \hspace{1cm} (3)

### 3 RESULTS AND DISCUSSION

Figure 3 shows the root-mean-square height $|h|$ of the sand bars versus time in the cases of imposing a time-varying angle of wave incidence $\theta$ with different periods $T$ and different time-mean angles $\theta_0$ (panels a-b). Amplitude of the variation in the angle $\hat{\theta} = 2^\circ$. After a period of about 20 days of a rapid bar growth, saturation of this growth appears in the subsequent period. Note the oscillating behaviour in the height of the bars, reflecting the time variation in the angle of wave incidence $\theta$. This figure reveals that in the case of a time-varying angle around a zero-mean ($\theta_0 = 0$), the saturation height of the bars is on average larger than that in the case of a constant $\theta$ (see also Fig. 3c, black line), particularly for small periods $T$. In contrast, in the cases of $\theta_0 = 2^\circ$ and $\theta_0 = 4^\circ$ (panels b and c), the saturation height of the bars is generally smaller than their corresponding heights in case of constant angles $\theta$. Figure 3b further shows that in the case of a time-varying angle $\theta$ with an oblique mean angle, bar growth is weaker compared with that of the case with constant $\theta$, particularly for large periods $T$. This difference in bar growth does not occur in the case of variations around a zero mean (Fig. 3a).

Regarding the impact of using different amplitudes $\hat{\theta}$ of angle variation, model results (Fig. 4) demonstrate that with respect to the case of a constant angle $\theta$, the saturation height of sand bars of the cases with oblique mean angles becomes smaller with increasing amplitude $\hat{\theta}$. The larger this mean angle, the stronger is the decrease in height (panels b, c). In contrast, the height of the bar of the case with zero-mean angle initially becomes larger with increasing variation $\hat{\theta}$, after which it decreases for large variations $\hat{\theta}$.

These outcomes contradict the results obtained by CR2011, who found that saturation height of sand bars of the case of a time-varying angle of wave incidence $\theta$ (with zero-mean) is always smaller than that in the case of constant $\theta$. Their model results show that the larger the amplitude of angle variation $\hat{\theta}$, the smaller the saturation height. This contrast between the outcomes of the present study and those of the study by CR2011 might be due to differences that exist between model configurations of two studies. These differences are mainly that 1) the initial bathymetry used in morfo55 is deeper than that in CR2011; 2) morfo55 uses a rigid coastline, while CR2011 uses a dynamic coastline (changes in time); 3) morfo55 applies the sediment transport formulation of Soulsby (1997), while CR2011 uses the formulation of Bailard (1981); and finally 4) the wave model implemented in morfo55 is based on linear wave theory (narrow spectrum with one frequency and one direction), while CR2011 uses the spectral wave SWAN, which accounts for a broad spectrum with multiple frequencies and directions. Which differences are causing the contradiction between outcomes from the present study and those of CR2011 remain to be quantified, and are subject of further research.

### 4 CONCLUSIONS

1. To conclude, the saturation height of sand bars of the case of a time-varying angle around a zero-mean is on average larger than that in the case of a constant $\theta$. In contrast, the saturation height of bars of the cas-
es of time-varying angles around an oblique time-mean are generally smaller than their corresponding heights in the case of a constant angle, particularly for large variations in the angle of wave incidence.
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Table 1: Overview model parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain dimensions $L_x \times L_y$</td>
<td>250 m $\times$ 2000 m</td>
</tr>
<tr>
<td>Significant wave height $H_{\text{rms}}$</td>
<td>1 m</td>
</tr>
<tr>
<td>Wave period $T_p$</td>
<td>6 s</td>
</tr>
<tr>
<td>Sediment size $d_{50}$</td>
<td>250 µm</td>
</tr>
<tr>
<td>Grid spacing $\Delta x \times \Delta y$</td>
<td>10 m $\times$ 5 m</td>
</tr>
<tr>
<td>Time step $\Delta t$</td>
<td>0.05 s</td>
</tr>
<tr>
<td>Amplification factor $\text{Moac}$</td>
<td>90</td>
</tr>
</tbody>
</table>

Figure 1. Transverse sand bars at Horn Island, Mississippi, USA. (Source: http://www.coastalwiki.org).
Figure 2. Schematic view of the study area, which is represented as a rectangular domain with dimensions $L_x \times L_y$. The coordinate system, with origin $O$, is defined such that $x$ indicates a cross-shore, $y$ an alongshore, and $z$ a vertical position. Depth $D$ is the difference between sea level $z_s$ and bed level $z_b$. Furthermore, bottom perturbation $h$ defined with respect to initial bed level $z_b^0$, i.e., $h = z_b - z_b^0$. Waves propagate in the direction of wave vector $k$, with an angle $\theta$ with respect to $x$-axis. Figure modified after Garnier et al. (2006).

Figure 3. a) Root-mean-square height of the sand bars $|h|$ versus time in the case of a time-varying angle of wave incidence $\theta$ with zero-mean ($\theta_0 = 0^\circ$), and which varies with different periods $T$. Amplitude of the variation in the angle $\hat{\theta} = 2^\circ$. The case of a time-invariant angle $\theta$ is also shown (black line). b) As in a), but in the case of a time-varying angle $\theta$ with a mean $\theta_0 = 4^\circ$. c) Difference between finite heights $|h|$ of the sand bars of cases with and without a time varying angle $\theta$ for different mean angles ($\theta_0 = 0^\circ$, black; $\theta_0 = 2^\circ$, green; $\theta_0 = 4^\circ$, blue)
Figure 4. As in Figure 3, but for different amplitudes of angle variation $\dot{\theta}$. 
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ABSTRACT: Sepetiba Bay is one of the most important bays in southeastern Brazil mainly because of several economic activities such as fishing, tourism, and the presence of important ports. The occurrence of sand waves in Sepetiba Bay was studied using two multibeam bathymetric datasets obtained during surveys carried out between November and December 2011, and in December 2012. The sand wave field was divided into seven areas and 104 individual sand waves were identified with heights varying between 0.1 and 5.7 m and wavelengths ranging from 9 to 228 m. Coarse sands occur in the crests whereas medium to fine sands are found in the troughs. Near-bed current velocities measured at the northern limit of the sand wave field reached 1.02 m/s during spring tides, and exhibit flood dominance. In this work were used a linear process-based sand wave model to improve the understanding about their occurrence and the relation with environmental conditions.

1 INTRODUCTION

Bedforms are common features in the bottoms of shallow seas where tidal currents are present and sands are available. Here we focus on features known as subaqueous dunes or tidal sand waves (Terwindt, 1971).

The presence of bedforms in Sepetiba Bay was first mentioned by Belo (2002) and later studied by Oliveira (2013). Belo (2002) described small bedforms in the entrance of the bay (height ranging from less than 0.2 until 0.55 m and wavelength between 8.6 and 60 m).

Oliveira (2013) was the first to conduct an observational study focused on the subaqueous dunes from Sepetiba Bay. The author identified 62 subaqueous dunes distributed close to Sepetiba’s bay main navigational channel with heights varying between 0.2 and 4.6 m and wavelengths ranging from 18 to 164 m. In his study, Oliveira (2013) could not determine if the bedforms are still fully active or not.

The available bathymetric data show a great diversity in sand wave morphology occurring in a small area (≲ 34 km²). Therefore, the main goal of this study is to understand how this morphological variability is related to the modern environmental characteristics and which conditions favour the formation and development of such bedforms. Here, we first present the study area (§2), followed by data and methods (§3), some first observational and modelling results (§4), as well as a discussion and conclusions (§5).

2. 2 STUDY AREA

2.1 General Description

Sepetiba bay is located in the southern part of Rio de Janeiro State between the coordinates 043º30’W/44º10’W and 22º50’S/23º05’S. It has an ellipsoidal shape being 40 km long and 16 km wide (Villena et al., 2012) (Fig. 1). Depths are mostly less than 10 m except in the main channel area (water depth greater than 25 m maintained by dredging).
Its origin is associated to structural events occurred during the Cenozoic (Zalán & Oliveira, 2005), whereas its geologic evolution and present morphology are related to sea level oscillations during the Quaternary (Villena et al, 2012).

According to Signorini (1980), the circulation mechanism follows the partially-mixed estuarine system with components of gravitational, residual and tidal circulations.

In Sepetiba Bay, there is a lag between the tide wave in its entrance and its head, generating both sea level elevation gradients and strong tidal currents (Fragoso, 1999). Winds acting on the continental shelf can have an important role in this area affecting the currents in the interior of the bay (Fragoso, 1999). Vertical profiles of the currents were documented at the northern limit of the study area and revealed that floods are up to 2 hours shorter than ebbs and are associated with the strongest flows (Fonseca, 2013).

The bay is covered by sediments ranging from clay to sands, which have multiple sources such as (i) past and modern rivers flowing into the bay, (ii) the nearby shelf, and (iii) coastal erosion. Sands are more abundant between Ilha Grande and Ponta da Marambaia, being a mixture of modern and relict deposits (Fig. 2).

The study area is approximately 34 km² (red rectangle in Fig. 1); it is limited eastward by Jaguarnum island, southward by Ponta da Marambaia and north/westward by Guaiaba island, encompassing sectors of the main navigation channel.

3 DATA AND METHODS

3.1 Available data

In this study, the data acquired during three multibeam bathymetric surveys (Fig. 3) and five Teledyne-RDI 600 kHz ADCP moorings was used. The first two multibeam surveys were carried out in December 2010 and November 2011 by the Brazilian Navy. The data was acquired with a Kongsberg EM 3000 multibeam echosounder. The third survey was carried out in December 2012 by Microars, working for the mining company Vale, using an R2Sonic 2024 multibeam echosounder.
The horizontal resolutions in these datasets are different: the first one has a 0.3 m resolution for both horizontal directions (X and Y) while the second one has a 1.44 m resolution in the same directions.

The ADCP dataset corresponds to five moorings deployed intermittently between December 2010 and September 2012 for 3- to 4-month long periods in the main navigation channel (Fig. 1).

3.2 Bathymetric data analysis

For this work, all the bathymetric datasets are provided in XYZ format. The analysis of these data was carried out using Geosoft Oasis montaj 8.5.5.

Firstly, the data was gridded using the minimum curvature method respecting the X-Y spacing of each dataset resulting in a surface model. The study area was divided into seven areas with distinct properties in terms of dune occurrence and dune morphology.

For each area, one or more transects were extracted obtaining a total of 12 transects (white traces in Fig.3). The dunes in each transect were identified by visual inspection revealing the characteristics of each subaqueous dune (height H, wavelengths L) and calculated the parameters H/L, L/H (ripple index) and the asymmetry (Knappen, 2005).

Both characteristics and parameters were plotted in scatterplot graphs to correlate each pair of data using Golden Software Grapher 12.

3.5 Current data

The ADCP mooring was deployed with transducers on an upward-looking configuration, positioned 0.64 above the seafloor.

The water column was sampled with 0.5 m bin sizes and four-minute sampling rate. The blank distance corresponds to 0.88 m, then measurements were taken between 2.26 m above the bottom and 3 m below the surface.

3.4 Sand wave modelling

The modeling used in this work is the process-based morphodynamic model developed by Campmans et al. (2017) which uses linear stability analyses to explain sand wave formation considering environmental parameters such as currents and waves.

The modelling process can be briefly described in five steps: (1) model formulation, including all necessary hydrodynamic and sediment parameters to describe the problem; (2) basic state, which consists of a flat bed without sediment movement and no spatial variation; (3) perturbation of the basic state expressed as a superposition of modes with a sinusoidal structure; (4) calculation of the linear response to this perturbation leading to growth and migration rates of these modes and (5) interpretation of the model results. In particular, the so-called fastest growing mode provides insight in the preferred sand wave characteristics.

4. RESULTS

From the bathymetric data 104 subaqueous dunes were identified with heights varying between 0.1 and 5.7 m and wavelengths ranging from 9 to 233 m. The crests of the subaqueous dunes are located in an average depth of 17.2 m.

Sand wave morphology is not spatially uniform: different shapes are observed. Small bedforms superimposed to the sand waves are present in some areas. The crests are oriented in different directions.

The sand waves occur in depths ranging from 4 to 31 metres. Furthermore, the available sedimentary record show that sand waves are formed by very fine to coarse sands. Finally, the current data and sand wave modelling are work in progress and no results are currently available.
Figure 2: Sediment distribution in Sepetiba bay and study area (red rectangle) (modified from Carvalho, 2014)

Figure 3: Available bathymetric data superimposed on the nautical chart and transects position (white traces). Southward from Guaiaba island: VALE data; eastward: Brazilian Navy data.
5 DISCUSSION AND CONCLUSIONS

The sand waves are present in a small area of the bay (but it is not possible to say if it is restricted to this area) with a strong morphological variation, e.g. with bedforms disappearing abruptly in the east sector.

According to previous studies (see Fig. 2), in this sector the sediments become finer and the navigation channel narrower (Fig. 3).

The greatest sand wave heights occur in the areas with an average depth of 8 metres (Fig. 3) while the longest wavelengths occur in the deepest areas.

The crest orientation and shape variability suggest a complex hydrodynamic scenario acting in the study area. The current data and the modelling results will help to better describe and understand the processes associated with the sand wave presence in this area.
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ABSTRACT: Quantifying sediment transport is essential for understanding large-scale morphological developments as well as for the calibration of numerical models and long-term river management. A research proposal is developed that aims to improve the quantification of sediment transport in lowland rivers by improving acoustical measurement methods and by investigating the relation between bedforms, both geometry and superimposed bedforms, and total sediment transport.

1 INTRODUCTION

The management of river sediments is of vital importance for many reasons: flood protection, navigation, infrastructure and ecology. This results in a need for research on river morphodynamics, sediment transport processes and fluxes and the use of numerical tools for prediction of morphological development of the river. Currently, river managers face the oncoming challenge of sea-level rise and climate change, which will have large, but uncharacterized, effects on lowland rivers. Recently, a Dutch national research program Rivers2Morrow has been initiated, which focusses on the long-term development of the Dutch delta.

To enable river management and long-term numerical prediction, continuous observations of suspended sediment load and bed load transport are essential, enabling the explanation of observed morphological trends and the calculation of multiyear budgets. However, available observations are often scarce. This holds for many delta’s worldwide, including the Dutch delta (Becker, 2015). The reason for this is that measuring is usually time- and labour intensive. It is difficult to get precise and accurate measurements, for instance because sediment fluxes are highly variable in time and space and because instruments are intrusive or are based on optical or acoustical measurements that not only depend on sediment concentration, but are influenced by other variables, hindering the interpretation of such measurements (Guerrero et al., 2016; Hoitink and Hoekstra, 2004; Thorne and Hurther, 2014).

To complement observations, sediment fluxes can be estimated through sediment transport equations (e.g. Van Rijn, 1993; Meyer-Peter and Müller, 1948; Engelund and Hansen, 1967), whether or not implemented in numerical morphological models. However, transport equations are to a large extent based on flume data and tested for a limited range of parameters. Furthermore, dune geometry to determine bedform roughness is estimated and their form is simplified (Bradley and Venditti, 2017). Superimposed secondary bedforms are not taken into account. The added complexity in real rivers systems can limit the applicability of sediment transport modelling.

In fine-grained estuaries, well-accepted transport equations can lead to an underestimation of transport by an order of magnitude, as recently shown for the Yellow River (Ma et al. 2017). Ma et al. (2017) attributed this underestimation to a relation between bedforms and sediment transport efficiency. Schindler et al. (2015) have shown that a small fraction of cohesive sediment can have a dramatic effect on bed form dimensions, decreasing height and steepness. This is crucial in numerical modelling of sediment transport, as dune
dimensions have a large effect on flow and sediment fluxes.

A recent study on the sediment budget of the Rhine-Meuse estuary further illustrated that current availability of sediment transport observations and numerical modelling tools is insufficient to get accurate information on sediment fluxes (Becker, 2015). This emphasizes the need for reliable transport modelling and continuous measurements to calibrate and validate morphological models.

2 RESEARCH AIM

This project aims to improve the quantification of sediment transport in lowland rivers, with a focus on acoustical measuring methods, bedforms and sediment dynamics in the Rhine-Meuse estuary and with that, the applicability of sediment transport equations and sediment rating curves throughout the river system.

First, the improvement of acoustical measuring methods includes the inversion of ADCP (Acoustic Doppler Current Profiling) backscatter to suspended sediment concentration with multimodal sediment distribution, measuring bedload transport with the bottom track feature of an ADCP and measuring bedload with MBES (multibeam echosounder).

Secondly, the improvement of estimating sediment flux using transport equations is focused on the relation between bedform geometry and transport efficiency in the lower delta, as well as the relation between superposed secondary bedforms and flow, dune migration and sediment transport.

Third, combining improved methodology to infer sediment transport from acoustical measurements and increased understanding of transport dynamics in the lower delta, total sediment discharge estimations are gathered from available data.

3 WORK PLAN

3.1 Suspended sediment concentration (SSC) from ADCP backscatter.

Due to the large spatial and temporal variation of suspended sediment, sampling is usually not sufficient to estimate the total suspended sediment discharge through a channel. As an alternative, suspended sediment can be estimated by inversion of ADCP backscatter intensity. However, the acoustic signal is largely dependent on the particle size distribution. For a measuring frequency of 1.2MHz, common for moving-boat deployment, finer sediment fractions mainly contribute to attenuation of the signal, where coarser fractions form the largest contribution to scattering. We aim to improve the estimation of suspended sediment concentration by quantifying the attenuation by fine sediment, through employing a tilted sensor. The following two questions were defined:

How can inversion of backscatter to SSC be improved using a tilted transducer?

How can ADCP be used to estimate SSC in areas with a multimodal sediment distribution?

A dataset will be analysed that is gathered through a 13-hour survey at a junction in the Rhine-Meuse estuary (the Netherlands) and data from a measurement campaign in the Ems-Dollard estuary. Reference sediment concentration and particle size distribution are determined from water samples.

3.2 Laboratory experiments

A series of laboratory experiments aims at answering two questions:

How do ripples contribute to dune migration and sediment transport?

How can ADCP-BT be used to measure bedload transport and with what accuracy?

A first objective of the laboratory study is to elucidate the role of superimposed ripples to dune migration and sediment transport.
The common assumption when estimated bed load transport through dune tracking is that superimposed ripples dissipate at the lee side of dunes and thus contribute to dune migration. The experiments offer the opportunity to investigate how ripples contribute to sediment transport, especially in the case of low-angle dunes.

Secondly, we aim to improve the method of estimating bedload transport using the bottom track feature of an ADCP, building on previous work that included both field and laboratory experiments (Gaeuman and Jacobson, 2006; Rennie and Millar, 2004).

Experiments will be conducted at the Kraijenhoff van de Leur laboratory (Wageningen University) and we plan to include measurements with multiple ADCPs and an AVCP (Acoustic Concentration and Velocity Profiler), which enables very precise measurements of sediment fluxes and flow velocity (Hurther et al., 2011).

3.3 Field campaign: MBES and ADCP

A second method to estimate bedload transport based on acoustics is dune tracking using multibeam echo sounding. Here we aim to include the movement of superimposed bedforms.

A recently obtained dataset includes simultaneous MBES and ADCP measurements over five neighbouring transects in the River Waal. Based on this data we aim to answer two questions:

- Can continuous MBES be used to measure bedload transport over a transect (both ripples and dunes)?
- What is the relation between cross-varying flow, bedform dimensions and transport?

3.4 Bedforms and sediment transport equations

To determine what the relation between bedforms and sediment transport is, and with that, the applicability of transport equations, we aim to answer the following question:

**What is the relation between bed form geometry and transport efficiency in the Dutch delta and how does this affect the accuracy of transport equations?**

A first approach to answer this question is to analyse available bed elevation data, which is measured with MBES, two-weekly, in a major part of the Dutch river system. This analysis focuses on bedform geometry through the delta, from up- to downstream. Secondly, the presence and dimensions of superimposed secondary bedforms are determined.

Based on this analysis, field campaigns will be designed at two contrasting locations in the Dutch Rhine-Meuse delta. Those field campaigns will also be used to test developed acoustical methods.

4 CONCLUDING REMARKS

By answering the defined research questions, we aim to improve transport measurements through acoustics, already used for regular discharge and bathymetry measurements. Secondly, through investigating the relation between bedforms—dune geometry and superimposed secondary bedforms—and sediment transport, numerical modelling will be improved.
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1 INTRODUCTION

The motion of natural fluids interacts with the erodible surface of the Earth by sediment transport. When the bottom shear stress exceeds its threshold value for sediment entrainment, sediment particles begin to move. In response to this movement, sedimentary patterns might appear. Among the various morphological patterns, the present study focuses on transverse fluvial dunes, the crests of which are usually perpendicular with the main direction of the river stream. Formation and migration of fluvial dunes are very important because they give a substantial contribution to flow resistance by inducing a hydraulic roughness which depends on their shape and dimensions. Although supply-limited dunes present similarities with typical fluvial dunes, the scaling of their wavelength and their three-dimensional evolution differs from that of alluvial dunes observed where the volume of mobile sediment is not limited. The present investigation is intended to be a contribution to the theory of sand dune stability which comprises the effect of supply limitation on the formation of fluvial dunes.

ABSTRACT: Among the parameters affecting the morphology of fluvial dunes is the volume of mobile sediment. Fluvial dunes have an important practical relevance since they give a substantial contribution to flow resistance by inducing a hydraulic roughness which depends on their shape and dimensions. Although supply-limited dunes present similarities with typical fluvial dunes, the scaling of their wavelength and their three-dimensional evolution differs from that of alluvial dunes observed where the volume of mobile sediment is not limited. The present investigation is intended to be a contribution to the theory of sand dune stability which comprises the effect of supply limitation on the formation of fluvial dunes.
dunes is presented. Then in a second part a numerical modelling is described that is intended to be a contribution to the theory of sand dune stability which accounts for sediment supply limitation.

2 PHYSICAL MODELLING

In many fluvial environments supply-limited sediment transport is common. When a sediment mixture is subject to a discharge wave or a period of low flow, the bed-level undergoes a transient degradation until it is fully armoured leading to the natural formation of a motionless substratum over which sandy patterns grow and migrate. In sand-gravel mixtures, such transport conditions are common and supply limited dunes have been observed both by field surveys (Carling et al., 2000) and by flume experiments (Tuijnder et al., 2009). While the field surveys by Carling et al. (2000) seem to indicate that a decrease in the sediment availability causes an increase in dune length as well as in the irregularity of their morphology, the experimental data by Tuijnder et al. (2009) show an opposite trend.

In order to provide data on a topic in which measurements are limited and to use this data to shed light on the apparent contradiction found in the literature, a set of laboratory experiments are presented which investigate the relation between dune morphology and sediment availability. An open-channel free-surface flow forcing an erodible hydraulically rough sandy bottom is described for a flow regime in which a continuous intermittent sediment transport occurs. The experience is conducted in a slope varying laboratory flume. The entire flume is mounted on a beam, the slope of which can be easily adjusted. Cohesion-less sand is used as artificial roughness. At the beginning of each experiment the same sediment is uniformly spread on the flume bottom to generate an initial layer of sediment with a constant thickness. Three series of experiments are realised by fixing hydrodynamic and morphodynamic parameters and in particular the duration of the experiments but varying the thickness of the initial layer of mobile sediment and therefore the sediment supply. Each run is stopped after half an hour from the beginning of the experiment allowing sand dunes to develop over the entire length of the channel. Their geometry varied significantly depending on the initial volume of mobile sediment. In the first experiment of each series, the volume of mobile sediment is enough to allow the formation of sand dunes under alluvial conditions. Progressively decreasing the initial sand layer thickness, the formation of supply-
limited dunes is observed. The physical modelling of the formation of supply-limited dunes indicates that the presence of a motionless substratum strongly affects the morphology of the dunes, the average wavelength of which increases with a decreasing sediment supply.

3 NUMERICAL MODELLING

The linear stability analysis by Colombini (2004) has been extended to take into account the effect of supply limitation on the formation of fluvial dunes. A steady turbulent free-surface water flow through a wide straight channel is studied in two-dimensional Cartesian coordinate system with the horizontal axis along the channel axis and the vertical axis over the depth pointing upwards with the origin at the bottom. The presence of two-dimensional dunes with crests orthogonal to the direction of the flow is considered. Assuming that the dune amplitude is much smaller than the local water depth, the flow field can be evaluated by means of a perturbation approach. Such assumption seems reasonable since supply limitation should keep bottom forms low. Regarding the bottom geometry as periodic, the sandy bed can be expressed as superposition of different spatial components, the number of which should be large enough to describe the discontinuity of the supply limited bottom profile. Analogously to the above described physical modelling, the dune profile is thought to be the result of the instability of a thin layer of sand of given thickness which at first is homogeneously lying on a motionless substratum. The hydrodynamic problem can be split into the evaluation of a basic flow field, which describes the steady flow over a flat bottom, and a set of linearly independent differential problems, which describe the perturbation of the flow field owing to the presence of sand dunes. Since fluvial streams are characterized by high values of the Reynolds number, the determination of the flow field requires the introduction of a turbulence model. The two-dimensional Reynolds-Averaged-Navier-Stokes equations are numerically integrated to evaluate the basic flow field, under the shallow water approximation, and the perturbed flow field, which is solved fully two-dimensional. At the free surface, the dynamic boundary condition forces the vanishing of the shear stresses and the kinematic boundary condition is considered as well. Close to the bottom, the velocity vanishes at a distance from the seabed related to the bed roughness. The hydrodynamic problem is closed by introducing a self-similar solution for the kinematic eddy viscosity, and, finally, Reynolds stresses are quantified by the Boussinesq relationship. Directly from the knowledge of the perturbed flow field, information on the net sediment transport can be obtained by the evaluation of the bed shear stress and relative Shields parameter introducing sediment transport predictor formulae. Suspended sediment transport is neglected at this first stage of the modelling. Only bed-load sediment transport is considered, including a correction in the threshold value for sediment motion, in order to account for the role of gravity, which opposes uphill motion and favour downhill motion. The Shields stress is evaluated at the interface between the flowing fluid and the very thin saltation layer, where grains are involved in transport processes. The sediment discharge is computed by the classical Mayer-Peter & Müller formula. The time-development of the sandy bottom can be estimated introducing the sediment continuity equation (Exner equation), which is the heart of the morphodynamic model. Linearising all the morphodynamic formulae and coupling them with the linear hydrodynamics previously described, it is possible to perform a linear stability analysis. Such a linear stability analysis entails few main steps. Small amplitude bottom perturbations and related sediment transport rates are expressed as exponential functions in time and space and investigated one separately from the other. Directly from the linearised sediment continuity equation a dispersion relationship is deduced. The morphodynamic time dependent amplitude of the bottom perturbation turns out to be exponential, and, in turn, its complex argument is able to describe the growth (decay) of the amplitude, with its imaginary part, and the migration of the crest, with its real part. Finally, assuming the most unstable mode to prevail on the other, the main features of the sand dune which is more likely to occur can be predicted depending on the values of the flow and sediment parameters.
The numerical approach described by Blondeaux et al. (2016) is adopted to take into account the effect of supply limitation on the sediment transport. When local entrainment of sediment is prevented by the presence of a motionless substratum, and, therefore, the amount of sediment in motion is smaller than the local transport capacity, the sediment flux is evaluated by numerical means. Where locally no sand is available, the sediment transport depends on the bed shear stress and its spatial derivative. If the shear decreases in the direction of the main flow, the sediment transport rate is provided by the sediment transport predictor formulas and some deposition occurs accordingly with the sediment continuity equation. Conversely, if the shear stress increases in the flow direction, the sediment transport rate cannot increase because locally no further sediment is available, and, therefore, its local value should be equal to the upstream value.

Numerical simulations of the bottom time-development starting from an initial random small-amplitude perturbation are presented. The length of the computational domain, the initial thickness of the sand layer and the simulation time-window are free parameters. The bottom time-development is computed for a simulation time-window of the same order of the duration of the laboratory experiments.

Flow and sediment parameters has been chosen so that they fall in the range of values typical of the above described flume experiments. The main outcome of the model is the lengthening of the supply-limited dunes owing to the decrease of the volume of mobile sediment. This finding is qualitatively and quantitatively in fair agreement with the experimental measurements.
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On the crest of sandwave modelling. Achievements from the past, directions for the future
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ABSTRACT: Tidal sandwaves form a prominent bed pattern in shallow sandy shelf seas. Here the class of idealised process-based models, aimed at obtaining generic insight in sandwave dynamics, is reviewed. Since many model studies focus on the instability underlying sandwave formation, first an outline of linear stability analysis is given. Then, an overview of model results is presented, highlighting two ongoing research projects (SMARTSEA and SANDBOX) and followed by suggestions for future research.

1 INTRODUCTION

Tidal sandwaves are large-scale bed features observed in many shallow shelf seas, such as the North Sea (Fig. 1) and many other locations. Examples include Messina Strait in the Mediterranean, San Francisco Bay, Bahía Blanca Estuary in Argentina, Sepetiba Bay in Brazil, the Yellow Sea, Taiwan Strait and Bisanseto Sea in Asia, and Bass Strait near Australia. Sandwaves occur in more or less regular patterns, with wavelengths of 100-1000 m, heights of several metres, and migration rates up to ten metres per year (Terwindt, 1971). They are commonly found to co-exist with other bed forms, both larger (tidal sandbanks) and smaller (megaripples).

Due to their combination of location, dimensions and dynamics, tidal sandwaves may interfere with offshore activities and structures, such as navigation, pipelines and (cabling for) wind farms. The sustainable design and maintenance of these activities and structures requires insight in sandwave dynamics. For example, efficient dredging strategies in nautical channels should be based on knowledge of sandwave migration.
and regeneration processes. The growing awareness of interaction with benthic activity, and the nature value associated with it, adds to the complexity of sandwave-related problems (Borsje et al., 2009).

Research methods to study tidal sandwave dynamics include (i) analysis of measured data, (ii) process-based modelling and (iii) empirical modelling (Fig. 2). Ideally, they are applied in a strongly integrated way: correlations revealed by data analysis form the inspiration for process-based model studies, which – in turn – are validated against observations. Alternatively, analysis of observations and these model results may give rise to simplified empirical models that can be used in practise. Also, it should be noted that process-based models usually contain various empirical elements such as the parameterisations of bottom friction, turbulence closure and sediment transport. Despite these apparent links, it is meaningful to zoom in on one of the research approaches: here the class of process-based models.

Building on the so-called morphodynamic loop (Fig. 2), process-based sandwave models rely on partial differential equations expressing the governing laws of water/sediment motion, supplemented with appropriate boundary conditions. As noted above, this may include empirical laws. Within the class of process-based modelling, one typically distinguishes two types (e.g., Murray, 2003): (i) idealised or exploratory models, (ii) complex simulation models.

Herein, idealised models are essentially aimed at gaining generic insight in a specific physical mechanism. They involve strong schematisations of physical processes and geometry, aimed at enabling efficient solution techniques (e.g., analytical in the horizontal direction), which in turn enables extensive sensitivity analyses. The vast majority of sandwave model studies belongs to this class and is based on stability methods. Alternatively, complex simulation models are generally aimed at solving site-specific engineering problems, with detailed geometries and using state-of-the-art process formulations. Although useful, the above classification is also blurred by idealised model development becoming more and more complex, and complex simulation models also being applied in highly idealised settings.

This keynote contains an outline of linear stability analysis (§2), an overview of sand-
2 LINEAR STABILITY ANALYSIS

Sandwave formation can be explained as an inherent instability of a sandy seabed subject to tidal motion (3D model study by Hulscher, 1996). The method to investigate this is known as linear stability analysis (e.g., Dodd et al., 2003), which can be summarised in five steps:

1. Model formulation, describing the time evolution \( \frac{\partial \phi}{\partial t} \) of the system’s state \( \phi \), which is a vector quantity containing all flow, sediment and topography variables. Herein, scaling arguments may motivate the use of certain approximations such as ‘rigid lid’, spatially uniform forcing, and the quasi-stationary approach separating the time scales of hydrodynamics and bed evolution.

2. Identification of a so-called basic state \( \phi_0 \), describing the tide-driven water and sediment motion over a horizontally flat bed in an offshore environment far away from coastal boundaries. This flat seabed remains flat as the divergence of sediment transport vanishes.

3. Perturbation of the basic state:

\[
\phi = \phi_0 + \epsilon \phi_1, \tag{1}
\]

with perturbed state \( \phi_1 \) and expansion parameter \( \epsilon \), assumed small. Higher order terms in \( \epsilon \) are neglected.

4. Solution of the (linear) eigenvalue problem posed by the morphodynamic evolution of \( \phi_1 \). Eigensolutions turn out to be sinusoidal in space, characterised by topographic wave numbers \( k_x \) and \( k_y \). In time, they display exponential growth or decay as well as migration at a constant rate. The growth and migration rates of these ‘modes’ depend on the topographic wave numbers and model parameters.

5. Interpretation of the growth rates. If modes with positive growth rates exist, the basic state is unstable. The ‘fastest growing mode’, i.e. the one with the largest growth rate, is likely to emerge from a flat bed. Alternatively, if all modes have negative growth rates, the basic state is stable.

The spatiotemporal structure of the eigenfunctions provides insight in the initial tendencies and in the underlying physical mechanisms. For example, tide-averaged flow patterns show vertical circulation cells with near-bed flow directed from trough to crest. Importantly, the validity of linear analysis is restricted to small amplitude dynamics. The properties of the fastest growing mode have been successfully compared with observations from, e.g., the North Sea.

3 ACHIEVEMENTS IN PAST AND PRESENT

The linear stability model by Hulscher (1996) has been extended in many respects: solution method, hydrodynamics (symmetric vs asymmetric forcing, turbulence model, wind waves), sediment transport (bed load vs suspended load, grain size sorting), influence of benthic activity. Also, the results from a linear analysis have been applied to describe the evolution of a sandpit. Finally, they have inspired finite amplitude studies of tidal sandwaves involving nonlinear dynamics. For an overview of related studies before 2008, see the review paper by Besio et al. (2008). Among the more recent studies, I mention the systematic comparison of linear model results with sandwave data (Van Santen et al., 2011), the inclusion of a non-erodible rock layer underneath the mobile sediment (Porcile et al., 2017), and the recent complex simulation study using Delft3D (Van Gerwen et al., 2018).

Here I further highlight two research projects: SMARTSEA and SANDBOX (§5). The former develops knowledge of seabed dynamics in support of safe navigation, the latter investigates seabed dynamics in relation to offshore dredging operations. Both projects combine process-based modelling...
and measurements, and involve a variety of users from practise.

In the process-based modelling part of the SMARTSEA-project, the influence of storm processes on sandwave dynamics has been studied. Observations have shown that sandwave height decreases and their migration rate increases during periods of stormy weather compared to calm conditions. In the linear regime, wind waves are found to decrease growth rates and enhance migration, whereas wind-driven currents particularly affect sandwave migration (Campmans et al., 2017). Forcing this linear model with typical wave and wind conditions from the North Sea, using a statistical weighting averaging method shows that storms mainly affect sandwave migration (Campmans et al., 2018a). In the nonlinear regime, wind waves tend to reduce the equilibrium height. Furthermore, simulations with an intermittent occurrence of storms and fair-weather conditions display a dynamic equilibrium, in which sandwaves intermittently grow/decay toward (but have insufficient time to reach) the equilibrium states corresponding to fair-weather and stormy conditions, respectively (Campmans et al., 2018b). Two other subprojects in SMARTSEA deal with data analysis of sandwave characteristics on the Netherlands Continental Shelf in relation to dredging operations (Damen et al., 2018) and the translation of seabed dynamics into a risk chart (Toodesh & Verhagen, 2018).

In the process-based modelling part of the SANDBOX-project, the linear stability analysis was extended by incorporating two-way interaction between benthos and sandwave topography: flow intensity affects benthic activity, whereas benthic biomass affects bottom roughness and thus the flow. In addition to the hydro- and morphodynamic time scales, this involves a new time scale of biological evolution. It was shown that a benthic perturbation only (i.e., without any topographic perturbation) or a topographic perturbation only (i.e., without any benthic perturbation) may both trigger the joint growth of topographic and benthic patterns (Damveld et al., submitted). Related to this, video analysis has revealed spatial variations of benthos over sandwave profiles (Damveld et al., 2018).

4 DIRECTIONS FOR THE FUTURE

Among a variety of possible suggestions for future research on sandwave modelling, I propose the following topics.

Firstly, the two-way coupling between co-existing sandbanks and sandwaves deserves further study. On the one hand, sandbanks determine the ‘background’ conditions (flow and sediment characteristics, water depth, Van Veelen et al., 2018) in which sandwaves develop. On the other hand, migrating sandwaves constitute part of the sediment circulation over sandbanks. The autonomous dynamics of this coupled system is of interest, and so is its relation to interventions such as sand extraction (e.g., for the Belgian Continental Shelf).

Secondly, a not yet understood technical aspect deals with linear and nonlinear model behaviour on large model domains, e.g., the system’s tendency to gradually develop high bed forms with a wavelength equal to the domain size. This is sometimes termed the ‘$k = 0$-problem’, referring to the related fact that positive growth rates occur for topographic wave numbers close to zero. It should be noted that on these length scales some of the model assumptions are no longer valid, such as the spatial uniformity of the tidal wave that forces the system.

Thirdly, the immense complexity and computational effort has so far prevented long-term and large-scale studies of nonlinear dynamics of sandwave fields, i.e. with spatial variations in two horizontal directions. This is partly due to the need to resolve the vertical flow structure in sufficient detail. To overcome this limitation, one may seek adequate parameterizations of certain aspects of sandwave dynamics. In turn, this may lead to a new type of ‘hybrid’ process-based/empirical model of tidal sandwave dynamics that can also be applied to engineering applications.
Fourthly, the topic of estuarine sand waves deserves to be explored from a process-based perspective, to unravel the complexities associated with forcing (flow with strong tidal and residual components) and sediment dynamics (mixtures of sand and mud).

Finally, turning back to the three research approaches and specifically to the two process-based model types introduced in §1, it remains a challenge to integrate the idealised and complex simulation models in relation to the increasing amount of data available from the field.
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ABSTRACT: A fortnightly morphological dataset was used to analyse the relation between dune characteristics and forced bars in the river bend. Using a cross-correlation technique, it is shown that for a slight negative lag, dune height is negatively correlated with the bed level of the bar profile. This indicates that dunes reach their minimum height just downstream of a bar top, when migrating over a forced bar.

1 INTRODUCTION

In fluvial morphodynamics, bed forms have been a popular research topic for years. However, there appears to be a clear separation between studies dealing with bed forms on different spatial scales, being focussed on in different communities. The dune community focusses on e.g. the relation between dune dimensions and flow characteristics (Shields, 1936) three-dimensionality of dunes (Venditti et al., 2005) and the transition to upper stage plane bed (Naqshband et al., 2016). On the other side of the spectrum, the bar community focusses on e.g. the (slower) evolution of alternate bars (Lanzoni, 2000), the regime change from meandering to braiding (Crosato and Mosselman, 2009) and the relation between bars and sediment supply (Nelson et al., 2015).

Interestingly, both communities operate largely independently, filtering out bed forms of other spatial scales as a first step. In the dune community, the study of superimposed bed forms (dunes and ripples) is a topic of interest (Best, 2005), yet the interaction with larger scale features is relatively unexplored. Dunes and alternate bars often coexist and will therefore most probably have an influence on each other’s evolution. In the present study, the authors aim to quantify the effect of bars on both dune height and dune length using an extensive dataset of multi-beam echo-sounding measurements on a large domain both in space and in time.

2 METHODS

Data and measurement location

For the present study, an extensive bed level dataset from the Waal River is used. The Waal River is the main Rhine branch in the Netherlands. This dataset consists of fortnightly multi-beam echo-sounding (MBES) measurements of the fairway of the Waal River, covering a width of 170 m. A total length of 80 km is available, over a period from March 2011 onwards. The data is gridded on a 1 m x 1 m grid, with at least 95% of the cells containing ten or more data points.
Only part of the total river length is taken into account, to make sure that factors like for instance changes in grain size distribution along the river and varying bar wavelengths do not have a large influence on the quality of the results. Moreover, for the time being only the first year of the dataset has been studied. The region of the river under study is shown in Figure 1.

Data analysis

Bed form characteristics

For the present study, we determined dune characteristics by using the bed form tracking tool by Van der Mark & Blom (2007). After detrending the bed level profile, using a moving average filter, this tool detects individual bed forms by means of a zero-crossing method. For each dune, both height and length are determined.

Cross-correlation

To determine whether bars influence dune characteristics, we performed a cross-correlation analysis between dune height and the bar profile. The latter is determined as the bed level profile after removal of the dune signal. For each of the profiles, a confidence bound (at the 0.05 level) was determined. Moreover, the $p$-value was determined using Student’s $t$-distribution. The same procedure was followed for dune length.

3 RESULTS

Figures 2 and 3 show the distribution of dune height and length in the region and period under study. Median values are a dune height of 0.94 m and a dune length of 76.8 m.

Figure 2. Probability density function of the dune height in the region under study, where values outside a band of 5 standard deviations are omitted. The solid and dash-dotted lines represent median and mean values, respectively.
Figure 3. Probability density function of the dune length in the region under study, where values outside a band of 5 standard deviations are omitted. The solid and dash-dotted lines represent median and mean values, respectively.

The cross-correlation between the dune height and the bar profile has a negative peak for a slightly negative lag (Figure 4).

Figure 4. Cross-correlation of dune height and bar profile for one year of biweekly data 41 m right of the river axis. Values of the cross-correlation exceeding the confidence bound and within regions of $p < 0.01$ are considered significant.

This is the case for all biweekly bed profiles under consideration. Most of the peaks of the individual profiles are above the confidence bound and fall within the band of $p < 0.01$, indicating that the result is significant. A negative cross-correlation at a lag less than 1 km indicates that dune height is lowest just downstream of the bar top.

For the dune length, the same analysis is carried out, although no clear relationship with the bar profile is found.

4 DISCUSSION

Although only one year of data is taken into account, containing one discharge peak, a relation between the dune height and the bar profile is found. The negative correlation with slightly negative lag suggests that dunes have a decreased height just downstream of the bar top. Physically, this can be explained by a reduced water depth on the bar top, reducing the dune height as dune height generally scales with water depth (Allen, 1968; Yalin, 1992). The spatial lag might be a result of the adaptation time of the dunes needed to adjust to the changing hydraulic conditions while migrating over the bar.

The fact that no clear correlation is found between dune length and the bar profile, might be due to the skewed distribution (Figure 3). For both dune height and length, an investigation with the lag expressed in units of bar length might also reduce the noise in the results. This might also allow for taking into account a larger stretch of the river, where forced bars range in wavelength from 4 km to 10 km.

5 CONCLUSIONS

From a cross-correlation of dune height and bar profile, it follows that dune height reaches its minimum value just downstream of the bar top. For dune length, no clear relationship is found, which deserves attention in future analysis.
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ABSTRACT: This study examines 47 navigational safety surveys of the Outer Jade. The bathymetric data is utilized for an analysis of local bedforms and a volume balancing study. The obtained cumulative volume differences from consecutive surveys are used to test for correlations with metocean influences and documented maintenance activities. For the relationship between bathymetric changes and maintenance works a statistically significant connection is found indicating a recirculation of dredge spoil as suggested in previous studies. However, additional research has to be undertaken, especially in terms of a coupled numerical simulation, to facilitate a verification of the described hypothesis.

1 INTRODUCTION

The Jade Bight is a tidal bay cutting deep into the marshland of northern Germany with no notable freshwater discharge and a tidal range of up to 3.69 m in Wilhelmshaven. Stretches of the Jade navigational channel, specifically along fairway kilometers (fkm) 14.8 - 23.6 and fkm 28.7 - 41.6, are characterized by compound subaqueous dunes. The aforementioned bedforms are of particular interest to the Federal Waterways and Shipping Administration (WSV), as dune crests tend to reduce the navigational depth of the fairway and thereby impede safe navigation towards the transshipment complex of Wilhelmshaven (Götschenberg & Kahlfeld 2008). The navigational depth along the Outer and Inner Jade is maintained at - 18.5 m below chart datum (CD). Dunes with crest heights reaching - 17.6 mCD jeopardize maritime traffic and are dredged by the local Waterways and Shipping Office (WSA). To enhance the understanding of the underlying morphodynamic processes, areas of increased morphological activity have been successfully identified by Kubicki & Bartholomä (2011). In 2017, subsequent investigations revealed the existence of a dune field of some 20 km² in the Outer Jade comprising a remarkable zone of dune convergence that indicated a potential recirculation of dredging spoils dumped nearby (Kubicki et al. 2017). Numerical simulations conducted by the Federal Waterways Engineering and Research Institute (BAW) further substantiated the hypothesis of a recirculation relating to hydrodynamics and transport capacities (Melling & Kösters 2017). Based on regular navigational safety surveys, the present study tests the hypothesis of a dune convergence zone by means of an analysis of bedform asymmetries and migration directions. Moreover, potential causes for the formation and growth of the respective bedforms are investigated. To this end, all echo-sounding data, sampled within the area of interest between 2012 and 2016, is analyzed and tested for correlations between the observed morphological changes on the one hand and metocean and/or operational factors on the other.
2 METHODS

2.1 Study area

The focus area of the present study is delineated by the intersection of all analyzed echo-sounding surveys and the domain specified by the previous investigations of Kubicki et al. (2017). It is situated in the Outer Jade fairway between the islands of Oldeoog/ Minsener Oog in the west and the lighthouse of Mellumplate in the east. As depicted in Figure 1 the intersection polygon stretches roughly from fkm 29 to 32.5 of the Jade navigational channel and has a width of about 300 m. To allow for the analysis of longitudinal geodetic profiles, an intersection line is defined along the central axis of the fairway.

2.2 Data sources

At regular intervals of about one month, the Jade fairway bathymetry is monitored by the responsible German authority, namely the WSA Wilhelmshaven (Götschenberg & Kahlfeld 2008). For this purpose, the whole navigational channel is surveyed in distinct sections using a ship-mounted Atlas Fansweep 20-200 multibeam echosounder (Kubicki et al. 2017). For the present study, 47 echo-sounding datasets, composed of gridded coordinate-elevation pairs at a horizontal resolution of 2 x 2 m, were provided by the WSA. This data is utilized to investigate the temporal morphodynamic evolution of primary dunes forming along the bottom of the fairway.

For subsequent examinations of potential correlations, comprehensive information on the conducted maintenance works, i.e. dredging and dumping activities in the vicinity of the study area, was available from the federal maintenance monitoring database MoNa. The unfortunate fact, that maintenance volumes moved by private companies were not quantified, is addressed by estimating these values to be of similar magnitude as the overall mean volume.

Furthermore, metocean data was collected from various adjacent measuring stations. In detail, information on current velocities and directions was obtained from an official monitoring station located at fkm 21. Wind and wave conditions are constantly measured by the National Meteorological Service of Germany (DWD) at the lighthouse of Alte Weser and can be downloaded from a public database. Finally, tidal water level data is readily available from the measuring station at Mellumplate (fkm 31.1) about 3 km east of the study area.

2.3 Data processing

In the course of this study, various bathymetric analyses of the survey domain are conducted. In a first step, geodetic profiles along the intersection line are assessed, identifying distinct bedforms according to an automated approach presented by Zorndt et al. (2011). After detecting dune crests and troughs on the basis of local extrema, the bedform dimensions, specifically the heights and lengths of large to very large dunes as defined by Ashley (1990), are computed. Asymmetries, as a proxy for migration directions, are calculated from the relative upstream dune side lengths (cf. Zorndt et al. 2011) and migration rates are derived from the horizontal displacement of dune crests between the individual echo-soundings.
Thereafter, the morphological changes between consecutive echo-soundings are computed by means of a volume balancing study and the temporal course of observed volume differences inside the survey domain is used as one variable of the correlation analysis. In detail, the bathymetric changes are examined for linear and cross correlations with the cumulative maintenance volume and with data on the local metocean conditions, respectively.

3 RESULTS

3.1 Bedform characteristics

The examination of monthly geodetic profiles shows an average number of 83 primary dunes along the 3.5 km fairway axis adding up to a total of 3885 analyzed bedforms for the four-year period between 2012 and 2016. The corresponding dune dimensions vary between 0.8 m and 7.6 m of height, and between 17.7 m and 336.7 m of length, respectively. Figure 2 illustrates the relative frequency of observed dune dimensions and reveals an average dune height of 2.5 m and an average dune length of 67.0 m inside the study area. As previously suggested by van der Mark et al. (2008), the distribution of dune dimensions can be adequately described by a Weibull function.

![Graph of observed and smoothed frequency of prevailing dune dimensions](image)

Figure 2. Observed and smoothed frequency of prevailing dune dimensions inside the fairway segment and the corresponding Weibull distribution.

Investigations of the spatial distribution of bedform characteristics, in particular of dune asymmetries and migration rates, indicate a distinct segmentation of the analyzed domain. Whereas primary dunes in the southern half of the survey area (fkm 29.0 - 30.7) mainly show northward directed migration at an average rate of \( u_{mig} = 8.7 \, \text{cm/d} \) and a mean asymmetry of \( A = 0.576 \), dunes between fkm 31.1 and 32.5 are characterized by southward migration (\( u_{mig} = -9.1 \, \text{cm/d} \)) and a mean asymmetry of \( A = 0.408 \). The average migration rate and asymmetry of the fairway segment between fkm 30.7 and 31.1 are of a minor order of magnitude (\( u_{mig} = -0.1 \, \text{cm/d}, A = 0.498 \)) and, thus, support the hypothesis of a dune convergence zone in this area.

3.2 Bathymetric changes

In a second step, the morphological changes between consecutive echo-sounding surveys are analyzed by assessing the gridded elevation data of the defined fairway segment cell-by-cell and comparing the respective sediment volumes. This volume balancing study results in a list of consecutive volume differences documenting both erosive periods with sediment losses, such as 53,400 m³ in September 2013, and intervals of intense sediment deposition of up to 107,600 m³ in March 2015. However, in general the morphological situation of the study site can be characterized as depositional with an overall sediment accretion of 883,700 m³ implying a reduction of the average depth by \( \Delta h = 0.84 \, \text{m} \) within 47 months.

3.3 Investigation of causes

The temporal course of sediment volume changes is used, subsequently, to check for potential correlations with the corresponding metocean data, i.e. prevailing wind, wave and current conditions. In this context, the coefficient of determination \( R^2 \) varies between 0.00 and 0.33 for the available parameters (see Table 1) and, hence, no significant correlation is evident, neither linear nor phase-shifted.
Concerning a relationship between the observed bathymetric changes in the fairway segment and the documented maintenance activities, no evidence for a distinct phase-shifted dependency could be obtained from the cross-correlation analysis. However, investigations regarding a linear correlation indicate a significant similarity between cumulated mean elevation changes and maintenance volumes; the corresponding coefficient of determination reaches a value of $R^2 = 0.96$ for the complete analyzed period (see Figure 3).

![Figure 3. Temporal course of the cumulated maintenance volume and the cumulated mean elevation change inside the fairway segment, respectively; the coefficient of determination reaches $R^2 = 0.96$ for the period between 2012 and 2016.](image)

### Table 1. Achieved coefficients of determination $R^2$

<table>
<thead>
<tr>
<th></th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. wind speed [m/s]</td>
<td>0.05</td>
<td>0.03</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Max. wave height [cm]</td>
<td>0.00</td>
<td>0.00</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Max. ebb current [m/s]</td>
<td>0.09</td>
<td>0.03</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Max. flood current [m/s]</td>
<td>0.06</td>
<td>0.33</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Maintenance volume [m³]</td>
<td>0.09</td>
<td>0.76</td>
<td>0.67</td>
<td>0.62</td>
</tr>
</tbody>
</table>

4 DISCUSSION

After comparing the computed dune characteristics with historical data on bedform dimension ratios (Flemming 1988), the present results are considered plausible. Moreover, the observed dune dimensions meet the codomain of the bedforms reported by Kubicki et al. (2017) fairly well, likewise implying that the automated approach applied in this study renders feasible.

With respect to metocean causes for the evolution of primary dunes, no correlation could be established from the available point measurements. However, it is obvious that extreme events, such as storm surges, have an impact on the hydrodynamic processes in the Outer Jade and, thus, on the transport regime inside the survey domain as well. Preliminary results on the temporal variation of dune migration rates indicate that the horizontal movement of large bedforms may be influenced by the storm season. Further investigations will clarify, whether metocean factors may also influence the net sediment transport in this area, e.g. in combination with longshore transport.

With regard to the positive correlation between cumulated maintenance volumes and morphological changes, the present results suggest a causal connection, namely the hypothesized recirculation of dredge spoil from the dump sites close to the fairway segment. However, the purely mathematical correlation between the two time-series is not tantamount to a causal nexus. And although previous numerical model simulations indicate a zone of recirculation relating to hydrodynamics and transport capacities (Melling & Kösters 2017), the behavior of the dumped sediment volumes should be further investigated by simulations respecting the specific dynamics of dredge dispersion at the adjacent spoil grounds. As prior studies concluded before (e.g. Kubicki et al. 2017), a high-resolution model coupling hydrodynamic and sediment transport processes seems essential for the understanding of the fate of dumped sediments. Nevertheless, if the recirculation hypothesis holds, significant changes have to be applied regarding the official sediment management strategy and especially concerning the location of spoil grounds.

5 CONCLUSIONS

Within the scope of this study echo-sounding datasets of 47 consecutive navigational safety surveys in the Outer Jade are examined. The obtained bathymetric information is utilized for an analysis of local
bedforms and a volume balancing study. The temporal variation of sediment volume differences from consecutive bathymetric surveys inside a predefined fairway segment is used to test for potential correlations with the corresponding metocean time-series and with documented maintenance activities, respectively. In this context, significant correlations are observed for the linear relationship between bathymetric changes and reported maintenance works, yielding a high coefficient of determination of $R^2 = 0.96$. This finding indicates a recirculation of dredge spoil dumped in the vicinity of the navigational channel as previously suggested by other authors. However, further research has to be undertaken on this topic, especially in terms of numerical simulations, to facilitate a verification of the described hypothesis.
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ABSTRACT: Chute-and-pools are unstable, hybrid bedforms of the upper flow-regime, populating the stability field in between two stable end-members (antidunes and cyclic steps). Chute-and-pools are manifested by supercritical flow (chute) down the lee side and subcritical flow (pool) on the stoss side, linked through a hydraulic jump in the trough. The associated sedimentary structures reported here were generated at the toe-of-slope of a Pleistocene carbonate platform dominated by resedimentation of skeletal sand and gravel by supercritical density underflows. It is shown that wave-breaking on growing antidunes occurred without destruction of the antidune like commonly observed for antidunes in subaerial flows. This led to the formation of chute-and-pools that were not preceded by intense upstream scouring, interpreted to be the result of high bed aggradation rates. The term aggradational chute-and-pool is proposed for these bedforms, associated with build-up-and-fill structures consisting of interstratified convex-upward (in-phase wave regime) and concave-upward (hydraulic jump regime) lenses.

1 INTRODUCTION

The upper flow-regime spans between two stable end-members: short-wavelength antidunes and long-wavelength cyclic steps (wavelength measured relative to flow thickness) (Spinewine et al. 2009; Kostic et al. 2010; Yokokawa et al. 2016). Antidunes form under in-phase (standing) waves, whereas cyclic steps are marked by the permanent presence of hydraulic jumps in the troughs between successive steps (Taki and Parker 2005; Fildani et al. 2006; Cartigny et al. 2011).

A continuum of hybrid bedforms exists between the two end-members of the upper flow-regime (Yokokawa et al. 2011; Cartigny et al. 2014). Such hybrid bedforms develop in trains of antidunes affected by the occasional breaking of in-phase waves. In the unstable antidune regime, the surges that follow wave breaking perish rapidly. In contrast, surges in the chute-and-pool regime evolve into transient hydraulic jumps (Alexander et al. 2001; Cartigny et al. 2014).

The flow pattern in chute-and-pools mimics the flow between two successive crests in a series of cyclic steps, characterised by a Froude-supercritical chute down the lee side and a pool filled with Froude-subcritical flow on the stoss side (Simons et al. 1965; Hand 1974; Taki and Parker 2005). The transition from the supercritical to the subcritical regime is situated in the upstream region of the pool and is embodied by the hydraulic jump. In contrast to cyclic steps, the pool of chute-and-pools is progressively filled and the hydraulic jump is eventually flushed downstream.

Chute-and-pool bedforms are often associated with the formation of scour-and-fill structures (Hand 1974; Alexander et al. 2001; Lang and Winsemann 2013; Cartigny et al. 2014). On the basis of outcrops situated along the toe-of-slope off a carbonate platform covered with skeletal debris, this paper advocates that chute-and-pools generate build-up-and-fill structures under high aggradation rates.
2 STUDY AREA

The studied sedimentary structures are located in the Lower Pleistocene calcirudites and calcarenites of Favignana Island; the largest island of the Aegadian Archipelago offshore western Sicily in the Central Mediterranean (Fig. 1). Continuous sea cliffs show that these heterozoan remains (sensu James 1997) adopt a large-scale clinoform architecture consisting of southeastward prograding units up to 50 m high, 500 m long, several m thick and dipping 5-20 degrees (Fig. 1).

The series of clinoform units is marked by a bimodal facies stacking pattern consisting of an alternation of bioturbated subaqueous dune deposits and thick supercritical density flow beds, which occur in approximately equal proportions (Slootman et al. 2016). Flow funnelling between the palaeo-islands during high-energy events (e.g. tsunamis) is suggested to have swept the platform and to lie at the origin of the large-scale sediment density flows (Slootman et al. in review).

Palaeoflow direction of the supercritical density flows is inferred from the orientation of the base and top of the beds, and compares well with the southeastward migration direction of subaqueous dunes, which is more straightforward to interpret.

3 BEDFORM RECONSTRUCTION

Line drawing of the internal stratification of density flow beds enabled the geometrical analysis at lamina-level, which forms the basis for the reconstruction of the timewise evolution of bed topography and the development of bedforms. This revealed the concept of the composite erosion surface and the alternation of convex-up and concave-up stratified lenses forming the main architectural elements of density flow beds. Two beds in two different exposures are presented.

3.1 Bed C27 in Balena outcrop

3.1.1 Observations

Convex and concave lenses. Bed C27 (ca. 2 m thick) is underlain and overlain by fossil subaqueous dunes. A downstream-dipping erosion surface dissects the section into two parts (Fig. 2). Different stratification patterns define the main architectural elements of density flow beds: convex-up-stratified lenses and concave-up-stratified lenses (subunits 1-3 in Fig. 2).

Composite erosion surface and nature of stratification. The convex-up backset-beds of subunit 1 are slightly concave-up at their upstream termination, where laminae truncate the underlying fossil subaqueous dune and truncate the laminae of subunit 3. Most laminae of subunits 1 and 2 also truncate the underlying lamina at its upstream end, generating a composite erosion surface (Fig. 2). The nature of the stratification varies. In subunit 3, laminae are relatively thin and well pronounced. On the downstream side of
Figure 2. (A) Balena outcrop. Width of view is 24 m. Internal stratification of density flow bed C27 and bed boundaries are shown. Note the composite erosion surface at the upstream termination of strata. Three times vertically exaggerated. (B) Main architectural elements of bed C27. Subunits indicated by encircled numbers.

Figure 3. (A) Composite erosion surface juxtaposing the composite erosion surface, strata are calcirudites (left) with biogenic conglomerates (right). (B) Timewise reconstruction of bed-flow interfaces (geomorphic surfaces) in red box in Fig. 2.

invariably marked by an erosional lower boundary that commonly becomes less sharp toward the crest of the step, accompanied with a decrease in grain size and an increase in sorting.

3.1.2 Interpretation

Strata correlation. A method useful for the correlation of strata is the ‘barcode principle’, which is based on the assumption that laminae have certain characteristics, such as relative thickness, grain size distribution and sharpness of boundaries that can be used as a tracer along exposures. A high-frequency pulsation intrinsic to the flow led to a cyclic alternation of (in most cases) erosion and deposition related to the formation of individual laminae. A temporal variation in the intensity of such fluctuations and herewith the rate of deposition created a bar-code-like pattern in the deposit, occurring on both sides of (composite) erosion surfaces or
even in different outcrops, albeit with a slightly different character depending on the local conditions of deposition.

Figure 4. Morphodynamic reconstruction of the Balena outcrop and the evolution of the build-up-and-fill structure. See text for explanation.

The missing part of laminae comprised within the erosion surface can be inferred from the non-eroded portion.

Geomorphic surfaces. This introduces the concept of geomorphic surfaces (Sylvester et al. 2011), representing time lines of the bed-flow interface (Fig. 3). Geomorphic surfaces are key to the reconstruction of the morphodynamic evolution of bedforms. It is proposed that the foreset-beds of subunit 3 were continuous into the backset-beds of subunits 1 and 2 such that a convex-up step connected both sides. The concave-up portion that linked the upstream slope with the downstream step was thus the trough of a bedform, which migrated upward by deposition on the stoss-side and upstream by erosion of the lee side. This style of deposition is characteristic of a hydraulic jump on an aggrading mobile substrate (e.g. Alexander et al. 2001; Duller et al. 2008; Cartigny et al. 2014; Dietrich et al. 2016). Hydraulic-jump-related deposition was preceded by the build-up of the step and succeeded by the infill of the trough, altogether generating the build-up-and-fill structure.

Bedform evolution. The evolution of the build-up-and-fill structure is reconstructed by the stepwise stacking of laminae, reconstructed using the bar-code principle. The bed went through the following five phases (Fig. 4): (a) Nucleation: establishment of an asymmetrical proto-antidune under an in-phase wave. (b) Build-up and choke: the antidune developed into a long-wavelength step superimposed by two short-wavelength antidunes. As the short-wavelength antidune at the upstream side built-up, the overriding flow thickened because supercritical flows tend to amplify the topography of the bed. Such thickening co-occurred with flow deceleration, until the densimetric Froude number fell below unity. The transition from supercritical to subcritical flow at the crest of the antidune, involved the breaking of the in-phase wave and the formation of a hydraulic jump (flow-choking, e.g. Fedele et al. 2017). Retention of water in the hydraulic jump reduced the discharge over the second superimposed antidune, which led to the build-up and subsequent breaking of the overriding in-phase wave. (c) Build-up and pool formation: the two antidunes progressively merged into a single, large step governed by asymmetrical deposition over its entire length that resulted in its vertical growth. The trough between the 'chute' and
the crest of the step developed into a ‘pool’ by the accumulation of water, herewith enhancing the intensity of the hydraulic jump. The configuration now established is referred to as a chute-and-pool. Deposition from the hydraulic jump induced the upward migration of the trough, whereas erosion by the chute forced the trough to migrate upstream. This continued the creation of the downstream-dipping composite erosion surface, the formation of which already started in the antidune configuration. (d) Fill-in and build-up: the trough filled with sediment as a result of deposition rate in the trough outpacing that on the crest. Erosion no longer governed the chute, which had become depositional, herewith overstepping the composite erosion surface. (e) Fill-in and flush: the depth of the trough abated and the trough eventually disappeared. Deceleration of the chute no longer caused the transition to subcritical flow and the hydraulic jump was flushed downstream, re-establishing supercritical flow conditions throughout.

3.2 Bed C28 in Pappagallo outcrop

3.2.1 Observations

Bed C28 reaches over 7 m and is underlain by two fossil subaqueous dunes in the Pappagallo outcrop. Reconstruction using the barcode-principle reveals the continuity of some laminae over the entire ca. 60 m length of the outcrop, enabling the reconstruction of a few key geomorphic surfaces thus representing time lines (encircled numbers in Fig. 5). Laminae with an upward-decreasing concavity overlie the upstream subaqueous dune. This concave-up lens evolves upward into a near-horizontal bed (1) and then into a convex-up shape (2), which grades downstream into another concave fill (top of which is 3). The thickness of lenses may be strongly reduced in upstream direction from a few metres down to a few tens of cm or less. The marked timelines illustrate that the ‘build-up’ and ‘fill-in’ phases alternate in a timewise sense. The build-up phase commonly initiates from a semi-horizontal surface (e.g. 1,3). The succeeding fill-in phase (partly) restores the near-horizontal bed (e.g. 3,5).

3.2.2 Interpretation

The stacked build-up-and-fill structures composing bed C28 in the Pappagallo outcrop reflect a periodicity in bedform behaviour: build-up and fill-in phases alternate in both horizontal and vertical direction (Fig. 5). The 3 m elevation drop over the lee side of the underlying fossil subaqueous dune at the upstream side (0) dictates that the first phase in this exposure is a fill-in phase. The composite erosion surface at the upstream limit of the concave lens suggests that a hydraulic jump was involved in its formation. A convex lens that formed during the subsequent build-up phase overlies the horizontal top of the concave lens (1). This pattern continues in horizontal and vertical direction, illustrating the periodic alternation of build-up and fill-in phases.

8 DISCUSSION AND CONCLUSIONS

There is a fundamental difference between antidunes and cyclic steps (Fildani et al., 2006; Spinewine et al., 2009; Kostic, 2010; Cartigny et al. 2014; Yokokawa et al. 2016). Antidunes are short-wavelength bedforms that develop under trains of in-phase surface waves. Cyclic steps are long-wavelength bedforms associated with series of steps marked by supercritical flow down the lee side and subcritical flow on the stoss side, separated by hydraulic jumps in the intervening troughs (e.g. Cartigny et al., 2011).

Hybrid bedforms that have more in common with cyclic steps than with antidunes are predominately characterised by hydraulic jumps and less so by in-phase waves.

Figure 5. Main architectural elements bed C28 in the Pappagallo outcrop (58 m wide). See text for explanation.
This morphology is referred to as chute-and-pool (Simons et al., 1965) and is commonly associated with the formation of scour-and-fill structures.

The density flow beds of the Lower Pleistocene carbonate slope of Favignana Island are composed of build-up-and-fill structures, defined by interstratified convex and concave lenses as main architectural elements. On the basis of detailed morphodynamic reconstructions, it is suggested that convex lenses represent deposition under infall waves in the antidune-regime, and that concave lenses were formed by deposition from hydraulic jumps situated in the trough between bedforms. Such hydraulic jumps formed by the breaking of the infall antidune wave. Unlike wave-breaking in subaerial flows, wave-breaking was not accompanied with antidune destruction due to high rates of bed aggradation. Hence, the term aggradational chute-and-pools is proposed for these bedforms.
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ABSTRACT: An automatic procedure is described to estimate seabed morphodynamic parameters (main bedform wavelength, height, migration direction and magnitude) from repeated multibeam echosounder (MBES) bathymetric data. The method explores successive bathymetric profiles to assess seabed morphodynamics based on wavelet analysis and cross-correlation. It is applied on 143 successive MBES surveys from a monitoring program in 10 areas of marine aggregate extraction in the Belgian part of the North Sea, resulting in 355 observations of morphodynamic parameters. These can be used to explore specific patterns such as the decrease in dune height in areas experiencing more extraction. Altogether, this method appears efficient to quickly and automatically map seabed bedforms, investigate their temporal dynamics, and points towards interesting features for further analysis.

1 INTRODUCTION

Repeated MBES measurements over time allow the investigation of seabed morphodynamics at possibly high spatial and temporal resolutions. In the Belgian part of the North Sea, the monitoring program accompanying the aggregate extraction activity (Roche et al., 2017) provides such data. When investigating the evolution of the seabed over time in the monitored areas, two main sources of bathymetric variation are observed: the human extraction and the migration of very large dunes. In order to assess the remaining variability of the seabed and the possible depletion or repletion dynamics, a method was previously developed to extract the effect of dune migration (Terseleer et al., 2016): morphodynamics were considered as homogeneous over the investigated areas, and an overall dune migration (magnitude and direction) was derived from an optimization procedure. Yet, variations in seabed morphodynamics within the investigated areas (a few square km) called for a more local approach.

In this contribution, an automated approach is presented to estimate morphodynamics parameters such as dune migration and magnitude as well as wavelengths and heights. This allows mapping bedforms as well as assessing the prospective evolution over time of such parameters. The method is applied on a MBES dataset from the monitoring program of marine aggregate extraction in Belgium, and thereafter exploited to investigate the seabed behaviour over time (and more specifically the evolution of dune heights) in extracted areas.
2 METHODS

Two sources of data can be used to investigate the seabed behaviour in marine aggregate extractions areas of the Belgian part of the North Sea. First, MBES surveys are regularly conducted over monitoring areas, providing a time series of bathymetric data (1 m horizontal resolution and 1 to 4 surveys per year; see Roche et al., 2017). Second, an electronic monitoring system (Van den Branden et al., 2017) is placed onboard of extraction vessels and records their activity and position, providing a spatio-temporal dataset of extraction in the areas.

In Terseleer et al. (2016), the dune migration was estimated based on an optimization process comparing pairs of successive bathymetric surfaces, with the older one being horizontally shifted to find the best match with the most recent one. Consequently, a unique migration pattern (magnitude and direction) was estimated for the whole area. Here, a similar principle is applied but more locally: in order to allow deriving different migration patterns (in magnitude and direction) within a single area, the comparison is done between successive bathymetric profiles taken in all directions around different centroids within the areas. Thus, contrary to other approaches where the migration is measured in the direction perpendicular to the bedforms crests, the direction here freely emerges from the automatic procedure. Successive profiles are compared on the basis of

Figure 1. Automatic treatment of a bathymetric profile. (a) The original bathymetric profile (black line) is considered to be composed of one stable part corresponding to the sandbank (under the cyan line) and one mobile part on top of it (between the cyan and black lines) which is used for later analysis. The red line is a cubic regression spline used to detrend the bathymetric profile for the wavelet analysis. (b) Wavelet analysis of the detrended bathymetric profile: at each location on the profile (x axis), it indicates the preponderance (power, colour scale) of each wavelength (y axis) in the bathymetric profile. (c) Average power (x axis) of each wavelength (y axis) over the bathymetric profile. The maximum (red line) identifies the dominant wavelength (here, ~105 m). (d) Profile of the upper, mobile part of the seabed (black) with automatic detection of crests (blue) and trough (cyan) points, allowing the estimation of dune heights (vertical green lines). The bathymetric profile of the next survey is shown in red. (e) Cross-correlation between the red (old) and black (recent) profiles of (d). The maximum correlation (red line) identifies the spatial gap (i.e., migration distance) between the two profiles (here, ~10 m).
their cross-correlation, as if two time series were compared (similarly to McElroy & Mohrig, 2009): the best match corresponds to the highest correlation (i.e., the profiles are the most alike), while the migration distance is estimated from the spatial gap between them (similarly to the temporal lag separating two time series).

The procedure is fully automatic. It can be summarized into four steps which are detailed hereafter and illustrated in Figure 1.

2.1 Definition of the centroids and profiles

The centroids are the centres of the bathymetric profiles (which are distributed in all directions). They are regularly positioned over the main axis of the rectangular monitored areas. To allow the detection of bedforms with typical wavelengths up to ~300 m (very large dunes), the profiles are between 800 and 1300 m long (depending on the actual extent of the areas). Depending on the size of the monitored areas, between 1 and 6 centroids are used. For each centroid, profiles explore the bathymetry over the full 0-360° directions with intervals of 5°.

2.2 Distinction between the mobile seabed and the stable sandbank underneath

Two components are separated in a bathymetric profile: the sandbank body, which is assumed to be stable over time, and the overlaying seabed, composed of different bedforms and considered to be the mobile part of the seabed. Only the latter is thus conserved for further analysis. The approach is similar to Debese et al. (2018), who introduced the geomorphometric concept of osculatory surface matching the sandbank tangentially to the dune feet and representing a boundary between a dynamic upper part shaped by the mobile dunes and a stable internal part. Here, the sandbank body is obtained by joining all the troughs (i.e., the deepest points) between the largest successive bedforms (typically, very large dunes with wavelengths ~150-300 m; cyan line in Fig. 1a). To automatically identify the troughs and to distinguish them from other local bathymetric minima (corresponding to neighbouring seabed features or measurement noise), a wavelet analysis (Fig. 1b) is conducted on the detrended bathymetric profile. A moving window is then used over the profile to assess the corresponding dominant periodicity (i.e., wavelength of the largest bedforms) inside which the deepest minimum is selected as the trough of the bedform (Fig. 1a, cyan). This step is important to avoid the problematic influence of the sandbank signal (with a very long wavelength) on the cross-correlation analysis of the next step. The use of wavelet analysis allows the adaptive identification of the troughs of bedforms with different properties.

2.3 Cross-correlation and estimation of the migration amplitude and direction

Once the dynamic upper part of the oldest and most recent profiles is obtained (Fig. 1d, red and black lines), a cross-correlation analysis is carried out (as if they were considered as two univariate time series; Fig. 1e). Between the different investigated pairs of profiles, the one with the highest correlation is selected, assuming that migration occurs in the direction maintaining the highest degree of similarity between successive profiles. The migration distance is then provided by the spatial lag between the two profiles obtained from the cross-correlation (as would be the case for the time lag between two time series).

2.4 Bedform wavelength and height

A wavelet analysis is carried on the selected profile from step 2.3. Similarly to step 2.2, the wavelet analysis is used to scan the bathymetric profile with a moving window and select only one minimum (trough) and maximum (crest) corresponding to the dominant wavelength at each segment of the profile. Once troughs and crests are identified, the bedform height (green vertical lines in Fig. 1c) is then computed as the vertical height between the crest point (blue points) and its base joining the two neighbouring
trough points (cyan points). The dominant wavelength over the bathymetric profile correspond to the period averaging the highest power of the wavelet analysis over the full profile (Fig. 1c; similar approach to e.g. Gutierrez et al., 2013).

3 RESULTS

The four-step procedure described above allows to automatically estimate morphodynamic parameters (bedform height, wavelength, migration rate and direction) upon availability of successive MBES datasets. This study incorporates 143 campaigns, distributed over 10 different areas over a monitoring period of 16 years, leading to 355 observations. The obtained lag correlations range from 0.80 to 0.99 (median = 0.96), indicating an appropriate match between successive profiles.

3.1 Dune migration rate and direction

Figure 2 shows the resulting dune migration rate (y axis) as a function of its direction (x axis). The largest migration rates are essentially directed towards the NNE-NE or the SSW-SW, corresponding to the main axis of the tidal ellipse in the area.

![Figure 2. Results from the automatic procedure: dune migration rate (in m per spring-neap cycle, SN) vs the dune migration direction (0° being the East). Legend: names of the monitored areas (see Roche et al., 2019).](image)

These dominant migration directions were identified previously and related to currents, meaning that dune migration essentially occurs as a function of the relative morphological position of the area on the sandbanks, leading to an ebb- or flood-dominated tidal regime (Terseleer et al., 2016). Some areas seem to experience a unidirectional migration (e.g., HBMC towards the NE) while others experience multidirectional migration (e.g., BRMC). Within a same area, while the preferred dune migration direction is preserved over the area, a gradient in its magnitude can be observed, typically with higher migration rates on top of the shallower central part of the sandbank and lower ones in deeper parts (e.g., BRMA and ODMA; not shown).

3.2 Morphological parameters

Obtained bedform wavelengths and heights are shown in Figure 3. Most wavelengths range from 150 to 300 m, and observed maximum height over each profile range from 1 to 5 m. No relationship was observed between wavelength and dune heights in this dataset of limited bedforms (mostly very large dunes; not shown).

![Figure 3. Morphological parameters: boxplots of (a) the dune wavelengths and (b) the dune maximum height observed over each profile.](image)
The estimation of dune heights is affected by two main sources of uncertainty. First, the automatic procedure itself (more specifically Section 2.4 above) can be a source of uncertainty. Visual inspection of the intermediate results revealed that, while the largest bedforms are usually well depicted by the procedure, mistakes may sometimes appear: more specifically, depending on the migration distance between two successive profiles, different bedforms may occasionally be selected, leading to a spurious comparison. The procedure is under further development to improve this behaviour. Second, an uncertainty of about 20 to 30 cm may be associated to the MBES data acquired with a Kongsberg EM1002 and EM3002d, which are compliant respectively with IHO S44 order 1 and special order (IHO, 2008). The difference between two successive bathymetric models can thus be up to 60 cm wrong in the worst case. Successive profiles may for example show a different smoothing degree and measurement noises, which affect estimated bedforms characteristics. Nevertheless, investigation of intermediate results suggests that the obtained parameters are realistic. These can help describing general morphological characteristics of the areas (Fig. 3), and are now used to investigate some dynamics occurring over time.

3.3 Seabed dynamics

As an illustration of the possible use of the parameters provided by the automatic procedure presented here, Figure 4 shows the difference in maximum dune heights between successive profiles. When this difference is negative, it suggests (beyond the error margin mentioned above) a decrease in bedform heights between two successive campaigns.

Among all areas, most values are centred around zero, suggesting relatively stable bedforms (Fig. 4a). Yet, some areas appear to present more negatively distributed values, mostly BRMC (and, to some extent, HBMC and ODMA). Figure 4b shows the difference in dune heights between successive campaigns as a function of the aggregate extraction occurring in the area during this period. A loess smoothing is applied (in grey) to illustrate a prospective trend: bedform heights seem to decrease with increasing extraction values. Logically, the trend is mostly influenced by the areas experiencing larger extraction intensities (BRMC and HBMC), which tend to present a more important decrease in bedform height between surveys experiencing more extraction (Fig. 4b). For BRMC, the height decrease (beyond the depth difference due to extraction only) of the very large dunes located in the neighbourhood of an extraction spot which, on the contrary, exhibited sediment accretion, was indeed reported before (Terselee et al., 2016). This suggests that the present automatic approach is suitable to detect such overall morphodynamic behaviours.

Figure 4. Seabed behaviour in areas of marine aggregate extraction: (a) boxplots of the difference in maximum dune height between successive surveys; (b) difference in maximum dune height between successive surveys vs aggregate extraction intensity.
3.4 Advantages and limitations of the approach

The use of the wavelet analysis, allowing bedforms of different characteristics to be identified over the bathymetric profile, has proved to be efficient. It allows the procedure to autonomously adapt to bathymetric profiles with different characteristics. Although it would theoretically be possible to use this approach to also map smaller bedforms (bedforms with wavelength between ~15 and 60 m were often detected as secondary signal), their temporal evolution would be more difficult to assess. Indeed, the cross-correlation step, which provides the estimate of the migrated distance between two surveys, relies on the agreement between successive profiles. Preliminary tests on separated profiles for larger (wavelength > 150 m) and smaller (wavelength ~15-60 m) bedforms showed that the procedure was not able to properly discriminate smaller bedforms and to estimate their spatial lag between successive profiles. At this scale, the procedure would require more frequent surveys to be able to identify smaller bathymetric patterns over time. The temporal resolution of the MBES data (and, to some extent, the vertical resolution) therefore limits the type of bedforms that can be studied with such an approach.

4 CONCLUSIONS

The procedure described in this contribution allows to efficiently and quickly process the vast amount of data being made available by repetitive MBES surveys such as those provided by the monitoring program of the marine aggregate extraction in the Belgian part of the North Sea. Effort was concentrated on the automated and adaptive nature of the process, which can treat data with different morphometric characteristics. Yet, it remains dependent on the intrinsic quality of the MBES data, more specifically the temporal and vertical resolutions. The procedure can be used to quickly map and classify bathymetric data, and to assess seabed dynamics. Future analyses will investigate differences in dynamics between impacted and non-impacted areas, and will account also for the morphological position of an area upon a sandbank.
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ABSTRACT: In this short paper, we demonstrate a new method of deciphering the state of non-equilibrium bedforms using Semi-Variograms. Semi-variograms allow us to take a measure of uniformity in repeating features; therefore, the technique implicitly assumes that equilibrium is defined by uniformity. Comparison of the semi variogram produced from 5 selected profiles of dunes at different states of equilibrium and boundary conditions from the Mekong River (Cambodia) is compared against the semi variogram produced from an idealised and identical train of bedforms. We find that the empirical semi-variogram of a bedform profile is more than adequate at estimate the mean length of the bedforms, can decipher the dominant scales of bedforms. Moreover, this technique opens up the possibility of quantifying the degree of dis-equilibrium in the bed state that departs from basic geometric measurement of height, length and aspect ratio, and also does not require a series of repeated measurements: which is uncommon in large MBES surveys.

1 INTRODUCTION

Equilibrium in bedform state is described as a series of repeating bed features with consistent height, length and shape in time and space, and whilst many definitions attempt to describe predict the geometric size of the bedform in relation to grain size, flow depth or bed shear stress (Baas, 1994, 1999; Bartholdy et al., 2002; Dreano et al., 2010; Flemming, 2000; Martin & Jerolmack, 2013; Myrow et al., 2018; Perillo et al., 2014; Reesink et al., 2018), here we are only investigating the consistency in bedform shape in space. Such a definition of equilibrium requires a geometric uniformity perhaps unlikely with some definitions of equilibrium and three-dimensional bedforms (Myrow et al., 2018; Reesink et al., 2018) but no less can define the end member to the broad spectrum of bedform disequilibrium. A fundamental property of uniquely repeating shapes is that they are “self-similar” at their own spatial and temporal scales, implying a measure of equilibrium (or disequilibrium) is plausible from their correlation. For features which display spatial linkages, the semi-variogram is preferred over auto-correlation due to the semi-variograms’ inherent spatial-dependency (Clifford et al., 1992; Matheron, 1965; Oliver & Webster, 1986; Qin et al., 2015). A train of dunes, for instance, displays a range of spatial linkages:

1) alteration of the downstream pressure gradient and the production and dissipation rates of turbulence over bedforms (Engel,
changing the rate of sediment supply though altering the ratio of suspended to bedload fraction (Naqshband et al., 2014; Reesink et al., 2018; Schindler & Robert, 2005; Wren et al., 2007), largely a response to bedform interactions in or out of equilibrium (Blois et al., 2012; Ewing & Kocurek, 2010; Reesink et al., 2018).

The semi-variance \( \gamma(h) \) of a random function \( (G(X)) \) is described by half the variance of the increment:

\[
2\gamma(h) = \text{Var}[G(x + h) - G(x)]
\]  

Where \( G \) is the random variable of interest, \( h \) is the lag or distance with respect to \( x \). The empirical semi variance is estimated by:

\[
2\gamma(h) = \left[ \frac{1}{N-h} \right] \sum_{i=1}^{N-h} [(x_i + h) - G(x)]^2
\]

Where \( N \) is the number of observations.

The semi-variogram of three types of dune shapes is described in Figure 1. In this figure the maximum lag distance \( h_{\text{max}} \) has been set to the same length scale as the length of the bedform profiles so any variation in the shape of the dunes would be picked up.

The shape of the variogram appears to not correspond to the shape or asymmetry of the bedform – it is always a sine wave when given identical repeating bedform. This is a useful feature as we wish to test this method of quantifying equilibrium on a range of bedform shapes.

To provide a range of realistic bed states to test these ideas on, Multibeam echosounder (MBES) bathymetry from the Mekong River in Cambodia is used as it provides a range of flow discharges, bedform states and is large enough that superimposed bedforms are well resolved in the bathymetry.
alluvial plain near Kratie (Gupta & Liew 2007). By this point, 95% of the total Mekong flow has entered the river (MRC 2005) and the mostly bedrock nature of the upper reaches means the Mekong at Kratie receives the peak flood flows with little upstream attenuation. The inter-annual river discharge changes dramatically between monsoon and dry seasons, with changes in stage of 20-30m being common and corresponding discharge changes from <5,000 m³s⁻¹ in the dry season to an average of 35,000 m³s⁻¹ in the wet which peaks at ~60,000 m³s⁻¹.

2.2 Data Collection Instruments, accuracy and correction.

An MBES field survey was undertaken on the Mekong river, Cambodia ~12km south of the transition from bedrock channel to gravel and sand. The complex river bed bathymetry was measured with a Reson© SeaBat© SV2 7125 Multibeam (MBES) at a gridded horizontal resolution of 0.5m on 24/09/2013. The MBES positioning was measured using a real-time kinematic GPS accurate to 0.02 m horizontally and 0.03 m vertically. The manufacturer reported that depth resolution of the MBES is 1.25 cm [Reson Inc., 2009]. The head generates 512 equidistant beams and measures relative water depths over a 150° wide swath perpendicular to the vessel track. Navigation, orientation, and attitude data (heave, pitch, and roll) were recorded using an Applanix POS MV V3 gyroscope inertial guidance system mounted inside the vessel. The MBES data was measured and corrected concurrently using this dGPS and gyroscope setup, with additional acoustic correction using a RESON SVP sound velocity profiler.

3 RESULTS:

Figure 3 displays the bed profile and empirical semi-variogram of bed Profile 1 (see Figure 1 for location). In this section of the DEM, group average dune height = 0.84 m; Length = 38 m; Stoss slope = 3.2°; Lee slope = 19°) with mildly sinuous crest lines. This section of the river is often exposed or <1m deep in the dry season. At the time of measurement, flow stage was at its 3rd high-
est on record and all the river bed was fully submerged. This section of dunes has superimposed bedforms with group average dimensions of ~0.17 m height, 5.17 m length, stoss side angle of 7° and lee side angle of 14°. The empirical semi-variogram in Figure 3F displays zero nugget, a gaussian curve with a range of 37m– very closely matching the hand measured mean wavelength. At longer lag distances than the range, a distorted sine wave is produced, indicating divergence from ideal equilibrium.

Figure 3. Displays the de-trended bed profile 1 (top) and its empirical semi-variogram (bottom).

Figure 4 displays multiple scales of bedforms superimposed on a varying mean depth. The empirical semi-variogram for this profile likewise produces several scales: 20 m, 120m and 394 m as defined by the range, and two fluctuating sills. Hand measured group mean dune heights are 0.89 m, length 18.6m stoss slope = 9.68°, lee slope 21.9°.

Figure 4. Displays the de-trended bed profile 3 (top) and its empirical semi-variogram (bottom).

Figure 5 displays the bed profile and semi-variogram across a section of barchanoid shaped dunes with considerable bedform superposition on both stoss and lee slopes. Here the semi-variogram produced two distinct sills with elevations dissimilar to those of the host (length 78m, height 1.5m) and superimposed dunes (4.9 m long and 0.27 m high). The two distinct scales of undulating topography indicate a distinct lack of equilibrium in bedform shape but also indicate that the semi-variogram is less capable of measuring bedform scale which such a range of bedform scales.

Figure 5. Displays the de-trended bed profile 4 (top) and its empirical semi-variogram (bottom).

Figure 6. Displays the de-trended bed profile 5 (top) and its empirical semi-variogram (bottom).
Figure 6 displays the bed profile of a section of bed where bedforms are migrating off the tail of a mid-channel bar. There is a complete lack of superimposed bedforms in the section. The lateral extent of the uniform 2D dunes is ~170m wide at the northern extent and is gradually reduced to 70m in width at the southern extent of the survey area, as the 2D dunes merge with the secondary dunes near bed profile 4. A profile taken through the centre of this train of dunes using the MBES data gives a very consistent dune geometry (Figure 6), with group mean heights of ~ 1.6m, lengths of 34m, Stoss slope angle of 6.8° and Lee slopes of 22°. The consistency of dune shape and size is surprising considering the change in depth across the transect of 15 to 22m. Despite this change in boundary condition, the dune 2D and planform shape and size is remarkably regular and the empirical semi-variogram attests to this regularity, producing regular sine waves until ~200-300m where a sequence of smaller dunes produces a temporary sill in the semi-variogram.

To compare the empirical semi-variograms produced from the bedform profiles in Figures 3-6, Figure 7 plots them all normalised by the range of each semi-variogram alongside the idealised triangular dune profile semi-variogram of Figure 1.

Figure 7 Produces the observation that if you normalise the semi variogram by the range of the semi-variogram; the close-to equilibrium bedform profiles overlap. Here we see that the semi-variograms of profiles 1 and 5 most closely those of the idealised dune forms – with peaks and troughs of matching from 3-4 wavelengths. The semi-variograms of Profiles 2 and 3 are more like each other than the idealised bedform profile – suggesting a lateral connectivity to the amount of dis-equilibrium of the bed state measured in Profiles 2 and 3. Profile 4 displays the furthest match with the idealised dune semi-variogram. As seen in Figure 2 and 5, this bedform profile consists of two distinct scales of bedforms, larger barchan shapes but also smaller bedforms migrating over the barchan bedforms on both lee and stoss slopes as also seen in the Amazon (Almeida et al., 2016). The train of barchan dunes is present in this location during the dry season and with a difference in discharge of ~ 45,000 m³s⁻¹ between low and high flows in 2013 it is certainly not unreasonable that these barchan-like bedforms are being eroded at this stage.

5 CONCLUSIONS

By comparing the empirical semi-variogram produced from an idealised train of dunes with the empirical semi-variogram produced from a range of real bedform profiles we found that it is, at present, qualitatively possible to define the degree of (dis) equilibri-um of a single bedform profile. This technique and observation opens up a new way of quantifying the state of equilibria in a train of bedforms that does not require a repeated set of measurements over time – as is uncommon in large scale MBES surveys.
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ABSTRACT: Here we propose research to investigate the behavior of estuarine sand waves and how this is changed through human interventions in estuaries. To this end, we will develop idealized process-based models that describe the motion of water and sediment processes in estuaries. These models will account for processes that are known to play a role in similar bedforms in seas and rivers. A linear stability analysis of the flat bottom will reveal mechanisms of formation of sand waves; a nonlinear model will explain their equilibrium configuration. Scenarios will show how the bedforms behave under human interventions and climate change.

1 INTRODUCTION

Estuaries are hydrodynamically complex regions where a river meets saline water. In tidally influenced shallow (<100m depth) estuaries, sand waves can be found, which are large rhythmic bedforms. Their height and length are greatly site-dependent – with heights of about 2m in the Weser estuary, Germany (Nasner, 1974) versus 17m in the Long Island Sound (Fenster et al., 1990). Their height relative to the water depth shows more similarity amongst estuaries.

Estuarine sand waves are commonly asymmetric, with the steep slope facing the direction of migration (Bokuniewicz et al., 1977; Ludwick, 1972). In the Long Island Sound (U.S.), their migration rates are of the order of 50m per year (Bokuniewicz et al., 1977), and in the Bahía Blanca estuary (Argentina) they were measured to migrate 33m per year (Aliotta and Perillo, 1987).

Estuaries are the gateway to their hinterland, and therefore they are often used as harbor entrance (which is the case for e.g. the Rhine or Scheldt). To safely navigate in these estuaries, crests of sand waves are often dredged (Figure 1). Because sand waves migrate and regrow, costly surveillance missions need to be performed regularly to ensure navigational safety. Moreover, dredging greatly alters the morphodynamical system and the estuarine ecology (Kennish, 2002). Estuaries function as spawning, feeding and nursery sites for a variety of species (Beck et al., 2001), and are being used as entry to riverine habitats for migratory fish, such as salmon. Therefore, optimizing the efficiency of dredging activities in estuaries is essential to preserve an ecosystem that is vital for the existence of several species.

Furthermore, sand waves are a major influencing factor of hydrodynamics (and vice versa). The water’s movement is the leading factor in salt intrusion and flood risks, problems which humans are increasingly encountering (Ghosh Bobba, 2002; Townend and Pethick, 2002). How
sand waves influence these problems exactly is not yet known. Moreover, the sand wave-hydrodynamics interaction may be altered by changing hydrodynamical properties. Three ways that this might happen are anticipated: i) the effects of climate change: sea level rise and increased discharge variability (Booij, 2005; Church and White, 2006), ii) changes in the estuaries’ planform geometry through land reclamation or widening of the seaway, and iii) changes in sediment input due to sediment trapping in reservoirs.

In summary, it is essential to know more about estuarine sand waves to:

1. Perform dredging more cost-efficiently and with minimal effect to the environment;
2. Foresee potential changes in the sand wave-hydrodynamics interaction due to:
   i. Hydrodynamic effects of climate change;
   ii. Land reclamation or broadening of the seaway;
   iii. Sediment trapping upstream in man-made reservoirs

2 WHAT DO WE WANT TO UNCOVER?

The main aim of the proposed research is to provide universal explanations of estuarine sand wave formation and equilibrium configuration and to evaluate the long-term effect of human interventions on those. This is subdivided into the following questions:

Q1. What are the dominant hydrodynamical behavior and sediment transport processes in estuaries?
Q2. What are the underlying physical mechanisms of formation of sand waves in estuaries?
Q3. What are the underlying physical mechanisms of dynamic equilibrium configuration of sand waves in estuaries?
Q4. What are the effects of anthropogenic influences on estuarine sand waves, such as dredging and climate change effects?

Figure 2 shows an overview of the objectives of the proposed research, and how the methodology (laid out below) relates to these.

3 OUR APPROACH

Central to the methodology will be the development of idealized process-based models. These models will be built on knowledge acquired in the first objective, and will then be applied to execute the other objectives (Figure 2).

The models will describe the motion of water in an estuary that affects the bed by mobilizing and depositing sediment. An idealized model is convenient to reveal physical mechanisms behind sand wave formation and equilibrium configuration. Also, idealized models are computationally relatively cheap to run. This makes it easily...
feasible to conduct sensitivity analyses with respect to parameters of interest (such as sediment size, river discharge statistics, and geometry) and to look at long-term morphological developments, either natural or after human interventions. Moreover, during the model formulation an appropriate turbulence model can be chosen, which will be important to correctly describe complex flow patterns such as flow separation at steep slopes. Complex process-based models are less suitable to reach the objectives of this research, because those are computationally expensive.

3.1 Hydrodynamic behavior and sediment transport processes

Knowledge of marine sand waves and river dunes will be combined and elaborated to choose descriptions of hydrodynamic behavior and sediment processes with which the following research steps can be executed (Figure 3). This requires finding descriptions which are accurate enough to later explain sand wave behavior, yet do not include processes that are irrelevant in this respect. It is expected that this investigation will be executed iteratively with the research activities lined out in the next two sections.

Central to this subproject will be finding a correct description of flow separation. Flow separation has proven to be highly relevant in river dune formation (Paarlberg et al., 2007). In tidal environments, this phenomenon is much more complex due to reversal of the flow when the tide changes. This can lead to time-varying flow separation (Lefebvre et al., 2013). This research will provide a proper formulation of flow separation either through a suitable turbulence model or in a parametrized way. Also, water motions responsible for marine sand wave growth may need to be accounted for; these too require appropriate turbulence modeling (Borsje et al., 2013; Komarova and Hulscher, 2000).

3.2 Underlying mechanisms of formation

With the descriptions found previously, a coupled model will be developed. This will be employed to perform a linear stability analysis that explains formation of estuarine sand waves. The results will be analyzed to understand how the hydrodynamics interact with the bedforms. The wavelength and orientation of the modeled sand waves will be verified by comparing these with open source data from several U.S. estuaries with different characteristics (NOAA, 1998). This data has a horizontal resolution of 30m, which is high enough to determine the wavelength and orientation of real-world estuarine sand waves.

3.3 Underlying mechanisms of dynamic equilibrium configuration

To investigate the equilibrium configuration (i.e. height and shape) of estuarine sand waves, another idealized model will be developed that includes nonlinear interactions between flow and the bed. These occur when the height of the bedforms becomes significant compared to the water depth. This is also an important factor that determines the equilibrium configuration of marine sand waves and river dunes, and hence nonlinear models have previously been developed and employed to explain these bedforms (e.g. Ji and Mendoza, 1997; van den Berg et al., 2012; Campmans et al., 2018).

Figure 3: Schematized presentation of the shape and flow profiles (solid arrows) of a) marine sand waves, with dashed circulatory arrows showing residual flows that cause sand wave growth b) estuarine sand waves, with the question mark indicating that the underlying hydrodynamic mechanisms that govern the behavior of these bedforms are not yet understood and c) river dunes including flow separation in the trough (adapted from Hulscher and Dohmen-Janssen, 2005).
These models have the advantage that they can describe equilibrium configurations of bedforms, but at the cost of computation time.

The results of this model will be analyzed to understand how hydrodynamics interact with full-grown estuarine sand waves. The wavelength, orientation, height and shape of the modeled sand waves will be compared with the data on U.S. estuaries mentioned in previous section to establish a reasonable case for the model.

3.4 Effects of anthropogenic influences

The previously proposed models will be used by varying their parameters to describe the effects on the morphological timescale (decades) of the following human interventions: i) land reclamation and seaway widening (geometry changes), ii) reduction of riverine sediment supply (changing sediment size/input quantity), iii) dredging (changes to the bottom profile) and iv) climate change effects (sea level rise and increased discharge variability).
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ABSTRACT: The morphology and dynamics of sand waves on continental shelves may interfere with navigation and offshore constructions. Understanding the controlling parameters of the spatial variation in sand wave morphology and dynamics will allow for better predictions of bed dynamics and thereby helps the optimisation of monitoring and maintenance strategies. Previous investigations are mostly local studies. However, for the explanation of spatial variation on continental shelves, large-scaled investigations are required. Quantified sand wave morphologies on the Netherlands Continental Shelf (NCS) and correlated environmental parameters reveal that sediment grain size and transport mode seem the controlling parameter/process. These also reveal that sand waves on the NCS are relatively high compared to the empirical relationship of Allen (1968). For sand wave dynamics, these relationships still have to be investigated. Preliminary results of migration rates on the Netherlands Continental Shelf are between 0 and 20 m/yr.

1 INTRODUCTION

Sand waves are a common feature on sandy continental shelves. The increase in sand wave heights may interfere with navigation. Certainly with increasing draughts of offshore vessels in shallow seas, such as the Southern Bight of the North Sea, calling on major harbours such as Rotterdam, water depths become increasingly critical. The migration of sand waves is important in the design and maintenance of offshore wind farms, cables and pipelines.

North Sea bathymetry shows that the occurrence and morphology of sand waves is spatially variable, and the analyses of time series show that also dynamics are spatially variable. A large-scaled study of vertical nodal seabed dynamics at the Netherlands Continental Shelf (NCS) revealed that sand waves are the most dynamic feature offshore, due to sand wave migration (Van Dijk et al., 2012a). By understanding the processes that control these spatial variations, we can improve risk-based monitoring policies of continental shelves and the maintenance of fairways (Fig. 1).

Figure 1. Vertical bed dynamics (m/yr) revealing sand wave migration in the Eurogeul, the approach channel to Rotterdam harbour (from Van Dijk et al., 2012b).

In this paper, quantified sand wave morphology of all sand waves on the NCS at 25-m resolution and correlations to the spatial
variation in environmental parameters and processes (Damen et al., 2018a) are presented. In addition, preliminary results of morphodynamics of sand waves may be investigated in a similar way.

2 METHODS AND RESULTS

2.1 Morphology

Using a scanning technique in the direction perpendicular to sand wave crests along transects 25 m apart, the quantification of all sand waves results in morphologic maps of sand wave lengths, heights and asymmetries (Damen et al., 2018a; heights are displayed in Fig. 2).

These maps show that the longest and lowest sand waves occur along the Holland coast, where also asymmetries are the largest. Distribution plots reveal the limits of sand wave morphologies for all sand waves on the NCS (Fig. 3).

Figure 2. Quantified sand wave heights per km² on the Netherlands Continental Shelf (after Damen et al., 2018a). Results of all individual sand waves are available in a repository (Damen et al., 2018b).

2.1.1 Correlation to primary parameters

For the correlation of morphology to primary environmental parameters (depth,
tidal current velocity, residual current, significant surface wave height and median grain size), sand waves were binned, in order to separate areas where four out of five parameters are more or less ‘constant’ and where merely one parameter varies. Most correlation results of the primary parameters with morphology were weak, thereby falsifying the hypotheses, except for median grain size and sand wave height (Fig. 4), and for the tidal (M2) current velocity and sand wave length.

2.1.2 Correlation to processes of sediment transport

Since the primary parameters were not conclusive, sand wave morphology was correlated to marine processes, such as the Rouse number of the mode of transport, Shields parameters of incipient motion for both the tide and waves, and the residual bed load transport (Damen et al., 2018a). Out of these, the Rouse number seems the dominant factor for sand wave lengths, and heights, as well as asymmetries.

2.2 Sand wave dynamics

Sand wave migration rates were determined from single- and or multibeam time series at a number of sites distributed on the NCS and were found to be between 0 m/yr (stable) offshore Rotterdam and 20 m/yr near the Wadden island Texel. Migration directions were found to be to the south-west and to the north-east both on the larger shelf scale and more locally, the latter related to larger-scaled morphology, such as sand banks (e.g., Fig. 5). Although, to date not as quantitative as the morphologic results, the spatial variation in sand wave migration may be correlated to environmental parameters in a similar way as was done for morphology.

Figure 4. Correlation values (colour scale) of median grain size (D50) and sand wave height in bins of ‘constant’ water depth, tidal current and wave regimes (after Damen et al, 2018a).

Bi-variate plots were used to visualise the strengths of the correlations and to reveal limits of local conditions for sand wave occurrence and morphology.

The correlations, however, do not explain the variation in morphology in full. An inverse approach, of identifying areas of contrasting sand wave morphology and finding out the ranges and limits of local environmental parameters may provide additional insight.

Figure 5. Example of opposite sand wave migration directions for the offshore wind farm site Borssele, over the period 2000 to 2015, based on 29522 transects (updated from Deltares, 2015). Colour scale is sand wave migration rates (m/year) with negative values (blue) indicating sand wave migration towards southwest and positive values (red) indicating sand wave migration towards northeast.
3 DISCUSSION

When the morphologies of sand waves on the NCS are compared to sand waves on other continental shelves, sand waves on the NCS are relatively high, exceeding the empirical relationship of Allen (1968) for heights as function of water depth, $H = 0.086d^{1.19}$. However, giant sand waves reported in the literature (e.g. Franzetti et al., 2013) exceed these heights even more. The new data reveal a new empirical relationship on steepness (Damen et al., 2018; see also Flemming, 2000).

4 CONCLUSIONS

The quantification of all sand waves on the Netherlands Continental Shelf reveals the distributions of sand wave lengths, heights, asymmetries and lee-slope angles. Correlating the primary parameters depth, tidal current velocity, residual current, significant surface wave height and median grain size to the morphology and dynamics of sand waves, most parameters were weak, except for median grain size ($D_{50}$), which seems to control the occurrence and heights of sand waves, and the tidal current velocity seems to control the wavelength. Of the sedimentary processes, the Rouse number of sediment transport mode seems to control lengths, heights and asymmetries.

Sand wave migration rates vary between 0 m/yr near Rotterdam and 20 m/yr near Texel. Where the morphology seems to be controlled by $D_{50}$, Shields parameter for tides, and the residual bed load transport, migration rates may be explained in a similar manner.
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2. 6 REFERENCES

1 INTRODUCTION

Beds of shallow shelf seas typically show a wide variety of rhythmic bed forms, among which sandwaves and sandbanks are the largest (Reineck et al., 1971). In many places sandwaves and sandbanks exist together and interact. Understanding sandbank dynamics is therefore important for the study of sandwaves as it affects the environmental conditions (e.g. flow characteristics and water depth) in which sandwaves develop. In particular, the circulation around sandbanks has been found to adjust sandwaves (McCave & Langhorne, 1982). Furthermore, analysis of the Westhinder bank by Deleu et al. (2004) showed sandbanks affect the way sandwaves grow and migrate.

A key feature in the evolution of sandbanks is that they may break. This is a complex process that strongly impacts the topography of the seabed. Two mechanisms have been proposed to describe this behaviour, Caston (1972) examined the shapes of the Norfolk Banks and suggested these represented different stages in the process of an isolated bank breaking into three separate banks. Alternatively, Smith (1988) proposed a mechanism of breaking into two separate banks after studying a kink in the North Hinder Bank. However, both hypotheses strongly rely on the interpretation of site-specific observations and have not been reproduced by process-based models.

Therefore, we developed a new idealised model, which includes tide-topography interactions, captures long-term nonlinear dynamics and allows for topographies that vary in both horizontal directions. Rather than focussing on equilibrium profiles, our interest lies in the transient evolution during which sandbanks display growth, expansion and change in shape. We focus on the qualitative behaviour, specifically whether bank-breaking occurs and how initial bank topography and hydrodynamic settings affect bank evolution.
2 METHODS

The model geometry (Fig. 1) features a sandbank on an otherwise flat seabed. The hydrodynamics $\mathbf{u} = (u, v)$ in the periodic domain are governed by the depth-averaged shallow water equations, including acceleration, advection, bed friction and Coriolis effect. The model is forced by a spatially uniform pressure gradient that, in case of a flat bed, would induce a symmetrical tide.

Key variable is the spatiotemporally varying bed level $h(x, y, t)$. The initial topography is described by bank angle $\theta_{\text{bank}}$ with respect to the principal tidal flow, bank length $L_{\text{bank}}$, bank height $h_{\text{bank}}$ and bank width $B_{\text{bank}}$. The central part of the bank is uniform in along-crest direction and Gaussian in cross-bank direction. The bank ends are Gaussian in two dimensions.

The morphological loop structures our hydrodynamic and morphodynamic solution procedures. First, we split topography $h$ into a uniform bed elevation $h_0$ and a spatially varying component $\epsilon h_1$:

$$h = h_0 + \epsilon h_1$$  \hspace{1cm} (1)

Herein, $\epsilon = \max h_{\text{bank}} / h_{\text{mean}}$ is the ratio between maximum bank amplitude and mean water depth $h_{\text{mean}}$.

Second, we introduce vorticity $\eta = \partial v / \partial x - \partial u / \partial y$ and a solution vector $\phi = (\eta, u, v, \zeta)$ to simplify the hydrodynamic equations. Now, as a novel solution method, we expand the solution vector in terms of $\epsilon$:

$$\phi = \sum_{j=0}^{\infty} \epsilon^j \phi_j = \phi_0 + \epsilon \phi_1 + \epsilon^2 \phi_2 + \ldots + \epsilon^j \phi_j$$  \hspace{1cm} (2)

We distinguish components $\phi_0$, $\phi_1$ and $\phi_j$ for $j \geq 2$, which represent uniform flow over a flat bed (basic flow), first order flow (linear response) and higher order flow solutions (nonlinear response), respectively.

Third, the hydrodynamic solution is used to calculate bed load transport, which is commonly considered as the dominant mode for transporting grains around sandbanks (Besio et al., 2006). Furthermore, we account for bed slope effects and wind stirring.

Fourth, the bed level change is computed via the frequently used Exner’s equation, which is numerically implemented via a fourth order Runge-Kutta scheme. For computational efficiency, it is updated on the time scale of morphological change rather than tidal cycle (Hulscher et al., 1993).

We refer to van Veelen et al. (2018) for further details on the solution procedure.
3 RESULTS

Based on our model runs, we distinguish two paths of sandbank evolution: banks that break and banks that attain meandering crests. Within each category, the behaviour is remarkably similar. Therefore, the two paths are featured in a classification scheme in Fig. 2.

Path A exhibits (I) an initially straight bank. Then, (II) the bank ends rotate in the direction of the fastest growing mode from linear stability analysis $\theta_{fgm}$ (see e.g. Huthnance, 1982a). Furthermore, it expands its pattern in the form of parallel crests and troughs. What follows (III) is the formation of a central depression, while bank ends grow in amplitude, leading to (IV) bank-breaking.

Path B features (I) an initially straight bank that does not break. Instead, (II) the bank retains its shape as it expands its pattern. This is followed by (III) growth of the central part in amplitude. As the central part and the bank ends differ in amplitude, this may result in (IV) a spatially meandering crest, which resembles a weak S-shape.

A sensitivity analysis shows that the path depends on initial bank angle and length (Fig. 3). The bank angle controls to what extent the bank ends can rotate. Bank-breaking will occur when the initial bank angle deviates sufficiently from the preferred angle from linear stability analysis. As it turns out, the required deviation depends on the initial bank length. Specifically, the deviation required reduces when bank length increases.

![Figure 2. Classification scheme containing two paths of bank evolution (A and B), which, depending on initial orientation and bank length, result in either bank-breaking or a spatially meandering crest. The lines display general depth contours that outline the sandbank. The thin lines depict even shallower areas, i.e. a higher sandbank.](image)

![Figure 3. Regime diagram showing bank breaking as a function of bank orientation $\theta_{bank}$ and length $L_{bank}$.](image)
4 COMPARISON WITH EARLIER SANDBANK EVOLUTION STUDIES

Bank-breaking according to our regime diagram in Fig. 3 agrees with observational studies. For a bank parallel to the principal tidal flow, as described by Caston (1972), bank-breaking is reproduced. Furthermore, breaking of anticlockwise oriented banks with a kink, as described in Smith (1988), are a stage in our classification scheme of breaking banks (Fig 2, Path A: III).

Alternatively, the spatially meandering crests observed in non-breaking banks resemble model results by Huthnance (1982b), who used simplified flow conditions, and by Yuan et al. (2017), who found that meanders oscillate in time for banks with a fixed wave length. This oscillating behavior was not found in the present study.

5 CONCLUSIONS

Sandbank dynamics affect the environmental conditions (e.g. flow characteristics and water depth) in which sandwaves develop. Here, we developed an idealised process-based numerical model for the transient evolution of tidal sandbanks. As a novelty, it captures nonlinear hydrodynamics via an expansion in the ratio of bank amplitude and mean water depth.

The model results show that sandbanks follow a specific four-stage evolution, which results in either bank-breaking or a topography with meandering crests. Initial bank angle and length control which path occurs. Furthermore, it is found that sandbanks may break when the initial topography meets two criteria: (i) the bank orientation must differ sufficiently from the angle from linear stability analysis and (ii) a minimum bank length must be satisfied for separate growth of the bank ends. A so-called regime diagram visualizes the two criteria quantitatively (Fig. 3).
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ABSTRACT: Two-dimensional (2-D) subaqueous dunes often superimpose on giant dunes, sand bars or sand ridges. Mega-ripples may also be further superimposed on the 2-D dunes. A combined method was developed to analyse the geometry of the 2-D subaqueous dunes in this case, including 2-D Fourier analysis, wavelet transform, zero-crossing analysis, and various filtering. The regional dominant orientation and individual geometry parameters of 2-D submarine dunes can thus be obtained automatically with input of bathymetries. This method was successfully applied with both synthetic and observed bathymetries.

1 INTRODUCTION

Two-dimensional (2-D) dunes are common rhythmic bedform in submarine environments. They are often superimposed on large sand bodies, such as sand bars, sand ridges, and giant dunes. They are not only the results of sediment transport processes but also indicate sediment transport processes. Bedform wavelength and wave height are used to predict bed roughness (Yalin and Lai, 1985; Wang et al., 2016), and bedform asymmetry and orientation indicates the net sediment transport direction (McCave and Langhorne, 1982; Van Wesenbeck and Lanckneus, 2000). The understanding of modern submarine dune evolution is important for the restoration of paleo-sedimentary environments of sedimentary structures in boreholes and rocks (Baas et al., 2016). The formation and movement of submarine dunes may threaten the safety of submarine pipelines and navigation. (Németh et al., 2003). Thus, the bedform dynamics are one of the key issues of sedimentology.

Quantitative analysis of bedform morphology is the basis of the bedform study. Bedform geometry can be quantitatively represented by a number of parameters, which are associated with two categories. The first category is related to the overall regional patterns. For bedforms in a region, there is a dominant orientation and the associated characterized wavelength. The second category contains individual geometry parameters, such as the position of dune ridge, depth of dune ridge, wavelength, wave height, symmetry, lee slope angle, etc of different 2-D submarine dunes.

The relationship between these parameters and the relationship between the parameters with environment factors (i.e., bed sediment grain size, water depth, current velocity) were highlighted and investigated widely (Yalin, 1964; Allen, 1968; van Rijn, 1984; Flemming, 1988). However, more data are still required for a comprehensive understanding of these relationships.

High-resolution multibeam bathymetry increases the volume and complexity of bathymetric data, and a number of methods has been proposed to automatically quantify the 2-D dunes morphology.

For the regional morphological patterns, two-dimensional Fourier analysis can con-
vert water depth matrix into a 2-D power spectrum. The main wavenumber can be extracted to calculate the regional dominant orientation and wavelength of submarine dunes (Van Dijk et al., 2008; Lefebvre et al., 2011; Cazenave et al., 2013). Anisotropic covariance analysis is also applied on the basis that the covariance in the direction of 2-D dune crests is the smallest, and the range value of the semi-variogram model in the direction perpendicular to the dune crests is the regional dominant wavelength of the submarine dunes (Dorst, 2004; Pluymaekers et al., 2007; Van Dijk et al., 2008).

Zero-crossing analysis can be easily applied to calculate the individual geometry parameters of submarine dunes. However, it would be challenged by the superimposition of bedforms with different scales. Thus, separating bedforms of different scales is necessary. Based on the geostatistical analysis, bedforms at different scales can be obtained by Kriging interpolation in a variety of resolutions (Van Dijk et al., 2008). 2-D discrete Fourier analysis combined with Butterworth high-pass filtering can effectively eliminate the background topographic effects (Cazenave et al., 2013). However, the spectral leakage of this method tends to underestimate wave height (Van Dijk et al., 2017). Although wavelet transform is applied for one-dimensional profiles, it has an outstanding performance in separation of dunes at different scales (Gutierrez et al., 2013).

Different methods have good performance at different stages of 2-D dune morphology analysis. We create a combined method based on Matlab, including 2-D discrete Fourier transform, Wavelet transform, and zero-crossing analysis. With an input of coordinates and bathymetry data, the regional and individual geometry parameters of superimposed 2-D submarine dunes can be calculated automatically. The method was applied to a synthetic bathymetry, and two measured bathymetries. One is on a sand ridge off Jiangsu Coast, China, and the other is on a sandbank in the Dover Strait, UK.

2 METHODS AND MATERIALS

2.1 Methods

![Flow chart of the combined method](image)

Figure 1. Flow chart of the combined method. Solid outlines indicate the products and functions of every steps. Dashed outlines indicate the processes and methods of every steps.

The method is divided into four steps. Firstly, it calculates regional dominant orientation and wavelength of the submarine dunes by 2-D discrete Fourier transform. Then, the matrix is rotated, re-gridded, and split into a number of 1-D profiles. Bedforms of different scales are separated by wavelet transform analysis. Thirdly, dune crests and troughs are extracted on the profiles by zero-crossing analysis. Finally, the individual geometry parameters are calculated on the profiles.
2.1.1 2-D Fourier analysis

Modified Cazenave et al (2013)’s 2-D Fourier analysis method is adopted to calculate the regional dominant orientation and the associated characterized wavelength. The power spectrum of the bathymetry matrix after the 2-D discrete Fourier transform is mirror symmetric and illustrate the spatial period of dunes. Circular filtering filters values near the coordinate origin in reciprocal coordinates. The line connecting two symmetrical wavenumbers passes through the coordinate origin. The regional dominant orientation of the 2-D dunes is the direction of the line. The distance from the selected wavenumber point to the origin of the coordinate is the reciprocal of the regional dominant wavelength of the dunes (Cazenave et al, 2013). The method provides an alternative parameter selection and ignores the influence of background topography. Here we detrend the bathymetry matrix in the x- and y-directions, in order to remove the influence of background terrain. We set the radius of the circular filter to 3 times the wavelength of interest and the power threshold of 90%.

2.1.2 Wavelet analysis

First, the bathymetry matrix is rotated according to the regional dominant orientation calculated by the 2-D Fourier analysis. Then the bathymetry matrix is re-grid and re-interpolate. Then it is split into 1-D water depth profiles which are perpendicular to the dune crestlines. The dune wavelengths of different scales can be extracted according to the wavelet transform power spectrum (Gutierrez et al, 2013). After the robust spline filter according to different wavelengths, three kinds of bedform profiles are separated.

2.1.3 Zero-crossing analysis

The zero-crossing analysis is performed to the bedform profiles of interest. The profiles separated by wavelet analysis are relatively smooth, but the effect of noise cannot be totally eliminated. A threshold for the distance of every other zero points is applied twice to eliminate the influence of noise. The threshold is set to 0.3 times the regional dominant wavelength. Then, the extreme point between adjacent zero points is extracted as the trough or crest point of the dune.

2.1.4 Dune geometry parameters calculation

The background topography can influence the geometry parameter calculation (Figure 2). We propose a method to solve this problem. Wavelength and wave height are defined as the distance from adjacent troughs (AB in Figure 2), and the vertical distance from the crest to the wavelength line (CD in Figure 2), respectively. Symmetry is the ratio of (AD - DB) to AB in Figure 2, and the lee slope angle in Figure 2 is $\angle CAD$.

Figure 2. Schematic diagram of the definition of the dune geometry parameters. A and B are the troughs of the dune, and C is the crest. The blue line is the water line. The black dashed line represents the zero line of zero-crossing analysis. $L_1$ and $L_2$ are the horizontal distances of AC and BC.

2.2 Materials

2.2.1 Synthetic bathymetry

The synthetic bathymetry is constructed artificially, being the superimposition of bedforms with three different scales in the x-direction. The wavelength is 300 m, 16 m, and 1 m, respectively, and the corresponding wave height is 5 m, 1 m, and 0.1 m, respectively. The bathymetry in the y-direction is the same and repeated. Then, the matrix is rotated counter-clockwise by 45°, and a 200 m $\times$ 200 m rectangular bathymetry is selected. For the middle scale dunes, the large scale dunes is the background topography,
and the small scale dunes is noise. The present method is applied to extract the morphological parameters of the middle scale dunes. By the comparison between the calculation results and the original settings, the method performance can be evaluated.

2.2.2 Field observed bathymetries

Two observed bathymetries are used for morphological parameters calculation using the present method. One is located on a sand ridge off Jiangsu coast, China. The collection was on January 19, 2017, using an R2sonic 2024 multibeam echo-sounder. After correction and swath data cleaning with CARIS HIPS and SIPS, the data were gridded to 0.5 m resolution. We chose a 100 m × 400 m rectangular area on the northern slope of the sand ridge which dunes superimpose on. Thus, removing the background sand ridge influences is crucial to calculate the dune morphological parameters.

A 500 m × 1000 m rectangular area on a sandbank in the Dover Strait, about 25 km east of Kent Coast, London, UK, was selected from marine data sets held by the UK Hydrographic Office (http://aws2.caris.com/ukho/mapViewer/map.action). The bathymetry was gridded with horizontal resolution of 1 m. The present method is to identify and separate the dunes in two scales, and the morphological parameters are computed for each scale dunes.

3 RESULTS

In terms of artificial data, the present method yields that the dominant orientation, average wavelength, and wave height of the middle scale dunes are 45.00°, 16.10 m and 1.04 m, respectively. They are very close to the settings of 45°, 16 m and 1 m, respectively. Thus, the method is accurate and feasible.

The dune extraction (Figure 3a) of the observed bathymetry from China shows that almost all of the dune crests are accurately extracted. The spatial distributions of wave length and wave height are shown in Figure 3.

Two scale dunes were extracted from the bathymetry in the Dover Strait (Figure 4). Red dots show the location of large scale dunes, with the dominant orientation, average wavelength, and average wave height of 135.37°, 187.50 m, and 1.99 m, respectively. However, for the small dunes, these values change to 95.50°, 9.50 m, and 0.24 m.

4 DISCUSSION

4.1 Parameters selection of 2-D Fourier analysis

In the 2-D Fourier analysis, two parameters determine the accuracy of the extraction result, namely, being the radius of the circular filter and the threshold of wavenumber extraction. Cazenave et al. (2013) considered that the reciprocal of the radius of the circular filter is generally set to 10% of the long side of the bathymetry region. The length of the long side of the bathymetry area must be greater than 10 times the wavelength, suggesting that the reciprocal of the filter radius is greater than the wavelength of dunes. In this way, selecting more than 80% of the maximum peak power can meets the error requirement. However, the background topography of the observed bathymetry makes it difficult to select parameters. Combination of different parameter selections leads to different results, some of them being unreal. Thus, it is difficult to choose the correct wavenumber.

However, after detrending background topography, the results of different parameter combinations are consistent. In this way, we can set two fixed parameters. Thus, detrending does not only improve the selection of the wavenumbers, but also simplifies the selection process.

4.2 Correction of deviation of parameter calculation

Traditionally, bedform morphological parameters are determined based on the hori-
horizontal coordinates, in Figure 2, the wavelength and the wave height being \( L_1 + L_2 \) and CE, respectively. However, the background topography should be taken into account. The background topography is a flat slope with an angle of \( \theta \), which is parallel to AB. The actual wavelength is \( \frac{L_1 + L_2}{\cos \theta} \), which is equal to AB, and the wave height is \( CE \cdot \cos \theta \), which is equal to CD. The relative error of the wave steepness (the ratio of wave height to wavelength) is \( \left( \frac{\sin \theta}{\cos \theta} \right)^2 \), which increases with \( \theta \). The relative error of the dune symmetry is \( 2 \cdot St \cdot \sin \theta / Sy \), in which St and Sy are the wave steepness and symmetry, respectively. It increases as \( \theta \) and St increase and Sy decreases.

The effects of background topography can not be neglected for area with large value of \( \theta \) (i.e., \(~10^\circ\) or more), which is frequently associated with the lee slope of giant dunes. Assuming that St and Sy are 0.05 and 0.1, respectively, the relative error of the steepness and symmetry of the dunes with a slope of 20° would be 13% and 34%. To avoid errors caused by background terrain, we chose a revised method to calculate morphological parameters, as shown in 2.1.4. Thus, in this way, the geometry parameters of submarine dunes can be directly compared on different slopes of the background topography.

5 CONCLUSIONS

A combined method was developed to analyse the geometry of the 2-D subaqueous dunes, including 2-D Fourier analysis, wavelet transform, zero-crossing analysis, and various filtering. The regional dominant orientation and individual geometry parameters of 2-D superimposed dunes can thus be obtained automatically with input of bathymetries.

6 ACKNOWLEDGEMENT

This research was supported by the project NSFC 41676081, BK20171341 and SKLEC-KF201803. We appreciate the captain and the crew of Jiangsu Rudong 02315.

7 REFERENCES


Figure 3. Dunes extraction of bathymetry from Jiangsu Coast, China and the Distribution of dune morphological parameters. (a) Dunes extraction (black dots mean the location of dune crest. The colour shows the water depth); (b) Distribution of wavelengths; (c) Distribution of wave heights.

Figure 4. Dunes extraction of bathymetry from Dover Strait, UK. The colour shows the water depth. Black dots mean the location of small dune crests. Red dots mean the location of large dune crests.
Deep-water sand dunes – case study from Upper Miocene outcrops in the southern Riffian Corridor, Morocco.
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ABSTRACT: Bottom current controlled deposits have been recognized in both modern and ancient sedimentary records along continental margins and in abyssal plains. Despite the scientific and economic importance, bottom current deposits and their diagnostic criteria are still not properly understood. This study aims to improve our knowledge by investigating four Upper Miocene sandy contourite outcrops pertaining to the Southern Riffian Corridor (Morocco). Most common characteristics are the laterally migrating channelized sandbodies encased within hemipelagic background sedimentation. Bottom current controlled sedimentation, recognized by the stacking of sandy 2D and 3D “unidirectional” dunes, shows a direct relation with gravitational processes.

1 INTRODUCTION

In this sedimentological study, we investigate four upper Miocene sandy contourite outcrops from the Southern Riffian Corridor (SRC) (Morocco). Our aim is to increase understanding of the processes, products and characteristics of sandy contourite depositional features.

1.1 Geological setting

The Riffian Corridor (RC) (Fig. 1) was a marine gateway, connecting the Atlantic and Mediterranean, where water flowed over a submerged orogenic foreland. The corridor evolved during the latest collisional stage of the Betic-Rif Arc, up to around 8 Ma ago (Feinberg 1986; Wernli, 1988; Mutti et al. 2003). The gateway was limited northwards by the Rif orogenic wedge and southwards by the Atlas Mountains (Iribarren et al., 2009; Barbero et al., 2011).

1.2 Importance of the Riffian Corridor

The present-day Strait of Gibraltar allows the overflow of dense Mediterranean water (MOW) to feed the contourite channels along the Iberian and Portuguese margins. A similar process is thought to have existed in the RC during Late Miocene.

This study focusses on the sandy, mixed carbonate-siliciclastic structures observed in deep marine settings of the SRC. These structures are interpreted as being the product of bottom currents, initiated by the overflow of dense MOW during the Late Tortonian.

Gradual closure of both the RC and the Betic corridors (in southern Spain) during the Late Tortonian to Early Miocene led to the onset of the Mediterranean Salinity Crisis (MSC) (e.g. Krijgsman et al., 1999; García-Castellanos, 2011; Achalhi et al., 2016; Flecker et al., 2015; Capella et al., 2017b).

2 FIELDWORK / METHODS

The fieldwork area (Fig.1) is located in the Saiss Basin (Northern Morocco). Two field-campaigns have been undertaken, focusing on 4 outcrops that are aligned along the northern margin of the former RC.

Detailed sedimentological logs and basin-scale sediment distribution studies have been undertaken to enable palaeogeographic, tectonic, palaeoceanographic, and, sedimentological reconstructions.

Palaeodepth reconstructions for the RC are critical for establishing the depositional
3 RESULTS

The main data presented in this study are related to field observations and measurements regarding bedform distribution, size, geometries and composition.

All studied outcrops show different depositional features and styles and are characterized by a similar mixed bioclastic-siliciclastic composition in the sand-dominated units.

(a) The easternmost outcrop, El Adergha, consists of extensive Blue Marl deposits which show a sudden increase in siliciclastic arenitic content towards the top. The arenitic interval, can be divided from the base to the top, into three main intervals consisting of a 3 m thick thin-bedded sandy marl dominated interval, a 14 m marl interval with sandy biogradaional sequences and at the top, 17 m of medium to coarse-grained sandstone, with westward migrating cross-stratified bed-sets (Fig. 2a).
(b) The outcrop north of the city of Fes (Fes-north) shows both SSW- and W-directed palaeocurrent features (Fig. 2b). These commonly comprise cross-stratified bed-sets with mud caps and internal drapes. The SSW-directed component consists of breccia and slumped deposits.

(c) The Sidi Chahed outcrop is located west of the Moulay Yacoub city. The basal contact of the sand-dominated units in this section consists of the distinct sudden deposition of a medium-grained, scoured, monomictic, laterally extensive paraconglomerate, followed by a deeply incised channel that is filled with orthoconglomerates. These deposits are topped by SW-directed slumps. On top of this interval, the outcrop (Fig. 3) shows three sand intervals encased in blue marls with turbidite deposits. The sand intervals are upward thinning and consist of channel-shaped geometries filled by dominantly SW- to NW-directed, compound sandy 3D and 2D dunes (Fig. 2c).

d) The Kirmta outcrop is located 10 km NE of the Sidi Chahed village. Similar to the other sections, the outcrop consists of three main sand units encased within the Blue Marl Formation. The sand units form extended, symmetric, shallow incised, channel shaped geometries. Between the sand units we find turbidite deposits, and there is no evidence of slumps, as encountered in the Sidi Chahed section. Sedimentary structures are scarcely preserved due to intense bioturbation. Locally, ripples and dunes indicate a dominant NNW flow direction (Fig. 2d).

3.1 Biostratigraphy

(a) The planktonic foraminiferal assemblage of the El Adergha section, characterized by the presence of G. menardii 5 with specimen of the G. miotumida group, implies an age between 7.35 and 7.25 Ma, which indicates a late Tortonian to early Messinian age. Benthic assemblages commonly reflect upper bathyal environments with species commonly found in upper slope / outer shelf environments. Estimated depositional depths range from 150 – 300 m water depth.

(b) The foraminiferal assemblages of the Fes-north outcrop indicate a latest Tortonian age between 7.51 and 7.28 Ma. Between the LCO of G. menardii 4 and the coiling change of the G. scitula group.

(c) The planktonic foraminiferal assemblage suggests a late Tortonian age between 8.35 and 7.51 Ma for the Sidi Chahed outcrop. The benthic foraminiferal assemblages suggest that the outcrop was deposited in upper bathyal environments, roughly equivalent to 250 – 400 m water depth. The upper part of the section contains less slope taxa, indicating a slightly shallower depth range (150 – 300 m water depth).

(d) Biostratigraphic work of the Kirmta outcrop is still in progress. First results, however, indicate an age between 8.37 and 7.31 Ma, i.e. between the first occurrence of G. suterea and the first common occurrence of G. menardii 5.

3.2 Palaeocurrents

Over 600 palaeocurrent data points have been

Figure 2. Palaeocurrent data for a) El Adergha, b) Fes-north, c) Sidi Chahed & d) Kirmta. These circular diagrams display palaeoflow directional data. In b and c we can easily differentiate between SW-directed gravitational and W-directed bottom cur-
measured over the four studied sections during the field campaigns. Measurements are primarily made on dunes and ripples and are plotted in rose diagrams (Fig. 2).

4 DISCUSSION

The SRC formed a gateway during the late Tortonian to early Messinian. This gateway allowed Atlantic – Mediterranean water exchange. The depositional features along the northern margin of this gateway indicate an interaction between dominantly southward-directed gravitational, and westward dominated contour parallel sedimentation in the slope of the submerged imbricated foreland. Tectonically induced gravitational processes dominantly precede the deposition of unidirectional compound 3D and 2D dunes migrating in channelized geometries at deep-water depths in slope environments.

Based on the bedform velocity diagrams for deep-water sedimentation proposed by Stow et al. (2009), along-slope bottom current velocities, induced by the overflow of dense Mediterranean water, might have well exceeded 1 ms⁻¹.

5 CONCLUSION

The bottom current controlled deposits exposed in the remainder of the SRC form a unique example of sandy dunes in deep-water environments. These outcrops represent a good analogue for understanding both conceptual and economic implications of

Figure 3. Sidi Chahed – a) Mixed bioclastic-siliciclastic, compound dunes. Upward we see the dominant facies, consisting of approximately 1 m thick tabular cross-stratification. b, c) lateral view of compound dunes. c) line drawing of insert b. Main bounding surfaces and bed boundaries in red. The upper part of the figure shows an extensive, incised dune.
sandy dunes in modern and ancient deep-water systems.
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ABSTRACT: This paper reports on a series of experiments that aim to provide a fuller understanding of ripple development within clay-sand mixture substrates under oscillatory flow conditions. The work was conducted in the Total Environment Simulator at the University of Hull and constituted 5 separate runs. The bed content was systematically varied in its composition ranging from a pure sand bed through to a bed comprising 7.4% clay. A series of state-of-the-art measurements were employed to quantify interactions of near-bed hydrodynamics, sediment transport, and turbulence over rippled beds formed by wave action, during and after, each run. The experimental results demonstrate the significant influence of the amount of cohesive clay materials in the substrate on sediment transport. Most importantly, the time averaged suspended sediment concentration (SSC) at height of 20 mm above bed significantly increased from the flat bed evolving to equilibrium wave ripples. Additionally, the clay remaining in the bed is able to stabilize the rippled bed by significantly decreasing ripple migration rate from 0.14 mm/s in Run 1 to 0.04 mm/s in Run 6.

1 INTRODUCTION

Sediment transport, which includes bedload and near-bed suspended load, is a dynamic process closely related to hydrodynamic forcing, turbulence, and bed substrate properties (Leeder, 2011). It directly contributes to bedform formation (e.g., ripples). In coastal environments, wave-induced turbulence over flat beds and the spatially and temporally generated vortex on the ripple lee side during oscillatory flow reversal (Ikeda et al., 1991) largely results in suspended sediments, dominating sediment transport (Nielsen, 1992). Although a number of flume and field investigations have previously studied sediment transport and morphodynamics under oscillatory flows (e.g., Green & Black, 1999), the co-evolution of the bed morphology and oscillatory flow structures have only been examined for cases of cohesionless sand substrates (e.g., van der Werf et al., 2007; O’Hara Murray et al., 2011). There is thus a significant knowledge gap concerning the influence of substrate cohesiveness on sediment transport and bedform generation.

The development rate of wave ripple dramatically decreases with initial bed clay fraction increase (Wu et al., 2018). The increasing bed resistance related to the initial bed clay fraction plays a vital role on slowing wave-induced ripple development. In the present paper, near-bed wave-generated turbulence and sediment transport dynamics are investigated over the evolving substrates. The objectives of this paper are i) to quantify sediment transport rates and processes across the different substrates; ii) to examine the evolution of near-bed turbulence from...
the initial flat bed until ripple equilibrium morphologies are attained; iii) to find the relationship between initial bed clay fraction and rates of change in suspended sediment concentration through the experiments.

2 METHODOLOGY

Five large-scale flume experiments were conducted in the Total Environmental Simulator at the University of Hull, United Kingdom. The length and width of the tank are 9.8 m and 1.6 m, respectively, with a central monitoring section at a horizontal distance $x=4.3$ m from the wave generating paddles (Figure 1A). In the monitoring section, an acoustic backscatter system (ABS) is mounted at a distance $x=6.1$ m from wave generators and $y=0.32$ m from the flume wall (Figure 1A), which is 0.43 m above the bed (Figure 1B). Additionally, five SonTek acoustic Doppler velocimeters (ADV), aligning with the ABS, are positioned at five different heights (from 0.03 m to 0.36 m above the bed) to form a vertical array of measurements (Figure 1). Three of the ADVs are downward looking probes and two are sideward looking probes (Figure 1B). In line with the ABS and ADVs, there is a fixed ultrasonic ranging system (URS) for detecting ripple migration at distance $y=0.72$ m from the side wall (Figure 1A). At the end of the flume, there is a perforated board with a porosity of 15%, mounted at an upstream dipping angle of 6° (Figure 1A). The perforated board is to disperse wave energy and thus minimize wave reflections. The sediment bed in the flume was 0.1 m thick at the start of the experiments. All experiments used a mean water depth of 0.6 m and the salinity of the water was held constant in all runs at ca. 19 psu, which is typical for estuarine conditions. Experimental Run 1 used a bed of well-sorted sand with a median diameter of 496 µm. Wet kaolin clay, which is one of the most common clay types on Earth, was homogenously mixed with the same sand in Runs 3 to 6, with the initial clay fraction increasing from 4.2% to 7.4% (See Table 1 and Figure 2 in Wu et al., 2018). The experimental results of Run 02 that was conducted under irregular (polychromatic) wave are not discussed in this paper.
3 RESULTS

3.1 Near-bed suspended sediment concentration (SSC)

3.1.1 Time averaged near-bed SSC

Representative example of suspended sediment concentration change over 20 mm above the bed with bedform development for Run 5 with the longest experimental duration of 510 mins is displayed in Figure 2. The bed was recorded to keep flat in the beginning 60 minutes. Over such a flat bed, the peak value of suspended sediment concentration (SSC) was about 0.7 g/L. However, the amount of suspended sediment was lower than 0.5 g/L at that time. With bed erosion, the SSC increased during the period between $t = 60$ min and $t = 120$ min. After that the bed elevation decreased significantly showing the formation of wave ripples. At the same time, there was an increase of the amount of suspended sediment, with maximum value of SSC exceeding 1 g/L. Then, ripple started to migrate beneath the ABS until the end of the experiment. Peak values of the SSC repeatedly appeared on the ripples lee sides, in particular with extremely high values, superior to 1.5 g/L after $t = 350$ min.

3.1.2 Phase-averaged SSC

Figure 3 displays intrawave suspended sediment concentration field from 20 mm to 100 mm above bed, which equals to 4–5 ripple heights. The phase averaged velocity is also shown in the top left panel in Figure 3 to show the regular and asymmetrical wave. A wave period starts from peak value at phase angle as 0°. These contour plots reflect phase averaged intrawave SSC over 24 wave cycles. Over the flat bed in the beginning of experiment, the SSC field was characterized by laminar distribution gradually decreasing with height above 50 mm (Panel 1 to 3, Figure 3). At $t = 105$ min, this type of suspended sediment profile was broken by a suspended sediment cloud at a phase angle of 1.1 π rad (Panel 4, Figure 3). A larger suspended sediment cloud was observed just before the flow reached its maximum negative velocity per wave cycle, sediments expanding up over 70 mm height at t
= 130 min (Panel 5, Figure 3). It happened when the ripple was forming. The lamina-
tion of suspended sediment completely dis-
appeared after t=160 min, with concentra-
tion peak appearing in each half of the wave
cycle and suspending sediments up to nearly
90 mm height (Panel 6, Figure 3).

During the time between t =360 min and t
=400 min, an equilibrium wave ripple
moved under the ABS probe. At the lee side
of wave ripple (number 7 and 8), a high
concentration cloud appeared after flow re-
versal from positive to negative in the first
half wave cycle, matching the peak SSC
value in Figure 2b. The concentration peaks
of smaller magnitude in the second half of
wave period above locations 7 and 8 (Panel
7 and 8, Figure 3), were probably associated
with the passage of an advected suspension
cloud forming at neighboring downstream
ripples. There were no noteworthy SSC
peaks at ripple crest (locations 9 and 10). At
locations 11 to 13 on the stoss slope of rip-
ple, the SSC peaks in the first half wave
cycle were presumably caused by the pas-
stage of an advected suspension cloud from
successive upstream ripples. In the succeed-
ing half cycle, the formation of concentra-
tion peaks occurred at a phase angle of more
than 1.5 π rad was similar to that above lee
side due to vortex shedding during flow re-
versal. The ones generated between phase
angle of 1 π and 1.5 π were assumed to re-
late with sediment trapped within new gen-
erated vortices (Figure 3).

3.3 Ripple migration

Bedform elevation profiles detected by
the fixed URS is shown in Figure 4, which
demonstrates different ripple migration rates
with different initial bed clay fraction. At the
beginning of the control experiment (Run 1,
pure sand), a wave ripple slowly moved be-
neath the URS probe between t = 20 min
and t = 76 min (Figure 4), with the rate of
around 0.04 mm/s. After t = 75 min, the
mean migration rate increased to 0.14 mm/s
with ripples reaching equilibrium.

In Run 3 with the lowest clay fraction of
4.2%, the bed was flat in the first 15
minutes, before ripple forming and starting to move. The fixed URS detected three migration of small ripples with height smaller than 10 mm during period $t = 15$ min and $t = 50$ min (Figure 4). The mean migration rate after ripples developing to equilibrium ($t > 60$ min; Wu et al., 2018) is 0.11 mm/s. In the beginning of Run 4 ($t < 40$ min), there was only one small ripple movement detected. During time between $t = 40$ min and $t = 140$ min, the URS probe recorded two ripple movements (Figure 4). The ripple profiles had long flat crests, which indicates that ripple migration rate was relatively slow (Figure 4). However, the average migration rate increased notably from 0.04 mm/s to 0.1 mm/s in the following 2 hours, with four ripples migrating below the URS probe (Figure 4). Ripple migration rates for Run 5 and Run 6 with relatively higher initial clay fraction (7.4% and 7.6%, respectively) declined significantly. In Run 5, the bed elevation gradually decreased to around -30 mm during period between $t = 180$ min and $t = 300$ min. It possibly indicates a ripple trough forming beneath the URS probe during this time. Instead of larger ripple migration detected in the previous runs, there were three smaller ripples ($\eta < 15$ mm) moving in the last 150 minutes of the experiments (Figure 4). Similarly to Run 5, the bed below the URS probe in Run 6 experienced a significant decrease in approximately 100 minutes.

Figure 4. Bedform elevation profiles recorded by the fixed URS are used to determine wave ripple migration rate. The rectangle with dash line denotes data lost as technical problem of URS probe.
Additionally, there were only small size ripple migration recorded (Figure 4).

4 CONCLUSIONS

1. The suspended sediment concentration (SSC) field over the flat bed in each run was characterised by the lamination of suspended sediments, which immediately disappeared when the bed eroded. Several peak values of the SSC that related to vortices ejection and advection appeared in each wave cycle over both sides of wave ripples.

2. The time averaged SSC at height of 20 mm above the bed significantly increased from the flat bed evolving to equilibrium wave ripples.

3. The migration rate of wave ripples significantly decreased with an increase of the initial bed clay fraction.
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Enigmatic Bedforms in the Deep Sea
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**ABSTRACT:** Bedforms are ubiquitous features present in a full range of sedimentary environments. Recent work has identified the presence of large scale crescentic bedforms within submarine canyons and channel systems, related to gravity driven sediment laden turbidity currents that periodically flow though these systems. The formation and controls of these bedforms are not fully understood and their interpretation of the geological rock record is hampered by a lack of process-deposit knowledge for these systems and the bedform features they produce. This paper describes these enigmatic crescentic bedforms in the context of bedforms elsewhere, highlighting a range of novel and newly acquired datasets from Bute Inlet, Canada and Monterrey Canyon, USA. The paper discusses the interactions between the possible controls on their formation and how this is captured in the depositional record.

**1 INTRODUCTION**

Submarine channels act as conduits for turbidity currents, which have been identified to be the most volumetrically important processes for the delivery of sediment and organic carbon to the deep sea (Bouma 2000; Peakall et al., 2007; Paull et al., 2010; Hage et al., 2018). Turbidity currents are of great importance not only to our general understanding of global sediment transport processes, but also because of the environmental hazards they pose to subsea infrastructure such as communication cables or pipelines (Piper et al., 1999, Carter et al., 2014) and tsunamis related to submarine slope failures (Prior et al., 1982).

Bathymetric mapping of submarine canyon-channel-fan systems has recently revealed that these zones can be dominated by upslope migrating crescentic bedforms (Symons et al., 2016; Hage, et al., 2018) and recent system-scale wide process studies in submarine systems have demonstrated links between seafloor morphology, upward migration of crescentic bedforms, sediment distribution and the evolving flow (Hughes Clarke, 2016).

Combinations of numerical and physical experiments over a number of years have explored the formation of cyclic steps in turbidity current settings, which have been shown to typically generate deposits characterised by back-stepping beds (e.g. Spinewine et al., 2009, Postma and Cartigny, 2014, Covault et al., 2017). In contrast, many outcrops that have been interpreted as cyclic step deposits do not show these regular back-stepping beds, and can be frequently characterized by asymmetric scours filled with massive sands (e.g. Duller et al., 2008, Dietrich et al., 2016). Modern analogues for these massive sands have been reported in sediment cores collected from crescentic bedforms in Monterey canyon (Paull et al., 2011); and similar bedforms have been associated with cyclic steps on the Squamish Delta, B.C., Canada (Hughes Clarke, 2016).

Very recent work has also identified that flows over these bedform features can be initially driven by a fast moving, dense basal layer (Paull et al., 2018). However, fundamental questions remain regarding the sediment concentration of the flows, and whether the basal layer persists, or if flows transition to a state in which turbulence alone supports sediment and what and how
this dense basal layer interacts with the bed morphology.

There is thus fundamental gap in understanding bedform dynamic in submarine canyon-channel-fan systems that is related to a need to obtain and integrate measurements from full scale supercritical turbidity currents, their associated bedforms and samples of their resultant deposits. Such integration, which has until very recently been out of reach, would allow the resolution of these discrepancies between model predictions of bedform dynamics and outcrop observations of bedform deposits from these settings.

Here we present the first combination of detailed (sub-minute resolution) 3D flow monitoring at multiple sites along a canyon-channel system, high-frequency seabed mapping, and sediment core data from two active turbidity current systems. The aims are to: 1) understand how crescentic bedforms are formed beneath supercritical flows; 2) use these observations to reconcile process mechanics and flow-form interactions and the elucidate discrepancies between existing experimental depositional models and outcrop observations; and 3) provide diagnostic criteria to confidently identify crescentic bedforms and thus supercritical flows in the geological rock record.

2 STUDY SITES AND DATASETS

Results will be presented from Monterey Canyon, USA and both Bute Inlet and Squamish Inlet, Canada.

Bute and Squamish inlets are located on the western coastline of Canada. The fjords both have proximal deltas and have channels on the base of the fjords that extend, in the case of Bute, for over a length of 40 km. As such they represent modern examples of a submarine channel developing under the modification of turbidity currents (Prior & Bornhold, 1988; Conway, 2012).

Monterey canyon is located on the Pacific California mid coast extending from Moss Landing to over 2000 m.

2.1 Morphodynamics measurements

Modern bathymetric mapping and sampling techniques are increasingly being applied to submarine channel studies. Bathymetry was collected from a range of vessels across the study sites at different temporal resolutions, revealing unprecedented details of these types of bedform deposits (Figure 1). This included daily surveys in Squamish and Bute Inlets to monthly repeat mapping using AUV in Monterey, targeted to map before and after distinct recorded events across a 12 month period. The data were analysed to understand the evolution of the bedform fields to compare bedform wavelength evolution with slope patterns formed by a range of supercritical flows.

Figure 1. A. Squamish river location. B. Downstream of the delta lie three submarine channels covered by crescentic bedforms. C. Location of flow dynamics observations, June 2015. D. Location of coring expedition, June 2016 (from Hage at al. 2018).

2.2 Turbidity current monitoring

In both Bute and Monterey a suite of fixed moorings, were deployed (e.g. Figure 2). Each had a range of equipment installed, including Acoustic Doppler Current Profilers (ADCP). Moorings were placed within the submarine channel axis positioned from the proximal areas to the distal lobe of the system in the case of Bute and to over 1850 m in Monterey.
Flow and acoustic backscatter data were recorded for at least five months in each system. These captured the passage and evolution of episodic supercritical turbidity currents as they progressed through the channel systems. In Bute, more than 20 turbidity currents were observed during this 5 month period. Most of the flows dissipated in the proximal part of the channel system with 11 events observed at 10 km downstream from the proximal delta. The supercritical turbidity currents drive an observed upstream migration of the knickpoints and reorganise some of the larger bedforms during each event.

In Monterey a total of 15 flows were observed (Figure 4) by the instruments during the entire 18 month study period. Three of these flows ran out through the full array of instruments past 1850 m water depth. The largest of these, on January 15th 2016, transported heavy objects several kilometres down the upper canyon. Our acoustic inversions demonstrate that, even for the largest of the flows, the suspended sediment concentration remains relatively dilute (<1%). But that the flows are driven by near-bed high-concentration basal layers.

2.3 Acoustic Inversion and Noise

As mentioned above, Acoustic Doppler Current Profilers have previously been deployed in submarine channels to measure density current flow structure and suspended sediment concentration at a single location. Within the Monterey Coordinated Canyon Experiment, the most detailed study of a submarine channel undertaken thus far, which demonstrates how flows evolve as they pass through an array of instruments (Figure 4). Paull et al. (2018) have demonstrated that the flows are initially driven by a fast moving, dense basal layer. However, fundamental questions remain regarding the sediment concentration of the flows, and whether the basal layer persists, or if flows transition to a state in which turbulence alone supports sediment.

Our acoustic inversions demonstrate that, even for the largest of the flows measured in the canyon, the suspended sediment concentration remains relatively dilute (<1%). However, periods of elevated acoustic noise were observed in the ADCP
data commencing with flow arrival at the moorings. This phenomenon was observed for all flows and was only occasionally absent in the some of the distal observations of the flows. We infer that the noise is generated by particle collisions from a high concentration of sediment (> 9%) around the top of a dense basal layer that is mostly less than 1 m thick. We conclude that dense basal layers are present for the majority of the duration of the flows and that dilute suspensions run out for only a relatively short distance beyond the terminal location of the front of the dense layer.

We relate the magnitude of the particle collision noise to the velocity of the top of the basal layer and demonstrate that there is low shear between the dense layer and overlying dilute suspension in the body of the flows. This helps to explain the large density contrast (two to three orders magnitude) between the thin dense layer and the dilute suspension just a few meters above.

For the largest flow on January 15th, the longest observed duration of the particle collision 51 noise is ~ 1 hour 50 minutes at ~780 m water depth. In contrast, the shortest duration of ~ 52 30 minutes was observed at the distal end of the array (Figure 5). The basal layer stretched as it progressed down the canyon and was still flowing over a distance of greater than 26 km by the time the flow front reached the most distal mooring. The particle collision noise for this flow ceased nearly simultaneously at all moorings between ~780 m to ~1850 m water depth, indicating that the dense basal layer slowed so a similar speed at the same time over a vast distance along the canyon floor.

**Figure 4:** Timing and runout of monitored flows in Monterey Canyon. Vertical lines indicate the locations of the moorings and along the canyon channel. Horizontal lines represent the observed sediment density flow events. Blue lines indicate the presence of particle collision noise and red lines indicate where flow velocities and backscatter were observed without particle collision noise. Magenta lines indicate the likely occurrence of events at the MS1 location in the period after the instruments detached from the mooring anchor (Simmons et al., in prep).
2.4 Deposits

Hage et al. analyse four months of near-daily bathymetrical surveys to study the stratigraphic evolution resulting from upstream migration of crescentic bedforms. The uppermost part of the stratigraphy (Fig. 3a) contains up to 3 m thick successions of individual beds that dip upstream. Individual back-stepping beds are 0.1 m to 0.5 m thick and result from the most recent turbidity current depositing sediment on the stoss-side of the bedform thus causing them to migrate upstream. They show that occasionally, large flows cause significant upstream migration of the bedforms, eroding the seafloor deeper and producing thicker, back-stepping beds. The lower portion of these thicker upstream migrating beds is preserved typically as 1 m to 2 m thick lens-shaped scour fills, as seen in the lower part of the final stratigraphy (Figure 6).

Additional to the computed stratigraphy a set of cores to sample the facies characteristics were also acquired. The sediment cores all contain multiple units of massive sands, which are ungraded to poorly graded. Contacts between beds are sharp and erosive. Individual beds are therefore inferred to result from individual turbidity currents (Figure 7).

Envisaged deposit architectures can range between two end-members: 1) regular back-stepping beds that correspond to a full bedform preservation; 2) scours filled with massive sands that correspond to low bedform preservation (Figure 7). The preservation potential of these bedforms depends on both the magnitude of the formative turbidity currents and the net aggradation rates and the dynamics of any dense basal layers in the largest flows.
3 SUMMARY

Crescentic bedforms in submarine canyon-channel-fan systems are enigmatic features. A suite of novel data has been collected from three systems where crescentic bedforms are ubiquitous. The results reveal a complex relationship between turbidity current flow characteristics, sediment transport dynamics, and the possible presence of a dense basal layer. The results are allowing insight into these processes and what these processes can produce in terms of signatures in the rock record.
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