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Abstract

We present an efficient and highly scalable solver for direct numerical simulation (DNS) of dispersed gas-liquid flow, containing a large number of deformable bubbles. We apply this to $O(10^4)$ bubbles in a turbulent flow. This was accomplished by a well-considered combination of state-of-the-art numerical methods, as well as fast and scalable numerical algorithms that have their origin in single-phase and two-phase flows. The features key-elements of the algorithm of curvature computation, bubble collision and variable-coefficient Poisson equation solver are presented. Resolution requirements for an accurate advection of a rising bubble have been established by comparison with the (Hysing, 2009) benchmark. The Generalized Height Function (GHF) method, was adopted for the curvature computations. We observed agreement with theoretical convergence rates, as well as a significant reduction of spurious velocities when employing GHF, compared to a finite difference approach. The main interaction mechanisms between bubbles and walls of the domain were analyzed, showing second order convergence of the underlying numerical methods.

A detailed analysis of the parallel performance of the Navier-Stokes (NS)
solver and the solver for the gas volume fraction was carried out. The analysis revealed close to linear scaling up to $\approx 18000$ cores on a computational grid with 1 billion cells for the NS solver, and an ideal scaling of the gas volume fraction solver up to $O(10^3)$ bubbles. Beyond that, acceptable overhead for up to $O(10^4)$ bubbles was found.

A simulation of a downflow configuration of a turbulent channel loaded with a total of 10000 bubbles illustrates the computational capabilities. First and second order statistics of the velocity field were computed as well as the profiles of the average gas volume fraction field in the statistically steady state. In the case considered, a 47% increase of the wall shear stress was observed, brought about by turbulence modification arising from the embedded bubbles. The interaction between turbulence and bubbles at high volume fraction resulted in a strong attenuation of the rms of the velocity fluctuations in a wide region of the core of the channel.
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1. **Introduction**

This study deals with turbulent bubble-laden channel flows. Under suitable flow conditions, the dynamics of such complex systems can be studied by Direct Numerical Simulation (DNS) where all the relevant details of the flow are resolved. This paper describes the development of a new solver for such dispersed multiphase flow, which allows for very large numbers of bubbles to be simulated in full detail. The new solver provides a powerful tool for better understanding the physics that governs the problem and it has been made available as open-source software.

Turbulence is characterized by a wide range of scales of motion expressed through an energy cascade mechanism [1]. All scales need to be accurately resolved by the computational grid and time-step. A fundamental parameter for single-phase flows is the Reynolds number (Re), defined as the ratio between the magnitudes of convection and diffusion. As Re increases the smallest tem-
poral and spatial scales decrease very rapidly. At the same time, the presence of a second phase adds even more scales to the spectrum, next to those already introduced by turbulence alone. For example, a distorted gas-liquid interface combined with surface tension leads to capillary waves with their own dynamics. Likewise, a very thin liquid film between two colliding bubbles is formed with characteristic dimension orders of magnitude smaller than the scales of the surrounding turbulent flow. Equally relevant, the presence of bubbles in turbulent flows significantly changes the flow statistics by the introduction of higher velocity fluctuations induced by the wakes generated by these bubbles. These and similar mechanisms combined lead to an enormous computational challenge. Hence, in order to be able to simulate systems of practical merit, it is essential to design efficient and accurate numerical algorithms that scale well on a large number of processors.

A comprehensive review of DNS of bubbly flows is presented in [2]. In the pioneering work [3] a DNS of turbulent downflow in a channel, with fully deformable bubbles, is carried out for different gas volume fractions. Several first order and second order flow statistics are computed and compared with single-phase channel flow. Some key observations are as follows. Migration of bubbles toward the core of the channel was observed and attributed to the lift force. This leaves a bubble-free wall boundary layer. In addition, with an imposed shear stress at the walls of the channel, the addition of bubbles significantly reduces the mass flow rate. It was also found that the wakes generated by the rising bubbles significantly increase the velocity fluctuations in the core of the channel. The companion papers [4, 5] focus on the effect of bubble size and bubble deformability. Since the appearance of these seminal papers, the interest in DNS of turbulent bubbly flows has grown considerably. More recently, in [6, 7] a channel with an up-ward flow configuration was investigated for different initial bubble distributions. Given the high computational requirements of such simulations, numerical methods tailored to solve simplified physical approximations have been developed. In [8] the bubbles are approximated as rigid spherical particles and the mass density is assumed to be uniform in the governing equations.
A similar approach was developed in [9] where the bubble deformability is approximated by a phenomenological model. In this paper we will steer away from any such simplifications and create a reference computational model accurately accounting for all physical mechanisms.

The ever-increasing computational power makes it now feasible to perform DNS at relatively high Re and for a large number of bubbles. Currently, these simulations are limited to hundreds of bubbles [2]. The combination of methods presented in this paper allows increasing this bubble limit by two orders of magnitude. For fully resolved bubbles the main computational cost is related to the advection algorithm which solves for the transport of an indicator function advected by the underlying velocity field. Mathematically, this is equivalent to solving for a purely hyperbolic equation [10]. Several methods to approach this problem are found in literature: the volume of fluid (VOF) method [11], the front-tracking method [12], the level-set (LS) method [13], the local front reconstruction method (LFRM) [14] as well as various combinations of the aforementioned methods among which the VOF-LS method [15]. In the present work, the VOF method has been adopted since it constitutes a widely used and well-established technique which has been shown to converge to the theoretical order of accuracy with grid refinement [16, 17, 18, 19] and, at the same time, delivers a sharp gas-liquid interface by construction. We stress that the basic framework developed here is largely independent of the underlying advection scheme and hence also applicable to other interface capturing methods.

The VOF algorithm requires a number of main operations: reconstruction of the interface shape [20, 21, 22], estimation of the indicator function fluxes [23, 16, 21, 17] and computation of the interface curvature and surface tension [24, 25, 26]. The number of operations involved grows proportionally with the number of bubbles $N_b$. For large $N_b$, the VOF advection becomes the most expensive part of the solver. Furthermore, in order to represent a realistic physical interaction between bubbles and to avoid so-called numerical coalescence [27], the bubbles have to be tracked individually and typically on a local grid associated with each bubble. This introduces an additional and rather large amount of data transfer.
between the velocity and volume fraction grids which needs to be carefully designed to achieve competitive parallel efficiency.

The goal of this study is to document the development of an accurate and massively scalable numerical code able to simulate turbulent channel flow at an unprecedented high number of bubbles \((N_b = O(10^4))\). A detailed description of the included algorithms will be given, analyzing grid convergence rates and related computational costs. This provides a framework for future developments of numerical methods for even more complex bubbly flows. To this end, the code has been made publicly available \([28]\).

The simple geometry of the channel combined with periodicity in the stream-wise and the span-wise directions allows to represent the averaged quantities as one-dimensional profiles along the wall normal direction. This facilitates a direct comparison with the well-established turbulent statistics of single-phase channel flow \([29, 30, 31, 32]\). The developed code can be used to generate a unique database from which effects of a large number of dispersed bubbles on turbulence and collective bubble dynamics can be quantified. An example of such a simulation is given in this paper, where a turbulent downflow configuration with \(10^4\) bubbles is investigated.

The paper is organized as follows. In Section 2, the mathematical formulation of the governing equations is provided. Section 3 details the numerical algorithm developed for the solution of the variable-coefficient Navier-Stokes equations and the advection of the volume fraction field. For the former set of equations we employ a staggered, energy conserving Navier-Stokes solver for wall-bounded turbulence \([33]\). A modified Poisson equation is employed, as derived in \([34]\), which allows for the use of fast direct solvers.

The volume fraction algorithm is tested in Section 4 through a number of steps. While the interface reconstruction algorithm is essentially the same as used in \([19]\), here we focus on the analysis of the Generalised Height Function method (GHF) \([35]\) for the computation of the curvature. The case of a 2D rising bubble, proposed as benchmark in \([36]\) is used to establish resolution requirements for accurately resolving bubble shapes. The theoretically expected
convergence rate of the method is observed in the simulations. Additionally, the order of accuracy of the GHF method is tested for a spherical bubble. Finally, a grid refinement study is conducted for head-on collision and collision against a wall, as these are fundamental mechanisms taking place in bubble-laden channel flow.

In Section 5 the main parallelisation techniques are described and scalability tests are conducted showing efficient parallelization as function of the number of cores and the number of bubbles. The computational domain of the Navier-Stokes equations is decomposed into pencils, as developed in [37]. The communication of the VOF solver relies on Master-Slaves communication and is based on [27, 38], which we here further optimise for hybrid openMP-MPI parallelisation standards [39, 40]. Finally, an application to turbulent bubble-laden channel flow at bulk Reynolds number $Re = 3780$ is shown in Section 6. A summary of the main findings and an overview of possible future developments are provided in Section 7.

2. Mathematical model

The mathematical model used for resolved bubble-laden flows is based on the so called “one-fluid formulation” [10] of the governing equations. A single set of equations is solved for the whole field where differences in the material properties and interfacial terms (e.g., surface tension) are accounted for with the help of a marker function $f$. In the presence of more than one bubble, an individual marker function $f_i$ is assigned to each bubble, with $f_i = 1$ wherever bubble $i$ is located and $f_i = 0$ elsewhere. Given $N$ bubbles, we advect

$$\frac{\partial f_i}{\partial t} + \mathbf{u} \cdot \nabla f_i = 0 \quad i = 1, ..., N$$

This formulation, referred to as multiple-marker formulation [27], introduces a convenient numerical setting to account for bubble-bubble interaction (see Section 3.3).
The non-dimensional incompressible Navier-Stokes equation and incompressible continuity equation are used for the simulation of turbulent flows:

\[
\rho \left[ \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot (\mathbf{u}\mathbf{u}) \right] = -\nabla p + \frac{1}{Fr^2} \rho g \mathbf{n} + \frac{1}{Re} \nabla \cdot (2\mu \mathbf{D}) + \frac{1}{We} \kappa \mathbf{n} \delta(n), \tag{2}
\]

\[
\nabla \cdot \mathbf{u} = 0 \tag{3}
\]

where \( \mathbf{u} \) is the velocity, \( p \) is the pressure, \( t \) the time, \( k \) is the curvature, \( \mathbf{n} \) is the normal vector to the interface, \( \mathbf{D} \) the deformation tensor, \( Fr = u/\sqrt{gL} \) the Froude number with \( L \) a reference length, \( Re = UL/\nu \) the Reynolds number with \( U \) a reference velocity, \( We = LU^2 \rho_l/\sigma \) the Weber number and \( \rho \) and \( \mu \) are respectively the non-dimensional mass density and dynamic viscosity defined as

\[
\rho = 1 \cdot (1 - f) + \frac{\rho_g}{\rho_l} f \tag{4}
\]

\[
\mu = 1 \cdot (1 - f) + \frac{\mu_g}{\mu_l} f \tag{5}
\]

where \( \rho_g \) and \( \rho_l \) are the mass density of the gas and liquid phases, respectively, and \( f \) is the global volume fraction field derived from the individual markers \( f_i \) as \( f = \max(f_i) \) \cite{27}. In the next section the attention is turned to solving the set of governing equations numerically.

3. Numerical algorithm

In the following subsections we detail the main components of the computational model and discuss the literature context of these algorithms.

3.1. NS equations discretisation

The time-marching of Eqs. \cite{23} is carried out with the fractional-step method described in \cite{31}. A third order low-storage Runge-Kutta scheme \cite{42} is used for the convection and diffusion terms of Eq. \cite{2}, while for the surface tension term the Crank-Nicolson scheme \cite{42} is used. Each time step, going
from $t^n$ to $t^{n+1}$, is composed of 3 stages. The time levels of the stages are denoted by the index $s = [0, 3]$, where $s = 0$ corresponds to time level $t^n$ and $s = 3$ corresponds to time level $t^{n+1}$. The Runge-Kutta coefficients $\gamma_s$ and $\xi_s$ are the ones used in [43, 44] and here reported for completeness: $\gamma = \left[ \frac{8}{15}, \frac{5}{12}, \frac{3}{4} \right]$, $\xi = \left[ 0, -\frac{17}{60}, -\frac{5}{12} \right]$.

In each stage, we first solve numerically for (1) using the algorithm described and validated in [19], that employs a piece-wise linear reconstruction of the interface and a geometric evaluation of the volume fraction fluxes. This equation is solved at the beginning of each stage delivering the solution for $f$ at stage $t^{s+1}$ from which the viscosity and the mass density field, as well as the surface tension term are updated (see section 3.3, 3.4). At this point, a provisional velocity $u^*$ can be found from

$$\frac{u^* - u^s}{\Delta t} + (C^s - V^s)\gamma_s u^s - (C^{s-1} - V^{s-1})\xi_s u^{s-1} =$$

$$\alpha_s \left[ -\frac{Gp^s}{\rho^{s+1/2}} + \left( \frac{k\delta(n)}{\rho We} \right)^{s+1/2} + \frac{g}{\rho^2} \right]$$

(6)

where $\alpha_s = \gamma_s + \xi_s$, $C^s$ is the discrete convection operator $u \cdot \nabla$ and $V^s$ is the discrete diffusion operator $\frac{1}{\rho^2 \text{Re}} \nabla \cdot (2\mu^s \nabla)$. The surface tension term as well as the mass density $\rho^{s+1/2}$ are computed from the volume fraction field $f^{s+1/2}$, obtained by linear interpolation between $f^s$ and $f^{s+1}$. The continuity constraint [3] requires the solution of the discrete Poisson equation:

$$D \left( \frac{1}{\rho^{s+1/2}} Gp^s \right) = D \left( \frac{u^*}{\alpha_s \Delta t} \right)$$

(7)

where $D$ is the discrete divergence operator $\nabla \cdot$ and $G$ is the discrete gradient operator $\nabla$. Eq. 7 involves the solution of a Poisson equation with discontinuous coefficients. This has been shown to lead to performance problems for standard Poisson solvers [45]. A modified constant-coefficient Poisson equation can be derived instead [34] which allows for the implementation of fast Poisson solvers. This procedure, also adopted in this work, is detailed in Section 3.2. The velocity and the pressure field are then corrected by the following relation:

$$u^{s+1} = u^* - \alpha_s \Delta t \left( \frac{1}{\rho^{s+1/2}} Gp^{s+1} \right)$$

(8)
The velocity field $u^{n+1}$, resulting from correction [8], is numerically divergence free. The velocity at the final stage, obtained from [8], will be the velocity at the new time level $u^{n+1}$.

The domain is discretised on a three-dimensional Cartesian grid. For wall-bounded turbulent flows the grid spacing is uniform along the stream-wise direction $x$ and the span-wise direction $z$. Along the wall normal coordinate $y$, depending on the grid resolution, the spacing can be uniform or refined, e.g., according to the hyperbolic tangent profile described in [33].

A staggered arrangement of the variables is used for the spatial discretisation, where the velocity components are defined at the cell faces while the pressure field and the volume fraction field are defined at the cell centres. This guarantees a strong coupling between pressure and velocity. The volume fraction field is defined at the cell centres so that the advection velocity of the volume fraction fluxes is readily available at the cell faces avoiding interpolations.

The convective term in the momentum equation (6) is discretised in divergence form which follows from the finite volume approach. This requires the interpolation of the velocities to the faces of the control volumes for which a simple weighted average with weights $\frac{1}{2}$ is used for all the derivatives except $\partial(uv)/\partial x$ and $\partial(wv)/\partial z$, for which a finite volume based interpolation is used, as described in [33]. This leads to an energy-conserving convective scheme for uniform and refined grids along the wall normal direction. For two phase flows, the QUICK [46] interpolation scheme of the convective term has additionally been implemented to avoid the presence of unphysical oscillations for increasing Reynolds numbers, as noted by [3].

The diffusion term is discretised by a central second order finite difference scheme for all the derivatives. The values of the viscosity needed at the cell faces are linearly interpolated from the cell centres. The discrete pressure gradient $G$ is a central finite difference operator (two-points) between the nodes neighbouring the cell faces. For example, the $x$ component of the pressure gradient term reads: $(p_{i+1,j,k} - p_{i,j,k})/(\rho_{i+1/2,j,k} h_{c,i})$ where $i, j, k$ identifies a control volume, $h_{c,i}$ is the grid spacing between nodes $i+1$ and $i$ and $\rho_{i+1/2,j,k}$ is the mass den-
sity at cell face \( i + 1/2 \), computed by linear interpolation from the cell centre values. The discretisation of the surface tension term is more involved and will be described in section 3.4.

The discrete divergence operator \( D \) acts as a finite difference operator between face values. For example, the term \( D_x(u^*) \) is equal to \( (u^*_{i,j,k} - u^*_{i-1,j,k})/h_{f,i} \) where \( h_{f,i} \) is the grid spacing between faces \( i \) and \( i - 1 \). This simple and compact scheme leads to a second order accurate discretisation of the Poisson equation on a uniform grid.

The explicit integration of the convective and the diffusion term leads to time step restrictions in order to guarantee stability of the numerical integration. To avoid the solution of a non-linear system the convective term is commonly treated explicitly. This gives a CFL \([47]\) time step restriction \( \Delta t \propto \Delta x \), which is also applicable for the stability of the discrete volume fraction equation.

It is arguable, however, whether it is convenient to treat the diffusion term explicitly since it could lead to a severe restriction on the time step. The viscous term requires a time step \( \Delta t_v \propto \text{Re}\Delta x^2 \). To relate the grid size \( \Delta x \) to the physics of the problem we use the results of homogeneous turbulence theory, for which the minimum dynamically relevant length scale of the flow is given by \( \Delta \eta \approx L\text{Re}^{-3/4} \) with \( L \) a characteristic length of the problem. Having solved the problem in dimensionless form, we have by definition the dimensionless velocity \( |u| \approx O(1) \), which leads to \( \Delta t_{u\nabla u} \propto \text{Re}^{-3/4} \) while the viscous time step is \( \Delta t_v \propto \text{Re}^{-1/2} \). For high \( \text{Re} \) the most limiting restriction is then \( \Delta t_{u\nabla u} \) which justifies the explicit treatment of the viscous term. This may not be true in the proximity of a wall where the flow obeys a different scaling law \([1]\). However, this was not an issue at the Reynolds numbers of the cases studied in the present work.

For two-phase flows there are other contributions that play a role: a small CFL number may be required for the advection algorithm to be sufficiently accurate; the presence of the surface tension term introduces another physical scale to the flow given by the capillary waves. The advection algorithm is accurate for CFL numbers close to 1. Moreover, the surface tension term leads
to a time step restriction $\Delta t_\sigma \propto \left[ \frac{\hat{\rho} \Delta x^3}{2 \pi \sigma} \right]^{1/2}$, which translates into $\Delta t_\sigma \propto \text{Re}^{-9/8}$, being the most restrictive limitation on the time marching algorithm at sufficiently high Re. It should be noted that, for the discretisation used in the present work, the surface tension term is not an explicit function of the fundamental variable $u$ but only indirectly via the volume fraction fields $f_i$. Hence, in the classical Fourier analysis of (6) it appears as an independent source term that does not influence the amplification factor. In fact, the actual $\Delta t$ can be orders of magnitude higher than $\Delta t_\sigma$, as shown in [49]. However, if one wants to accurately resolve the capillary waves, the time step should be around the value prescribed by $\Delta t_\sigma$, in which case the use of a fully explicit time integration of the convective and viscous terms is the most efficient choice. When $\Delta t < \Delta t_\sigma$ the benefit of an enlarged numerical stability region provided by the $RK3$ scheme can however be outweighed by the tighter physical restriction $\Delta t_\sigma$, so that it can be more efficient to use an alternative time integration scheme which does not require multiple stages. For this reason, a second order Adams-Bashforth (AB2) scheme is also implemented. This can be simply obtained by reducing the number of stages from 3 to 1 and setting $\gamma_s = 1.5$, $\xi_s = -0.5$.

3.2. Fast Poisson solver for channel flows

The solution of the Poisson equation (7) is well known to be the most time consuming part of the Navier-Stokes solver. Furthermore a standard multigrid based Poisson solver [50] deteriorates significantly for larger discontinuities in the coefficients. This has been a topic of research in the past years and several improvements have been suggested, some of which are summarised in [45]. These methods mainly focus on better interpolation operators for the transfer of data from fine to coarse grids (coarsening operators) and vice-versa (prolongation operators) in the presence of discontinuities. While this is certainly a viable and effective option for problems with general boundary conditions, in the case of periodic channel flow it is worth investigating whether Eq. (7) can be transformed into a constant-coefficient Poisson equation. This would make it possible to use efficient and well-established direct solvers for constant-coefficient Poisson
The idea, developed by [34], and also applied by [51], is to split the density weighted pressure gradient into two terms:

\[
\frac{1}{\rho^{n+1}} \nabla p^{n+1} = \frac{1}{\rho_0} \nabla p^{n+1} + \left( \frac{1}{\rho^{n+1}} - \frac{1}{\rho_0} \right) \nabla \hat{p}
\]  

(9)

where \(\rho_0\) is constant and the pressure gradient \(\nabla \hat{p}\) is an approximation of \(\nabla p^{n+1}\) based on the pressure gradient at previous time levels. To simplify the notation, here we assume to use the Adams-Bashforth time integration scheme, but the same considerations apply to the RK3 scheme. If \(\nabla \hat{p} = \nabla p^{n+1}\), Eq. (9) is trivially satisfied. Substitution of (9) into (7) leads to:

\[
\nabla^2 p^{n+1} = \nabla \cdot \left( \left( 1 - \frac{\rho_0}{\rho^{n+1/2}} \right) \nabla \hat{p} \right) + \nabla \cdot \left( \rho_0 \frac{u^*}{\Delta t} \right)
\]  

(10)

The first approximation, \(\nabla \hat{p} = \nabla p^{n}\), leads to large errors even for short simulations of rising bubbles in a laminar flow, as shown in [51]. In the same paper the linear extrapolation

\[
\nabla \hat{p} = 2\nabla p^{n} - \nabla p^{n-1}
\]  

(11)

is shown to deliver accurate results for a number of cases of falling droplets and rising bubbles in a wide range of parameters. For this reason interpolation (11) has also been adopted here.

The choice of \(\rho_0\) is related to the numerical stability of (10). A formal Fourier stability analysis is not easily applicable given the presence of the discontinuous coefficients \(\rho_0/\rho^{n+1/2}\). However, if one considers the following simplified equation: only the first term on the right-hand side is relevant for stability since it explicitly contains the variable \(p\); \(\hat{p}\) is approximated by \(p^n\); the mass density \(\rho^{n+1/2}\) is assumed to be constant with values between \(\rho_g\) and \(\rho_l\); then the amplification factor will be \((1 - \rho_0/\rho^{n+1/2})\), which in absolute value is lower or equal than 1 when \(\rho_0 \leq 2\rho^{n+1/2}\). Setting for example \(\rho_0 = \rho_g\) satisfies this simplified numerical stability criterion, and this is also the choice made in [34, 51]. Even though this result is oversimplified, no numerical instability was found in the parameter space investigated in this study.
Once the pressure at the new time level $n+1$ is known, the velocity correction is applied to project the velocity field onto the space of divergence free vector fields. Substituting (9) into (8) leads to the following velocity correction:

$$
u^{n+1} = \nu^* - \Delta t \left[ \frac{1}{\rho_0} \nabla p^{n+1} + \left( \frac{1}{\rho^{n+1/2}} - \frac{1}{\rho_0} \nabla \hat{\rho} \right) \right]$$

(12)

Summarising, the only modifications applied to the numerical algorithm presented in section 3.1 are the use of (10) instead of (7) and the use of (12) instead of (8).

The major advantage of solving (10) is that the Poisson matrix reduces to a standard constant coefficients matrix, for which several efficient solvers, iterative and direct, are available from single-phase flow studies. In the particular case of channel flow, the periodicity in $x$ and $z$ directions can be exploited, resorting to a Fast-Fourier-Transform-based (FFT-based) Poisson solver. Applying the Fourier Transform in $x$ and $z$ directions, Eq. (10) reduces to:

$$\left( \frac{\partial^2}{\partial y^2} + \lambda_x + \lambda_z \right) p(k_x, y, k_z) = F(q)$$

(13)

where $\lambda_x$ and $\lambda_y$ are the eigenvalues:

$$\lambda_x = 2 \left( \frac{\cos(2\pi k_x/n_x) - 1}{\Delta_x^2} \right) \quad k_x = 0, \ldots, n_x - 1$$

$$\lambda_z = 2 \left( \frac{\cos(2\pi k_z/n_z) - 1}{\Delta_z^2} \right) \quad k_z = 0, \ldots, n_z - 1$$

with $k_x$, $k_z$ the wave numbers, $q$ the right-hand side of (10) and $F$ the two-dimensional Fourier transform operator. The pressure field in the spectral domain $p(k_x, y, k_z)$ can then be found by solving a tri-diagonal system arising from a second order finite difference discretisation of $\partial^2 / \partial y^2$. This algorithm is a well established technique [52] and has been adopted in this work.

### 3.3. Multiple-marker formulation

The multiple-marker formulation [27] is used in the context of the VOF method in order to handle collisions between bubbles. When a single marker function $f$ is used, bubbles will always merge if one grid cell contains a part
of two bubbles. This is known as numerical coalescence [27]. By using a different marker function for each bubble we can simulate collisions in which the colliding bubbles remain separated, allowing a meaningful bubble interaction event. The numerical formulation implemented is the one described in [27], which for convenience is also described here. In this paper we do not include physical coalescence in the dynamics but focus on collisions among bubbles and between bubbles and walls. Given \( N \) bubbles, for each bubble \( i = 1, \ldots, N \), Eq. (1) is solved using a linear geometrical reconstruction algorithm as explained in details in [19]. A common volume fraction field \( f \) is then built as

\[
f = \max_{i=1, \ldots, N} f_i
\]  

which implies \( 0 \leq f \leq 1 \). The mass density and the viscosity field are updated via (4) and (5) using (14). The total surface tension term \( f \sigma \) is taken to be the sum of all the contributions from each bubble:

\[
f \sigma = \sum_{i} \sigma k_i \delta(n_i) n_i
\]  

As the number of bubbles increases, the solution of \( N \) equations of the type (1) on the whole domain becomes computationally expensive. A more efficient approach was proposed in [27, 38], and has been adopted in the present work. Each marker function \( f_i \) is discretised and solved on a local rectangular box that moves along with the bubble. The underlying velocity field is transferred to this box grid in order to compute the volume fraction fluxes (see also section 3). Only the velocity on the positions relevant for the term \( \nabla \cdot (f \mathbf{u}) \) is copied. For cells far away from the interface Eq. (1) reduces to \( f_i^n = f_i^{n+1} \) for which the computation of the fluxes is not needed since they are trivially equal to zero. The net volume fraction flux will be different from zero only on interface cells and their neighbours. The size of the velocity field of the box is equal to the size (number of cells) of the bubble plus a halo region of 2 computational cells in each direction. This, and the condition CFL < 1, ensures that all cells for which \( f^n \neq f^{n+1} \) are within the box associated with each bubble. Similarly, the determining factor for the box size is the length of the stencil required for
the computation of the curvature (see section 3.4) for which a halo region of 3 cells around the bubble shape is used. This approach guarantees a substantial memory saving and reduced computational time.

3.4. Discretisation of surface tension

The surface tension term present in (6) is modelled by the Continuous-Surface-Force (CSF) approach. This approach suffers from spurious currents. The relative importance of the surface tension with respect to the viscosity is described by the Laplace number ($La$) defined as

$$La = \frac{\sigma \rho D}{\mu^2}$$

(16)

where $D$ is the bubble diameter. The Laplace number is related to $We$ and $Re$ by

$$La = \frac{Re^2}{We}$$

(17)

Increasing $Re$, other non-dimensional parameters being kept constant, $La$ increases. Turbulent flows are characterised by high Laplace numbers. This means that the effect of surface tension is increasingly larger than the damping induced by the viscosity, which in turn leads to a large growth of the spurious currents as time evolves. Ultimately, this numerical problem completely deteriorates the physical solution. An effective way of reducing the magnitude of the spurious currents is to accurately compute the curvature $k$ [53], which becomes the essence at high Reynolds numbers. To this end, the height function method (HF) [54, 24] has been implemented. This method consists of computing a set of heights around each interface cell, calculated by summing the volume fraction field along the direction most aligned with the interface normal vector $n$. For example if $|n_z| > |n_y| > |n_x|$ a 3 × 3 stencil is constructed in the $x − y$ plane around the interface cell $i, j, k$; for each cell in the stencil a height function $h_{i,j}$ can be found as

$$h_{i,j} = \sum_k f_{i,j,k} \Delta z_k$$

(18)

The sum over $k$ has no a priori limitation but it can extend over the whole bubble domain. However, to optimise the computational complexity, not all
possible values of $k$ are computed but only those necessary to obtain a valid height function, as explained in [35]. Once all the 9 heights are known the curvature can be computed by standard central differencing schemes. The major advantage with respect to computing the curvature by discretising 

$$k = \nabla \cdot (\hat{n})$$  

with

$$\hat{n} = \frac{\nabla \hat{f}}{|\nabla \hat{f}|}$$  

where $\hat{f}$ is a smoothed version of $f$, is that the reconstructed height function field is smooth and hence well-defined on a finite grid, while the gradients of the volume fraction field itself have the inherited problem of derivates across a sharp transition region which may cause large numerical errors and lack of convergence. On the contrary, the HF method has been shown to be second-order accurate with grid refinement [24] (see also section 4.2). Furthermore, no regularisation of $f$ is needed, resulting in a more accurate representation of the curvature near sharp edges.

The HF method fails at particularly low resolution of bubble shape details [35]. In the interface cells where this happens, a paraboloid-fitted curvature is computed instead. This hierarchical algorithm, called generalised height function (GHF) was developed in [35] and adopted in this work. A quantitative study on the accuracy and convergence rate of the GHF method, as well as a comparison with curvature values derived from a smoothed volume fraction field is carried out in Section 4. In the same section the magnitude of the spurious currents for the classical standing bubble problem [55] is analysed.

4. Accuracy analysis

The advection algorithm for the volume fraction used in this paper has been extensively validated in [19]. Here, we focus on the accuracy of the newly implemented GHF method, as a fundamental unit of the multiphase solver. First, in
subsection 4.1 we present grid refinement results for a rising bubble in 2D, while subsection 4.2 is devoted to a spherical bubble. Furthermore, given the main interest of this work which is in wall-bounded flows loaded with a large number of bubbles, bubble collisions and collisions against a wall represent relevant mechanisms. Subsection 4.3.1 and subsection 4.3.2 will focus on an head-on collision and a so-called grazing collision with a stationary wall. It is shown that the GHF method provides results that are considerably more accurate than those of a finite difference approach, making it suitable for application to bubble dynamics.

4.1. Application of the GHF method to a rising bubble in 2D

In order to establish the accuracy of the GHF method for the simulation of the dynamics of a bubble in an external flow we consider the well-known case of a rising bubble in two spatial dimensions. This case was also published in [19]. The most direct assessment of the method is obtained from a grid refinement study in which the accuracy can be directly related to the required computational effort.

In Figure 1 predicted bubble shapes for flow conditions as also adopted in [19] are compared with the reference provided by [36]. The simulations were initialised from a bubble of circular shape which gradually develops into the presented shapes. We observe that a resolution of $10 \times 20$ for the simulation domain of $1 \times 2$ is clearly insufficient to capture the shape with more than a qualitative agreement. However, for all higher resolutions we do observe a close agreement with the high-resolution reference data. The resolution of $20 \times 40$ corresponds to about 10 grid cells per bubble diameter, and results in a shape which is already closely comparable to [36].

To quantify the convergence of the GHF method upon grid refinement we present the $L_1$ error of the circularity with respect to high-resolution reference data in Figure 2 as defined in [36]. For all grids adopted here, including the coarsest of $10 \times 20$ we notice a clear correspondence with second order convergence as shown by the dashed line. This second order convergence is clearly
Figure 1: Contour plot of the volume fraction $f = 0.5$ at the final simulation time $t = 3$ of a rising bubble. Different grid resolutions are shown as described in the legend. The predictions are in good agreement with the reference results (black line) provided in the benchmark [36].

superior to the convergence rate established in [19], and is obtained without any additional smoothing of the near-interface region. The GHF method is computationally more involved than basic finite difference approaches. However, its robust convergence behaviour and the fact that no additional smoothing is needed are clearly in favour of the GHF method.

The application of the GHF method to a rising bubble in 2D yields a first demonstration of the quality of this method. In the next subsection we turn our attention to a spherical bubble in 3D.

4.2. Comparison of the GHF method with a smoothed finite difference approach for a spherical bubble in 3D

In this subsection we focus on the computation of the curvature of a spherical bubble and compare the GHF method with a 'smoothed finite difference method', i.e., a standard finite difference method applied to the discretisation of (19) in which an operator is applied to $f$ as described in [19].
Figure 2: $L_1$ norm of the error in the circularity obtained for the case of a rising bubble. The reference circularity values are those from the finest grid presented in [36]. The dashed line indicates second order convergence.

In Figure 3 we present the approximation of the curvature of a spherical bubble on a grid of $64 \times 64 \times 64$ cells. The exact value of 4 is seen to be well approximated by the GHF method. Not only is this value properly computed, also the numerically obtained value is found to be highly uniform across the interface. This is in marked contrast with the results obtained with the smoothed finite difference method which not only yields a considerable error, but also displays significant variation of the predicted values over the sphere’s interface.

The convergence of the curvature predictions is quantitatively summarised in Figure 4 where the GHF method is compared with two options for the smoothed finite difference approach. The option in which the smoothing length is taken equal to a fixed number of grid cells, equal to 3, is found not to converge at all. Adopting a fixed smoothing length as well as when using the GHF method without any additional smoothing shows second order convergence upon grid refinement. This corresponds fully to the theoretical expectations. On the finest grid the curvature delivered by the GHF method is about 2 orders of magnitude more accurate than the one obtained by adopting a fixed smoothing length and standard finite differencing.
Figure 3: Curvature values on a mid plane of a spherical bubble using: the GHF algorithm (left figure); finite differences derivative Eq. (19) (right figure). The exact value equals 4 in this case.

Figure 4: $L_1$ norm of the curvature field for a spherical bubble. The line with plusses is the result using Eq. (19) with a variable smoothing length of 3 computational cells; the line with triangles is the result using Eq. (19) with a fixed smoothing length; the line with open circles is the result using the GHF method; the dashed line is the second order convergence slope.
Figure 5: Spurious currents vector field after one time-step for the simulation of a standing spherical bubble under zero gravity. In the left figure the curvature is computed by the GHF method; in the right figure the curvature is computed by equation (19). The velocity field obtained employing the GHF method is approximately 2 orders of magnitude smaller and practically not visible on the same scale. The maximum velocity magnitude in the left picture is about $10^{-5}$.

The ultimate consequence of errors in the computation of the curvature is concisely illustrated in Figure 5. On the scale of the comparison the GHF method appears entirely without spurious velocity effects. Quantitatively, we observed that the spurious velocity induced by the GHF method is two orders of magnitude smaller than the velocities produced by the smoothed finite difference approach.

Based on the numerical assessment of the GHF and smoothed finite difference methods in this section the GHF approach is clearly favoured and will be adopted throughout the rest of this paper. In the next section we more closely investigate the capturing of bubble-bubble and bubble-wall collisions by the GHF approach.

4.3. Simulation of head on collisions and interaction with a wall

The presence of bubbles dispersed in a flow has several effects. First of all, the bubbles take up part of the volume and by moving and interacting with the surrounding fluid the presence of the bubbles influences the overall dynamics. This has many consequences for the effective flow properties of the
total multiphase system. In case of sufficiently high bubble volume fractions the occurrence of collisions between bubbles and between bubbles and walls of the flow domain becomes relevant for the overall flow dynamics. In this subsection we present the capabilities of the GHF method, combined with the multi-marker formulation, in capturing bubble collisions.

For computational convenience, the analysis of collisions is conducted on droplets in air. Two spherical droplets are initially placed at a certain distance from each other and are given a uniform and opposite velocity. The higher inertia of the liquid region with respect to the surrounding gas quickly drives the droplets toward each other. This droplet collision setting is often used in experiments [56]. From a numerical point of view this is fully equivalent to a bubble-bubble collision, where the volume fraction field is simply switched from 1 to 0 in the liquid phase, and from 0 to 1 in the gas phase.

We focus on a particular physical setting for the simulation of the droplet-droplet and droplet-wall interactions. The parameters are collected in Table 1 and seen to correspond closely to the physical situation of water droplets in air under standard conditions. The Weber number is chosen in such a way that the droplets do not break up, and at the same time the collision is strong enough to lead to significant deformation of the droplets. In the actual case of bubble-bubble interaction in channel flow, the lower inertia of the gas phase and the fact that the bubbles move on average along the stream-wise direction results generally in a more gentle collision with marked less deformation. Hence, the tests proposed in this section are numerically much more challenging and also relevant for the milder case of bubble-bubble or bubble-wall interaction.

We first turn our attention to droplet-droplet collisions in Subsection 4.3.1 and subsequently describe droplet-wall interactions in Subsection 4.3.2.

Table 1: Dimensionless parameters - droplet collision

<table>
<thead>
<tr>
<th>$Re$</th>
<th>$We$</th>
<th>$\rho_l/\rho_g$</th>
<th>$\mu_l/\mu_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>4.17</td>
<td>1000</td>
<td>100</td>
</tr>
</tbody>
</table>
4.3.1. Droplet-droplet collision

A qualitative impression of the progressing collision is presented by a cut through the center plane $z = 0$ in Figure 6. A smooth sequence of physically recognisable droplet shapes is found in the visualisations of the collision. In fact, the multiple marker approach enables the identification of the interfaces of each of the droplets separately by the contour $f = 0$. We selected a large approaching velocity $U_0$ to create a demanding test case. In this situation there is a slight overlap between the two droplets found to be limited to approximately 1 grid cell. Moreover, we verified that the individual volumes of the two bubbles are conserved to high accuracy throughout the entire collision event. Relative variations with respect to the initial volume of less than $1 \cdot 10^{-5}$ were observed at the selected spatial resolution of $64 \times 48 \times 48$ grid points.

The induced velocity field inside and outside the droplets is included in two ways. First, we show the vortical structure of the velocity field with four clockwise/anti-clockwise rotating vortices in the right/left top and bottom parts of the domain. Specifically, we plot the $(u, v)$ components as velocity vectors in the plane. In addition, contours of the $u$ component are shown in colour as well. The initial phase where the droplets approach (top left figure) displays a clear ‘squeezing out’ of the air between the droplets, ejected toward the top and bottom, which is particularly large just to the north and the south of the region of closest proximity. This is combined with a positive $u$ in the left of the domain and a negative $u$ in the right part shown in colour. Somewhat later (top right figure) we observe a situation with highly deformed droplets that already begin to separate. A large, very flat interface between the droplets has formed and the vortical structures have all switched rotation direction compared to the initial approaching phase. The separation velocity is seen to be largest along the $x$ direction near $y = 1.5$. The two droplets gradually separate (bottom left and bottom right figures) showing a retracting flat interface between the droplets and a particular shape that has formed on both droplets just after the close interaction between the droplets has ended.
Figure 6: Three-dimensional simulation of a droplet-droplet collision, showing the velocity field vectors on a mid plane for different simulation times of a droplet collision: $t = 0.2$, top-left figure; $t = 1$, top-right figure; $t = 1.2$, bottom-left figure; $t = 2$, bottom-right figure. Only one velocity vector every 4 grid cells is shown for the sake of clarity. On the background, the computed droplet shape is reported in black together with the contourplot of the $x$ component of the velocity.
The curvature as computed by the GHF method is illustrated in Figure 7. We observe a very sharp representation of the interface with non-zero values of the curvature only at the interface cells, i.e., in grid cells directly adjacent to the \( f = 0.5 \) contours of the volume fraction fields associated with the droplets. Large variations of the curvature are found along the droplet interfaces, which are well captured by the method. No signs of numerically induced wiggles in the curvature along the contours are observed.

![Curvature](image)

Figure 7: Curvature value computed using the GHF method, for the simulation times: \( t = 0.2 \), left figure; \( t = 1 \), right figure.

The convergence of the droplet shapes with grid refinement is illustrated in Figure 8. We compare findings on four different grids that are systematically refined by a factor of two in each coordinate direction. While even the coarsest grid displays clearly recognisable droplet shapes at the point of high deformation, the strength of the GHF method is best appreciated by the rapid convergence of the droplet shapes with grid refinement. Results on the two finest grids correspond very closely with each other, and display a nearly perfectly overlapping contour of both droplet interfaces. This high level of correspondence allows to quantify the order of convergence, as shown in Figure 9. The \( L_1 \) norm of the difference between the volume fraction field on a given grid \( g_0, g_1, g_2 \) compared to the result on the finest grid \( g_3 \) shows a clear second order convergence, as is expected theoretically.
Figure 8: Contourplot $f = 0.5$ on a mid-plane of the collision test at $t = 1$ for different grid resolutions: $g_0 = 32 \times 24 \times 24$; $g_1 = 64 \times 48 \times 48$; $g_2 = 128 \times 96 \times 96$; $g_3 = 256 \times 192 \times 192$.

Figure 9: $L_1$ norm of the volume fraction field error as a function of the grid refinement (black line). The second order line is reported for comparison (dashed line).
4.3.2. Droplet-wall collision

We proceed with a description of the capturing of a droplet-wall collision by the GHF method. For that purpose we introduce a spherical droplet close to the channel wall and initialise the velocity inside the droplet such that it approaches the wall under an angle. A physically relevant simulation of the droplet-wall interaction requires the introduction of a contact angle model. Numerically, this translates to an imposed interface slope for those interface cells adjacent to the wall. A detailed description of a contact angle model for the VOF method is given in [57]. While this is certainly a possible approach, in the turbulent channel bubbly flows, imposing a specific contact angle at the wall has a small effect on the mean properties of the flow, since it only affects the shape in the very proximity of the wall. What is however important, as also noticed in [6], is to avoid an artificial sticking of the bubbles at the wall. This happens when a zero-gradient boundary condition for the volume fraction field is used at the wall. Taking in mind Eq. (20), \( \nabla f \cdot n_w = 0 \), where \( n_w \) is the normal to the wall, leads to an interface normal always orthogonal to the wall surface. This does not enable bouncing, causing an agglomeration of bubbles at the wall, which is not always physical. In order to numerically simulate a bouncing event, a value of \( f = 0 \) is assigned to the halo region next to the wall. The gradient of the volume fraction, i.e., the normal vector to the interface, will then be non-zero in the cells containing an interface. This prevents the interface component normal to wall from being zero. The method is able to numerically simulate a meaningful bouncing event, as shown below.

The sequence of events that illustrates the collision is shown qualitatively in Figure [10] displaying a characteristic flattening of the part of the interface that is squeezed against the wall during the droplet-wall interaction. The complex vortical structure in the \((u, v)\) velocity field is clearly captured in the simulation together with the asymmetrically deformed droplet shapes that are found in the course of the droplet-wall collision.

The characteristic shape of the droplet at the moment of strong deformation
Figure 10: Velocity field vectors on a mid plane for different simulation times of a droplet collision with a wall: $t = 0.3$, top-left figure; $t = 0.9$, top-right figure; $t = 1.5$, bottom-left figure; $t = 3$, bottom-right figure. The wall corresponds to $y = 2$. Only one velocity vector every 4 grid cells is shown for sake of clarity. On the background, the computed droplet shape is reported in black together with the contourplot of the $x$ component of the velocity.
is well captured with refined spatial resolution as shown in Figure 11 and, as in the case of droplet-droplet collision, we can readily establish a clear second order convergence as is summarised in Figure 12.

![Figure 11: Contourplot \( f = 0.5 \) on a mid-plane of the collision with a wall (located at \( y = 2 \)) at \( t = 0.9 \) for different grid resolutions: \( g_0 = 32 \times 16 \times 24; g_1 = 64 \times 32 \times 48; g_2 = 128 \times 64 \times 96; g_3 = 256 \times 128 \times 192 \).](image)

This analysis has revealed a successful simulation of these collision events, which increases confidence in the application of this method to a turbulent bubble-laden channel flow. Of course, the accuracy that can be reached depends to a large extent on the spatial resolution. For the extreme collision events...
that were investigated here with very high droplet deformations we found good convergence on the $g_1$ and $g_2$ grids, which cover the initial droplet diameter with 16 and 32 grid cells approximately. This range of resolutions is maintained in the simulations of turbulent bubble-laden channel flow shown in the Section 5.

Having analysed the accuracy of the solver we turn our attention to the parallel implementation and performance in the next section.

5. Parallelisation and computational cost

The parallelisation standard used for the developed solver follows a hybrid MPI-openMP framework [40, 39]. The choice of the data distribution is strongly dependent on the computational grid topology and the algorithms used for the numerical solution of the governing equations. The integration of Eq. (6) is done by a fully explicit method that only involves computations on local stencils without preferential direction of update, suggesting a natural equipartition configuration of the load. The choice of the particular decomposition is dictated by the solution algorithm of the Poisson equation [10].

In the particular case of channel flow, the periodicity in two directions can be exploited, resorting to a Fast-Fourier-Transform-based (FFT-based) Poisson solver. This is a well-established technique, also detailed in [52]. The domain is decomposed into 2D pencils (Figure 13), as presented in [37], which allows for an efficient implementation of the Fourier transforms in the periodic directions. An MPI process is assigned to each pencil. Within a pencil a number of serial FFTs are distributed across threads. This procedure, combined with a fully explicit time integration of the momentum equation, leads to an efficient and also massively scalable Navier-Stokes solver, as will be elaborated and illustrated momentarily.

To define the most efficient starting pencil configuration the bubble distribution in the flow has to be taken into account. More precisely, for a downflow channel the bubbles tend to agglomerate in the core of the channel due to the lift force, while the opposite effect is observed for upflow [58]. This suggests that
an MPI subdomain partition along the wall-normal $y$-direction is not optimal since some of the subdomains, close to the wall for downflow and near the core of the channel for upflow, will not contribute to the advection of the volume fraction. Hence, a $y$-pencil decomposition will be set as the starting MPI domain decomposition, which we denote as start-pencil. The steps to perform the fast Poisson solver are as follows (see Section 3.2 for the notation):

1. Transposition from start-pencil to $x$-pencil. Fourier transform of $q(x, y, z)$ in $x$, with $q$ the right-hand side of (10).
2. Transposition from $x$-pencil to $z$-pencil. Fourier transform of $q(k_x, y, z)$ in $z$.
3. Transposition from $z$-pencil to $y$-pencil. Solution of the linear system of Eq. (13).
4. Transposition from $y$-pencil to $z$-pencil. Inverse Fourier transform of $p(k_x, y, k_z)$ in $z$.
5. Transposition from $z$-pencil to $x$-pencil. Inverse Fourier transform of $p(k_x, y, z)$ in $x$.
6. Transposition from $x$-pencil to start-pencil

The Fourier transforms are performed with the optimised library FFTW \cite{FFTW, Pippig}, while the solution of the tridiagonal system is obtained by using the library LAPACK \cite{LAPACK}. A total of 6 pencil decomposition transpositions are performed...
for every Poisson equation solution. The data transfer is managed entirely by
the optimised collective communication routines MPI_ALLTOALLV.

The data transfer at the MPI process boundaries is managed by exchanging
information through ghost-cells. A halo of cells is built around the subdomain
in which the data belonging to neighbouring processors is stored. In order to
optimise the amount of data transferred a variable halo size is used for different
fields consistent with the depth of the related finite differencing operator. The
QUICK interpolation scheme, used in the momentum convection term requires
information from 2 upstream nodes, hence an halo of depth 2 cells will be used at
the boundaries. The other finite differencing schemes only require information
on the nearest neighbours, thus a halo region of depth of only 1 cell is used. The
data exchange between the halos is carried out by non-blocking communication
MPI_ISSEND, MPI_IRECV.

In Fig. 14 the averaged wall clock time per time-step of the Navier-Stokes
solver is shown for two different grid resolutions: grid $g_1$ with 126 million grid
points (red line) and grid $g_2$ with 1 billion grid points (blue line).

![Figure 14: Wall clock time $C_t$ per time-step as a function of the number of cores for grid $g_1$ (red line) corresponding to about 126 million points, and for grid $g_2$ (blue line) corresponding to about 1 billion points. The dashed line indicates linear scaling.](image)

The solver in all its complexity, including variable material properties in the gov-
erning equations, shows a consistent scaling close to the ideal linear behaviour at all numbers of cores tested. The highest number of cores (17664) on $g_2$ has been achieved by a final increase in the number of cores by a factor 1.43 which resulted in a corresponding speed-up of 1.40. Furthermore, a remarkably low computational time (per time-step) of 0.2 seconds is observed at the highest number of cores.

As for the curvature calculation, the GHF method consists of a combination of the HF method and the least squares fitting of a paraboloid from which an approximation of the curvature $k$ can be derived. Figure 15 shows the percentage of interface cells whose curvature is computed by the HF method and those whose curvature is computed from the reconstructed paraboloid, for a spherical bubble as a function of the number of grid points per bubble diameter $n_D$.

![Figure 15](image.png)

Figure 15: Percentage of curvature computations in the interface cells realised by the HF method (black) and by the least squares fitting of a paraboloid (red), for a spherical bubble as a function of the number of grid points per bubble diameter $n_D$.

For well resolved bubble shapes ($\approx n_D = 20$), for about 98% of the interface cells the HF method is performed, while the paraboloid fitting is only applied to the remaining 2%. The latter method is computationally more expensive than the standard HF method, since in addition to the computation of interface centroids or heights from which we fit a paraboloid, it requires the solution of a
$6 \times 6$ linear system for each interface cell. However, only a small percentage of least squares fitting is needed for resolved bubbles.

In addition to the curvature computation, the cost of the advection of a single bubble is given by the sum of the time taken by the reconstruction routines and evaluation of the geometrical fluxes [19]. These contributions involve prevalently operations at the interface cells. Ideally, the total computational cost should then scale as $n_{D}^2$. Figure 16 shows that the actual computational cost scales approximately as $n_{D}^{2.2}$. The slight overhead is mainly due to searching and labelling of the interface cells that are necessary for the main algorithm to function which involve operations over the bubble volume. Resolved bubble shapes ($n_{D} \approx 15$) require about $1.5 \cdot 10^{-2}$ seconds per time-step.

![Figure 16: Computational time of the advection of a single bubble as a function of the number grid point per diameter. A scaling close to factor 2 is observed (dashed line).](image)

The advection of the volume fraction equation (1) requires the computation of $N$ hyperbolic equations, one for each bubble. As the number of bubbles increases, if one would solve the equations over the whole domain the simulation will quickly become too expensive. Given the local nature of these equations, each marker function $f_i$ is instead solved on a local rectangular box that moves along with the bubble. The underlying velocity field is transferred to this box in order to compute the volume fraction fluxes. Only the velocity on the positions relevant for the term $\nabla \cdot (f \mathbf{u})$ is copied. The computed surface tension force is
then transferred back to the momentum grid. The size of the box is optimised to reduce the data communication and it is equal to the size of the bubble plus a halo region of 2 cells which allows for a proper definition of finite differences.

At the initial time of the simulation each box is assigned to a Master MPI process based on the position of the centroid of the enclosed bubble. The bubbles are distributed uniformly in space to balance the load. As time evolves the bubbles may occupy different subdomains than the original Master subdomain. The MPI processes belonging to these subdomains are called Slaves of the box. The velocity field on the cells that a bubble happens to occupy at a certain time $t$ is sent from the Slaves to the Master. The Master receives the velocity field and computes the volume fraction $f$ to the next time-level/stage. Based on the new value of $f$ the Master computes the surface tension term which it then sends back, together with $f$, to the Slaves.

We extend the procedure described in [38] by implementing the following modifications: first, the boxes are periodically reassigned to a new Master whose domain contains the actual centroids of the bubbles. This reduces the amount of data transfer of the velocity, the volume fraction and the surface tension field, back and forth between Master and Slaves. Figure [17] shows the average computational time taken for the volume fraction advection where no reinitialisation is applied (red line) compared with the case in which the redistribution procedure is performed. The results are scaled by the computational time of the advection of a single bubble and the number of cores used is equal to the maximum number of bubbles introduced in the domain. Ideally, in the absence of parallel communication, the scaled computational time should equal 1 until the situation in which the number of bubbles per core exceeds 1. However, an increase of an order of magnitude is observed at about 200 bubbles for boxes randomly distributed in the domain. On the contrary, close to optimal scaling is maintained with a small overhead when the boxes are periodically reinitialised. By doing so, each Master will handle prevalently boxes that are present in its local subdomain. This procedure appeared to be crucial for the overall parallel performance of the solver.
Figure 17: Computational time of the VOF solver, scaled with the computational time of the advection of a single bubble, as a function of the number of bubbles. The black line indicates the results where reinitialisation of the boxes is applied. The red line indicates the results where no reinitialisation of the boxes is applied.

For good performance, a hybrid distributed-shared memory parallelisation is introduced. The benefit of exploiting shared memory is two-fold: a larger number of bubbles, with respect to a full MPI decomposition, will be handled by a given MPI rank due to the smaller number of subdomains. This reduces the expensive Master-Slaves communication across the MPI ranks. Furthermore, in order to send and receive data to or from the correct MPI process, a shared list has to be exchanged. The list contains information about the location of the bubbles on the Eulerian grid, the size of the boxes built around them and the relative Master and Slaves processes. This additional communication cost can be ideally reduced by a factor equal to the number of threads. Nonetheless, as the bubbles move, some communication will always be present at the subdomain boundaries. This means that, for sufficiently large numbers of cores and bubbles, the time taken by exchanging information about the location of the boxes and their corresponding fields becomes dominant. Fig. 18 shows an extension of the results presented in Figure 17 to a larger number of bubbles for an MPI (black line with triangles) and openMP-MPI parallelisation (black line with circles).
Each bubble is resolved by about 20 grid cells along the diameter. This ensures an accurate computation of the shape and the flow scales [2]. The maximum number of cores is set to 12288, which equals the total number of bubbles tested. The hybrid parallelisation clearly performs better at large numbers of bubbles. We can observe a close to optimal scaling up to around 1000 bubbles and a subsequent close to linear increase of the computational time with the number of bubbles. Going from 1 bubble to 12288 bubbles the computational time increases only by a factor of 16. This corresponds to a simulation time of 0.48 seconds per time-step, which is of the same order of magnitude as the time taken by the Navier-Stokes solver for the same computational grid. Hence, the overall computational time of the two solvers combined is adequate to allow for statistically converged simulation of turbulent bubble-laden channel flows at an unprecedented high number of deformable bubbles ($O(10^4)$) on a shared-distributed memory platform.

![Figure 18: Computational time of the VOF solver, scaled with the computational time of the advection of a single bubble, as a function of the number of bubbles, for a fixed number of cores which equals the total number of bubbles. The results of a full distributed parallelisation are reported in the line with triangles; the results of an hybrid parallelisation are reported in the line with squares. Optimal performance with $C_t/C_t^1$ about 1 is established for the latter parallelisation up to 1000 bubbles, while an almost linear increase arises for larger numbers of bubbles.](image-url)
6. Bubble-laden turbulent channel flow simulations

In this section we apply the developed methods and parallelisation algorithms to a turbulent channel flow loaded with a large number of deformable bubbles. This constitutes an interesting study case for the analysis of turbulence modulation in dispersed gas-liquid flows at high gas concentrations.

In order to make a link with previous results reported in literature, we simulate a downflow configuration under the same operational conditions investigated in [3]. The Reynolds number based on the width of the channel is $Re_{2H} = 3780$, the gravity acceleration is $g = 0.1$, the mass density ratio is $\rho_l/\rho_g = 10$, the dynamic viscosity ratio is $\mu_l/\mu_g = 1$, the initial bubble diameter is $D = 0.25$. In [3] the Eotvos number, $Eo = \frac{\rho_l gh D^2}{\sigma}$, and the Morton number, $Mo = \frac{g \rho_l D^4}{\rho_l \sigma^3}$, are such that the bubbles stay approximately spherical for all simulation time. For strictly fixed bubble shapes alternative and efficient methods have recently been developed using the Immersed Boundary Method, as for example in [8]. The strength of the methodology applied and further developed in this paper, is to handle bubble deformability. Hence, here we reduce the surface tension coefficient $\sigma$, with respect to [3], by a factor 10 corresponding to $Eo= 3.1$ and $Mo= 1.5 \cdot 10^{-7}$, which leads to a certain degree of bubble deformation.

In [3] the so-called ‘minimum channel’ flow was simulated for gas volume fractions between 1% and 6% corresponding to a relatively small number of bubbles. In contrast, here we analyse a full scale turbulent channel flow as used often in literature with a total gas volume fraction of $\alpha_t = 20\%$. The chosen channel allows for a comparison with simulations in a well-established computational domain size [29, 31]. Furthermore, the large number of bubbles that we can include enables the investigation of the turbulence statistics, in great detail provided by DNS, and at a gas volume fraction never reported before in literature.
6.1. Initial conditions

A value of $\alpha_t = 20\%$, having fixed the bubble size, is achieved by loading 10000 initially spherical bubbles into the computational domain of size $8\pi H \times 2H \times 8/3\pi H$, with $H = 1$. This corresponds to a channel two times larger along the stream-wise and the span-wise directions, compared to the channel investigated in [31]. The spatial resolution is given by a uniform grid of $1536 \times 160 \times 512$ computational points. This domain size and grid resolution have been tested first for the single-phase channel flow by performing a simulation of the statistically steady state. The resulting velocity field has then been used as initial condition for the bubbly channel flow simulation. Figure 19 left shows the mean velocity profile of the single-phase flow scaled with the friction velocity $u_\tau$ as a function of $y^+ = y/\delta_w$, with $\delta_w = \nu/u_\tau$ the wall unit. Figure 19 right shows the rms of the velocity fluctuations scaled with the friction velocity. The results are compared with the ones obtained by an independent spectral method, well validated and used in [31], at a grid resolution $384 \times 193 \times 192$ and a computational domain size of $4\pi \times 2 \times (4/3)\pi$. A good agreement is found for all quantities, with a maximum relative error less than 2%. This shows that the resolution used is appropriate for analysing the quantities of interest in this paper, namely first and second order statistics.

6.2. Comparison of flow features and statistics

For the computation of the statistics of the two-phase flow it is useful to sample the quantities of interest in the liquid phase and in the gas phase. To this end, a definition of volume fraction average is introduced rather than the average over the whole domain in the following way:

$$<q> = \frac{f \cdot q}{f}$$

where $f$ is the volume fraction, $q$ a generic quantity and $<\cdot>$, as for the single-phase flow, indicates an average over time and the homogeneous directions. From (21) a natural definition of the root-mean-square (rms) of the fluctuation $q'$ is derived:
Figure 19: Mean stream-wise velocity normalised by the friction velocity as a function of the wall normal coordinate $y^+$ (left figure); root-mean-square of the velocity fluctuations normalised by the friction velocity as a function of the wall normal coordinate $y^+$ (right figure). Solid lines: spectral code \[31\] with channel size $4\pi \times 2 \times (4/3)\pi$ on a $384 \times 193 \times 192$ grid; dashed lines: developed solver with channel size $8\pi \times 2 \times (8/3)\pi$ on a $1536 \times 160 \times 512$ grid. In the right figure the crosses indicate the rms of $u'$, the circles indicate the rms of $w'$ and the triangles indicate the rms of $v'$.

\[
\text{rms}(q' f) = \sqrt{\langle (q - \langle q \rangle)^2 \rangle} = \sqrt{\langle q^2 \rangle - \langle q \rangle^2} = \sqrt{\frac{f q f}{f} - \left(\frac{f q}{f}\right)^2}
\]

(22)

The liquid-phase volume fraction averages can simply be derived by substituting $(1 - f)$ instead of $f$ in (21). From this point onward, the statical quantities presented are the liquid-phase volume fraction averages indicated by $\langle \cdot \rangle$, unless stated otherwise. For single-phase flow $f$ is replaced by unity. Furthermore, for the two-phase flow all the statistics have been averaged also over the left and the right side of the channel to further enhance the statistical convergence of the data.

In order to keep the flow developed, the volumetric flow rate is kept constant throughout the whole simulation time by dynamically adjusting the pressure.
gradient. Once the flow reaches a statistically steady state, the average wall shear stress $\tau_w$ will balance the total weight of the mixture and the imposed driving force. This can be derived from the global momentum balance along the stream-wise direction [3]. Fig. 20 shows the shear stress averaged over the walls as a function of time.

![Graph showing shear stress vs. time](image)

Figure 20: Total wall averaged shear stress $\tau_w$ as a function of time. The dashed line is the initial value of $\tau_w$ equal to approximately $3.6 \cdot 10^{-3}$, corresponding to a turbulent channel flow without bubbles.

A sharp increase of about 47% from the initial value of $3.6 \cdot 10^{-3}$ is observed up until about $t = 50H/U$, after which $\tau_w$ varies slightly around $5.3 \cdot 10^{-3}$, indicating an approximately steady state. Statistics have been collected from $t = 50H/U$ to $t = 550H/U$. Previous studies on bubbly downflow configurations [3] have shown that when the wall shear stress is imposed, a reduction of the mass flow rate is observed. The liquid is slowed down by the rising motion of the bubbles. Hence, to keep the flow rate constant, given the same initial conditions, a higher driving force has to be applied. This will be matched by a corresponding higher $\tau_w$ in the statistically steady state, as shown in Fig. 20.

One of the advantages of VOF is its ability to conserve mass since it is based on the discretisation of the volume fraction conservation equation [1] in its divergence form. However, it is well known that the geometrical time-splitting
advection algorithm as used here, suffers from overshoots or undershoots of $f$ which lead to a small amount of mass loss \[16, 19\]. Furthermore, small satellites can form in the high shear regions and at relatively low surface tension. These fragments are reset to $f = 0$. In the final simulation time the relative error in the mass conservation is only about 0.04%. While a redistribution procedure of the volume fraction can significantly improve the mass conservation \[38\], we consider this error acceptable being negligible with respect to other sources of numerical error, e.g. the discretisation error.

A qualitative impression of the flow is given in Fig. 21. In the left figure a snapshot of the bubble distribution is shown together with the contourplot of the stream-wise velocity $u$ for different horizontal planes. In the right figure contour lines of $u$ are shown on a vertical midplane of the channel. Alternating regions of low and high velocity (light green and red regions) due to the rising bubbles are clearly visible.

A measure of the bubble deformability can be derived from the ratio of the principal second moments of inertia of the bubble shapes. In particular, a deformation indicator $r_I$ is defined as the square root of the maximum and minimum of the eigenvalues of the second order inertia tensor \[5\]. Figure 22 shows $r_I$ of the bubbles as a function of $y$ at $t = 550H/U$. The average $r_I$ is 1.17 which indicates close to spherical shapes ($r_I = 1$). Only 4.7% of the bubbles are characterised by $r_I > 1.3$ where significant deviations from the spherical shape are observed. This translates in an overall behaviour analogous to that of spherical/ellipsoidal bubbles where the volume fraction distribution is mainly influenced by the lift force \[5\].

The deformability of the bubbles is further shown in Figure 23 where the average volume fraction field as a function of the wall normal coordinate $y$ is shown. Due to the lift force the bubbles are mainly present in the core region, leaving a comparably bubble-free region near the wall \[3, 58\]. A peak in the volume fraction around $y = 0.34$ is visible, similarly to what was found in \[3\] and in the experiments \[62, 63\].

The mean stream-wise velocity profile is reported in Figure 24 as a function
Figure 21: Instantaneous bubble distribution in the vertical channel (left figure) and contour levels of the stream-wise velocity component on a mid-plane (right figure) of the bubbly channel flow at $Re_{2H} = 3780$. The bubbles are represented by grey objects, which are the computed isosurfaces $f = 0.5$. The channel is loaded with 10000 bubbles, corresponding to $\alpha_t = 20\%$. 
Figure 22: Ratio of the square root of the principal moments of inertia of the bubbles as a function of the wall normal coordinate $y$.

Figure 23: Average volume fraction field as a function of the wall normal coordinate $y$. 
of $y$ (left figure) and $y^+$ (right figure), and compared with the corresponding single-phase flow (dashed line) at the same $Re_{2H}$. At the statistically steady state the average velocity is approximately constant, and equal to 0.69 in the core of the channel. As expected, the mean shear becomes zero at equilibrium preventing the lateral migration of the bubbles. The profiles start to diverge at $y^+ = 13$ where no logarithmic layer appears to be present for the bubble laden channel. A small decrease of $<u>$ is observed near $y = 0.34$, the location of the volume fraction peak. In the near-wall region the behaviour is qualitatively the same as for the single-phase channel flow, corresponding to the absence of bubbles in the close proximity of the walls.

Figure 24: Average stream-wise velocity as a function of the wall normal coordinate on a linear scale (left figure) and on a logarithmic scale (right figure). The dashed line is the mean velocity profile of the corresponding single-phase flow.

Figure 25 shows the rms of $u'$ (left-top figure), the rms of $v'$ (right-top figure), the rms of $w'$ (left-botom figure) and the Reynolds shear stress $<u'v'>$. The latter quantity is close to zero along the entire channel height. In the wall region we observe a general and significant reduction of the velocity fluctuations, similar to what was reported in [3] for the highest volume fraction. While in [3] an increase of velocity fluctuations with the volume fraction $\alpha_t$ is shown in the core region at modest values of $\alpha_t$, at a significantly higher $\alpha_t$ we observed the opposite behaviour. The rms profiles for the bubbly flow are almost everywhere lower than the corresponding profiles for the single-phase flow. Furthermore, the
velocity fluctuations in the center of the channel appear to be quite independent of \( y \), resembling homogeneous turbulence, from \( y = 0.4 \) with values equal to approximately 0.97, 0.6 and 0.66 respectively for the rms of \( u' \), the rms of \( v' \) and the rms of \( w' \).

![Figure 25: Second order velocity fluctuation statistics normalised by the wall shear velocity as a function of the wall normal coordinate \( y \): rms of \( u' \) (left-top figure); rms of \( v' \) (right-top figure); rms of \( w' \) (left-bottom figure); \( < u'v' > \) (right-bottom figure). Single-phase flow (dashed lines).](image)

The decrease of fluctuations in the boundary layer region, where the volume fraction is nearly zero, is not yet fully understood. It appears that the bubbles interact in such a way that the turbulence structures are destroyed. Since the velocity of the bubbles is lower than that of the liquid they act essentially as obstacles at which the flow speed reduces to that of the bubbles. In our simulation this appears to lead to a strong reduction of \( < u'^2 > \). Furthermore,
from the equations for the turbulence fluctuations in the three directions one can show that only the equation for $< u'^2 >$ has a production term. From the stream-wise fluctuation the energy is redistributed among the components $< v'^2 >$ and $< w'^2 >$, hence leading to lower kinetic energy also in these two components [1].

A more detailed and exhaustive investigation of statistics of turbulent bubbly flow will be the subject of future investigations. Here, we demonstrated that statistically converged DNS of bubble-laden flows at high gas volume fractions becomes feasible with the methodology developed in this paper. Furthermore, the regime of high volume fractions constitutes an interesting parameter space that presents similarities but also substantial differences with respect to low gas volume fraction cases. These simulations were run on a Bull system for a total of 800,000 CPU hours.

The main findings and conclusions will be summarised in the next section.

7. Conclusions

The main achievement documented in this paper is the development of an accurate and computationally efficient method for DNS of turbulent bubbly flow. This was accomplished by a well-considered combination of state-of-the-art methods as well as fast and scalable numerical algorithms coming from both the single-phase and the two-phase flow community. Furthermore, the main problematic aspects of the underlying numerical methods, such as the computation of the surface tension, bubble/droplet collisions and and the solution procedure of the variable-coefficient Poisson equation were analysed and discussed in detail. The unique feature of this work is the combined analysis of accuracy, computational cost and parallel scalability of the algorithms presented, which will serve as guideline for future numerical investigations of physical systems characterised by an high number of bubbles. Furthermore, a DNS at an unprecedented high number of bubbles and gas volume fraction was carried out and the mean and fluctuating flow statistics were analysed in some detail. This
represents a step forward toward resolved numerical simulations of real bubbly flows.

The accuracy tests on a rising bubble conducted in Section 4 show a clear second order convergence of the $L_1$ norm of the circularity. A close approximation of the bubble shape at the final time can be recovered starting from 10 grid points per diameter. The GHF method was shown to converge to second order accuracy with grid refinement and to lead to significantly more accurate curvature values than those obtained from finite differences of the smoothed volume fraction field. This, in turn, reduces the spurious velocities which is a necessary requirement at high Laplace numbers. Furthermore, for well-resolved bubble shapes (15 – 20 grid points per diameter) the GHF method is able to calculate the curvature with the standard and computationally cheap HF method in about 98% of the interface cells, while for the remaining 2% a more expensive least squares fitting is used. The combination of the implementation of the reconstruction routines developed by [64] (see also [19]) and the GHF method results in an overall computational time to solve a resolved bubble, including the volume fraction advection, of about $1 \cdot 10^{-2}$ seconds per time-step.

The droplet-droplet collision and the collision against a wall, simulated in 4.3, show how the multiple-marker formulation allows for a physical interaction between droplets or bubbles preventing numerical coalescence. The convergence tests revealed close to second order convergence, with a total relative loss of mass less than $1 \cdot 10^{-5}$ during an entire, quite vigorous collision event.

Section 5 focuses on the parallel performance of the Navier-Stokes solver and the VOF solver. The inter-process communication involved in the solution of Eq. (6) and Eq. (13) is given by the exchange of data in the halo regions to ensure a correct computation of the differential operators, and by the transposition of data among the pencils. These operations have been performed by using, respectively, the non-blocking communication pair $\text{MPI} \_\text{ISSEND}$, $\text{MPI} \_\text{IRECV}$ and the optimised $\text{MPI} \_\text{ALLTOALLV}$ routine for all the necessary transpositions $x \leftrightarrow y, x \leftrightarrow z, y \leftrightarrow z$. Close to linear scaling is observed up to 17664 cores on a 1 billion grid, with a computational time equal to 0.2 seconds per time-step.
As for the VOF solver, the communication cost is due to the exchange of the shared list for the bookkeeping of the bubbles and in the transfer of the relevant fields with the NS solver. The latter has been largely minimised by periodically reassigning the boxes containing the bubbles to a new set of MPI Masters based on their local position. Furthermore, multi-threading has been introduced in order to minimise the computationally expensive Master-Slaves communication. These last two steps are essential for efficiency and constitute an improvement with respect to the original full MPI algorithm proposed in [38]. Close to ideal scaling was found up to $O(1000)$ bubbles with an acceptable overhead of a factor 16 when further increasing to about 12000 bubbles. At this number of bubbles, the total cost of the VOF solver is 0.48 second per time-step. In order to achieve statistically converged simulations we need a sampling over about 500 dimensionless time units, with a typical time-step of $10^{-3}$. Assuming, for example, to simulate $O(10^4)$ bubbles on a 1 billion grid using $10^4$ cores, from Fig. 14 and Fig. 18 we can deduce a computational time per time-step of about 1 second. This leads to a total of about 1.4 million CPU hours corresponding to a total expense of about 6 days which can be easily realised on present-day computing facilities.

In Section 6 a simulation of a turbulent downflow loaded with 10000 deformable bubbles at a total gas volume fraction of 20\% was carried out. First and second order statistics of the velocity field as well as the average volume fraction field were investigated. The bubbles are pushed away from the wall by the lift force, as visible from the $\bar{f}$ profile. At fixed volumetric flow rate, an increase of 47\% of the wall shear stress was observed compared to the case without bubble. The equilibrium velocity profile shows a wide flat region in the core of the channel equal to 0.69. These findings are in good agreement with earlier results reported in [3] at smaller computational domain and lower volume fractions. However, at high volume fractions, the rms of all the velocity fluctuation components was found to decrease significantly except in a narrow region close to the centre line.

Ultimately, a very high (currently record) bubble number has been achieved
for DNS of turbulent channel flows. This shows the feasibility of such simulations with the proposed combination of numerical methods and parallelization techniques. It paves the way to future investigations of dispersed bubbly flow at high gas concentrations. This paper extends recent studies on bubbly flows [8, 9] where the effect of surface tension, variable density and viscosity and deformability are either neglected or approximated by resorting to additional models. Hence, the methodology presented here, which simulate all these effects starting from fundamental equations, can be used as reference for validations. Furthermore, the generated database can be analysed as a source of information for deriving averaged equation models [10] on a wide range of gas volume fractions.
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