A Simple and Robust Shock-Capturing Approach for Discontinuous Galerkin Discretizations
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Abstract: The discontinuous Galerkin (DG) method has become popular in Computational Fluid Dynamics mainly due to its ability to achieve high-order solution accuracy on arbitrary grids, its high arithmetic intensity (measured as the ratio of the number of floating point operations to memory references), and the use of a local stencil that makes scalable parallel solutions possible. Despite its advantages, several difficulties hinder widespread use of the DG method, especially in industrial applications. One of the major challenges remaining is the capturing of discontinuities in a robust and accurate way. In our previous work, we have proposed a simple shock detector to identify discontinuities within a flow solution. The detector only utilizes local information to sense a shock/discontinuity ensuring that one of the key advantages of DG methods, their data locality, is not lost in transonic and supersonic flows. In this work, we reexamine the shock detector capabilities to distinguish between smooth and discontinuous solutions. Furthermore, we optimize the functional relationships between the shock detector and the filter strength, and present it in detail for others to use. By utilizing the shock detector and the corresponding filtering-strength relationships, one can robustly and accurately capture discontinuities ranging from very weak to strong shocks. Our method is demonstrated in a number of two-dimensional canonical examples.
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1. Introduction

Ever since Computational Fluid Dynamics (CFD) began to play an important role in analyzing fluid motion and designing industrial products, engineers have sought techniques which can increase the accuracy of a flow simulation without increasing its associated computational cost. Many CFD researchers have developed a growing list of numerical methods to meet these demands. In particular, CFD developments over the past half century have focused on finite volume, finite difference, and spectral methods [1–6]. However, conventional CFD methods have faced difficulties in achieving higher-order (order of solution convergence larger than 2) simulations from both the implementation and high-performance computing perspectives. For example because of their low arithmetic intensity and large computational stencils, higher-order Weighted Essentially Non-Oscillatory (WENO) methods [7] on unstructured meshes and higher-order finite difference methods [8] can lose efficiency when running large-scale simulations.

To overcome these shortcomings in parallel performance and scalability, during the past two decades researchers have focused on finite-element methods such as the discontinuous Galerkin (DG) method. Reed and Hill first introduced the DG method in their seminal paper [9]. Later on, a solid theoretical foundation for the DG method was established by Cockburn and Shu in a series of papers [10–14]. For an overview of the DG method, the reader is referred to [15], which provides many more details than is practical to discuss in this paper. Because of its mathematical formulation,
the DG method has high arithmetic intensity compared to the finite volume and the finite difference methods. Furthermore, higher-order accuracy in space can easily be obtained by adding more degrees of freedom in combination with higher-order polynomial bases within a given element. For these reasons, the DG method can obtain higher-order spatial accuracy relatively easily even on complex geometries and when compared to both finite volume and finite difference methods. Additionally, in the DG method only the nearest face-neighbors are needed, while many operations for a given element do not require information from neighboring elements at all, which is an attractive feature for modern computer hardware. Due to these advantages, the DG method has become popular in many fields.

Despite these advantages, the DG method has not yet been fully adopted in industry mainly because of some remaining challenges for practical use. One of these difficulties is the robust and accurate capturing of discontinuities within a flow solution, which is the main objective of the present work. Specifically, and like most other CFD methods, the polynomial nature of the basis functions used by the DG method lead to spurious oscillations in flow simulations if discontinuities emerge during a computation. Because of this fundamental issue, engineers and scientists have pursued methods that can help attain the two fundamental objectives for shock-capturing in the DG framework: the balancing of robustness and accuracy. In order to satisfy these goals, various approaches have been proposed in the literature [16–26]. Researchers have devised multiple methods to sense a discontinuity with information from a local stencil of surrounding neighbors. After the discontinuity is identified, a flow solution can be stabilized with any one several resolving methods including artificial viscosity, limiting, and filtering. A brief comparison of these approaches to shock detection and resolution can be found in [27].

In our previous work, we proposed an approach for discontinuity detection for the DG method and demonstrated its shock-capturing capabilities [27]. Our shock detector robustly distinguishes between smooth solutions and discontinuities even for polynomial orders as low as two and three, which are relatively low orders for such shock-capturing schemes in the DG literature. Furthermore, the shock detector parameter and the necessary filtering strengths were correlated through numerical experiments, enabling the user to avoid tedious parameter tuning processes. These correlations provide robust shock-capturing capabilities regardless of the strengths of shocks present in a flow simulation. However, in that early work, we did not provide a quantitative analysis of the mathematical relationships between the detector and the filtering strengths. At the time, it was not clear whether the preliminary relationships used provided excessive filtering which, despite its solution smoothness advantages, might lead to a severe loss in accuracy. For this reason, in this paper the relationships between the shock detector and the filtering strengths are optimized to obtain maximum accuracy while maintaining robustness of the shock-capturing capability. These relationships are presented for future use.

The remaining sections are organized as follows. The governing equations and the associated numerical discretization approach are introduced in Section 2. In Section 3, the shock detector proposed in [27] and a filtering method are briefly described. Additionally, functional relationships between the shock detector and the filtering method are optimized to obtain accurate solutions while maintaining robustness. Numerical simulation results are shown in Section 4. Finally, we close the paper with concluding remarks and ongoing work in Section 5.

2. Governing Equations and Numerical Discretization

This section briefly describes the governing equations and numerical discretization used in this paper. The majority of this section is restated, with some modifications to enhance clarity, from [27].

2.1. Governing Equations

In this work, we consider the Euler equations of gas dynamics in a differential conservative form

\[
\frac{\partial \vec{u}}{\partial t} + \nabla \cdot \vec{F} = 0,
\]  

(1)
where $\vec{u} = \vec{u}(\vec{x}, t)$ is the vector of conserved variables and $\vec{F} = \vec{F}(\vec{u})$ is the vector of convective fluxes. $\vec{x}$ is the position vector in a physical domain $\Omega$, and $\partial t$ represents a partial derivative in the temporal dimension. Standard inviscid flux definitions apply.

2.2. Discontinuous Galerkin Discretization

The physical domain $\Omega$ and its boundary $\partial \Omega$ are discretized with $K$ non-overlapping elements

$$\Omega = \bigcup_{i=1}^{K} D_i,$$

where $D_i$ is a discrete element in the domain. The index $i$ ranges from 1 to the number of elements, $K$, in the domain. In two dimensions, the domain is divided into triangular or quadrilateral elements. For each discrete element, a numerical solution $\vec{u}^h$ of (1) is constructed as

$$\vec{u} = \vec{u}^h(\vec{x}, t) = \sum_{i=1}^{N_p} \tilde{u}_i(t) \psi_i(\vec{x}) = \sum_{j=1}^{N_p} \tilde{u}_j(\vec{x}_j, t) l_j(\vec{x}),$$

where $\vec{u}^h$ can be described either in a modal form with modal basis functions, $\psi_i$, or in a nodal form with Lagrange polynomials, $l_j$. $\tilde{u}_i(t)$ is the vector of modal coefficients for the corresponding $\psi_i(\vec{x})$ and $\tilde{u}_j(\vec{x}_j, t)$ is the vector of nodal coefficients for the corresponding $l_j(\vec{x})$, where $\vec{x}_j$ indicates the spatial location of $\tilde{u}_j$. More details about the transformation between the two forms and the selection of the modal basis functions can be found in [15]. In this work, we use Legendre polynomials for $\psi_i$ to construct the numerical solution for the modal form. $N_p$ is the number of degrees of freedom in each discrete element. Similarly to the modal basis functions, various options exist to distribute the nodal points within an element. For simplicity, equidistant points are used to represent the degrees of freedom. Although distributing nodal points uniformly may lead to ill-conditioned interpolations (Runge’s phenomenon), equidistant nodal points up to polynomial order 4, the upper limit considered in this work, perform robustly.

With this discontinuous Galerkin discretization, the governing Equation (1) can be converted into the following weak form at time $t$ (integration only takes place over the spatial element, $D_i$):

$$\int_{D_i} \frac{\partial \vec{u}^h}{\partial t} l_j dV - \int_{D_i} \vec{F}_k \frac{\partial \psi_i}{\partial x_k} dV + \int_{\partial D_i} \vec{n} \cdot \vec{F}^* l_j dA = 0, \quad j = 1, ..., N_p,$$

where $\vec{n}$ is the unit outward normal vector at the boundary of $D_i$ and $\vec{F}^*$ is a numerical flux at this boundary. In order to stabilize the numerical discretization, the Roe flux [28] is used for the surface integral calculation. The Lax–Friedrichs flux [29] is only used in Section 4.1. For more information about the Roe and the Lax–Friedrichs flux formulations, the reader is referred to [30].

2.3. Space-Time Discretization: ADER-DG

The DG discretization enables simple p-refinement, which is one of its major advantages compared to different higher-order methods. Higher accuracy in space can be achieved by adding more degrees of freedom within an element while the communication remains limited to its face neighbors.

For the integration in time, it is possible to use standard time integration schemes for Equation (4). As the mass matrix for a DG scheme is local for an element, explicit schemes of the Runge–Kutta type can also be used. However, for practical applications, the time step for explicit time integration schemes is very much limited by the CFL condition and only when combined with time-accurate local time-stepping can it be an alternative to implicit methods. Unfortunately, standard time integration schemes do not allow for an order of accuracy beyond first order when applied in combination with time-accurate local time-stepping, which is clearly too low for practical applications.
In order to achieve high-order accuracy in both space and time while using time-accurate local time-stepping, Toro et al. suggested the Arbitrary high-order DERivatives (ADER) method in [31]. In that work, the authors obtain high-order accuracy in the spatial and temporal dimensions by using the Cauchy–Kovalevskaya procedure. Dumbser implemented the ADER method in a finite volume solver in [32]. Similarly, in order to apply the ADER method in combination with DG, we need to introduce a space-time discretization. Here, we summarize the major steps for the DG space-time discretization. Further details can be found in [33,34].

2.3.1. The Local Space-Time DG Predictor

In the predictor step, we look for a solution vector \( \vec{q}(\vec{x}, t) \) which takes the classical DG discretization at time step \( n \) as an input and returns its evolution in time up to time step \( n + 1 \), the difference between these time levels being the time step \( \Delta t \):

\[
\vec{u}(\vec{x}, t^n) \rightarrow \vec{q}(\vec{x}, t) \quad t^n \leq t \leq t^{n+1} = t^n + \Delta t.
\]

\( \vec{q}(\vec{x}, t) \) can be expanded in space and time as follows:

\[
\vec{q}(\vec{x}, t) = \vec{q}(\xi, \tau) = \bar{\vec{q}}_i \theta_i(\xi, \tau),
\]

where \( \theta_i \) is a polynomial basis function in space-time, \( \bar{\vec{q}}_i \) is a vector of space-time degrees of freedom, and summation over repeated indices is implied. \( \xi \) and \( \tau \) are parametric coordinates in space and time, respectively. For simplicity, let us restrict ourselves to the one-dimensional case and use parametric coordinates (\( \tau \) in time and \( \xi \) in space). After multiplication by a space-time test function and integrating over a space-time control volume, Equation (1) becomes

\[
\int_{-1}^{1} \int_{-1}^{1} \theta_j \frac{\partial \vec{q}}{\partial \tau} + \frac{\partial \vec{f}}{\partial \xi} d\xi d\tau = 0,
\]

where \( \vec{f} = \frac{\partial \vec{F}}{\partial \xi} \cdot \vec{F} \). Additionally, we assume that the convective fluxes can also be expanded over the space-time basis functions

\[
\vec{f} = \bar{\vec{f}} \theta_i.
\]

Since we are using the nodal representation of a discrete solution, \( \bar{\vec{f}} \) is just the evaluation of the convective fluxes at the space-time degrees of freedom. Therefore, \( \bar{\vec{f}} = \bar{\vec{f}}(\bar{\vec{q}}_i) \). Note that the assumption (8) is in principle not correct for a nonlinear system of equations and aliasing errors may be introduced. However, this assumption is only used in the predictor step of the algorithm and, as such, the errors do not amplify. With all these equations, we can obtain a final system of algebraic equations for

\[
K_{ij}^1 \bar{q}_i + K_{ij}^2 \bar{f}_j = F^{-1}_{ik} \bar{u}^n_k,
\]

where

\[
K_{ij}^1 = \int_{-1}^{1} \theta_j(\xi, 1) \theta_j(\xi, 1) d\xi - \int_{-1}^{1} \int_{-1}^{1} \frac{\partial \theta_j}{\partial \xi} \theta_j(\xi, 1) d\xi d\tau,
\]

\[
K_{ij}^2 = \int_{-1}^{1} \int_{-1}^{1} \theta_j \frac{\partial \theta_j}{\partial \xi} d\xi d\tau,
\]

\[
F^{-1}_{ik} = \int_{-1}^{1} \theta_i(\xi, -1) \psi_k(\xi) d\xi.
\]

The time integration integrals in (10) are approximated by using a quadrature rule with Gauss–Legendre points. After evaluating (10), the unknown \( \bar{q}_i \) can be solved with an iterative procedure up to a desired tolerance. Further details can be found in [33,34]. Note that integration by
parts is not used in space to obtain (9). Also note that the space-time discretization described for \( \vec{q} \) in the predictor step is completely local to an element and, therefore, a CFL limit is required to ensure that the procedure is stable.

### 2.3.2. The Corrector Step

After the space-time predictor solution \( \vec{q}(\vec{x},t) \) is obtained, we can use it to calculate the solution at the next time level, \( n+1 \). By integrating the weak form (4) in time from \( t^n \) to \( t^{n+1} \), the equation becomes

\[
\left( \int_{D_i} l_k dV \right) (\vec{u}_{n+1}^k - \vec{u}_n^k) - \int_{t^n}^{t^{n+1}} \int_{D_i} F_k(\vec{u}) \frac{\partial \vec{l}}{\partial \vec{x}_k} dV dt + \int_{t^n}^{t^{n+1}} \oint_{\partial D_i} \vec{n} \cdot \vec{F}^*(\vec{u}) l_j dA dt = 0. \tag{11}
\]

Since we obtained a time evolution of \( \vec{u} \) until \( t_{n+1} \) from the predictor step, the integrals over the time-volume and time-surface can be calculated with the predictor solution \( \vec{q} \)

\[
\left( \int_{D_i} l_k dV \right) (\vec{u}_{n+1}^k - \vec{u}_n^k) - \int_{t^n}^{t^{n+1}} \int_{D_i} F_k(\vec{q}) \frac{\partial \vec{l}}{\partial \vec{x}_k} dV dt + \int_{t^n}^{t^{n+1}} \oint_{\partial D_i} \vec{n} \cdot \vec{F}^*(\vec{q}) l_j dA dt = 0, \tag{12}
\]

to obtain the desired solution at the end of the time step.

### 3. Shock-Capturing in the Discontinuous Galerkin Method

Shock-capturing in the DG method comprises two fundamental steps: (a) detecting elements which may contain a flow discontinuity or may exhibit spurious oscillations, and (b) stabilizing the numerical solution by applying resolving methods in those elements. In [27], we proposed a simple shock detector for the DG method and introduced the functional relationships between the shock detector and filtering strengths. In this section, we revisit the methodology and refine the correlations between the sensor and the filtering method for use by others.

#### 3.1. Shock Detector

Multiple researchers have proposed strategies for detecting discontinuities in the DG method [19,21,22,24]. All shock detectors in the literature can be categorized into three groups: detectors that only use local information, detectors that utilize local information and direct neighbors’ information, and detectors that exploit local information and the Voronoi neighbors’ information. To preserve one of the advantages of the DG method concerning high-performance computing, it is highly desirable to develop shock detectors that only use information from the local element.

Persson and Peraire proposed a novel shock detector that fulfills these demands in [24]. In this shock detector, a spectral decay rate is measured by computing the ratio between the highest modal coefficient and all modal coefficients. By using this ratio, the detector distinguishes between smooth regions and a shock/discontinuity, and it does this particularly well for elements with high polynomial order. However, the detector requires parameter tuning procedures. Inspired by Persson and Peraire’s work, we proposed a shock detector in [27] to circumvent calibrating steps. The basic implementation of the detector is revisited here.

Let \( \phi^n \) be the ratio between the norms of the modal coefficients of the highest and the lowest mode in the description of a flow quantity \( u \) at time level \( n \):

\[
\phi^n = \frac{||\hat{u}_N^M||_2}{||\hat{u}_0^M||_2}, \tag{13}
\]

where \( \hat{u}_N^M \) is the modal coefficient of the \( N \)th degree polynomial at \( t^n \). For one-dimensional problems, \( \hat{u}_N^M \) is just one modal coefficient. In two-dimensional problems, \( \hat{u}_N^M \) are the modal coefficients for which the degree of the corresponding polynomial is greater than or equal to \( N \). In addition, \( \hat{u}_0^M \) is the modal


coefficient of the lowest polynomial at time level \( n \): it is the mean value of \( u \) within the element. In this work, we use the density in an element to calculate \( \phi^n \).

The value of \( \phi^n \) is usually small unless an element has oscillatory variations in its solution. Indeed, even for an oscillatory solution, \( \phi^n \) is not large if the domain is sufficiently refined with discrete elements. However, if a discontinuity is convected from an adjacent element or if it emerges within an element, then \( \phi^n \) becomes larger. Therefore, by comparing the values of \( \phi \) at two different time levels, one can narrow down the candidates to flag as troubled elements: the elements that may contain a discontinuity that needs to be treated. Now let \( \beta \) be the ratio between \( \phi^{n+1} \) and \( \phi^n \):

\[
\beta = \frac{\phi^{n+1}}{\phi^n}. \tag{14}
\]

We can examine how the strength of an oscillation within an element behaves between two time levels by measuring the \( \beta \) value. With these definitions of \( \phi \) and \( \beta \), the shock detecting procedure can be stated as follows:

1. Calculate \( \phi^n \) from \( u(\vec{x}, t^n) \),
2. March solution forward one time-step and calculate a candidate solution \( u(\vec{x}, t^{n+1}) \),
3. Calculate \( \phi^{n+1} \) from \( u(\vec{x}, t^{n+1}) \),
4. If \( \phi^{n+1} \leq \phi_0 \), an element is not considered to be a troubled element. Otherwise, the current element might be a troubled element. Here, \( \phi_0 \) is a threshold value that depends on the polynomial order of the element.
5. For elements with \( \phi^{n+1} > \phi_0 \), calculate \( \beta \). If \( \beta \geq \beta_0 \), then the current element is a troubled element. Here, \( \beta_0 \) is an empirically determined value.

We set \( \beta_0 = 1.0 \) in order to capture a stationary shock in numerical simulations. In addition, the value of \( \phi_0 \) is predetermined based on the type and polynomial order of an element. Details of determining appropriate \( \phi_0 \) values are described in Section 3.3. Therefore, using the proposed sensor does not require tuning parameters from one problem to the next.

3.2. Filtering

After an element is flagged as a troubled element, additional treatment is required to stabilize or resolve a high-gradient solution near a shock or discontinuity. In this work, we use the filtering method. The filtering method is effectively equivalent to using artificial viscosity. However, it does not restrict the time step compared to directly adding artificial viscosity in the governing equations. In addition, the filtering method amounts to a simple matrix-vector multiplication that can be easily implemented. Therefore, it is not necessary to calculate a viscous flux to resolve a discontinuity, which is necessary when using artificial viscosity. Details of the theoretical background and implementation of the method can be found in [15]. The following second-order exponential filter is used in this work:

\[
\sigma(\eta) = \exp(-a\eta^2) \quad \text{where} \quad \eta = \min(n/N, 1.0). \tag{15}
\]

Here, \( N \) is the polynomial order of a basis function and \( a \) is a parameter to change the strength of the filter. The \( \sigma \) values are determined based on the polynomial order and they are multiplicative factors for the modal coefficients, \( \hat{u} \), of the element to obtain filtered modal coefficients, \( \tilde{u} \)

\[
\tilde{u} = \sigma \hat{u}. \tag{16}
\]

For example, let us assume that a filter with \( a = 1.0 \) is applied to a one-dimensional \( n = 2 \) element. This element has three modal coefficients, \( \hat{u}_1, \hat{u}_2, \hat{u}_3 \) and their polynomial orders are 0, 1, and 2, respectively. Then, \( \sigma(0/2) = \exp(-1.0 \times 0^2) = 1.0 \) is the multiplicative factor for \( \hat{u}_1 \), \( \sigma(1/2) = \exp(-1.0 \times 0.5^2) \approx 0.7788 \) is the multiplicative factor for \( \hat{u}_2 \), and \( \sigma(2/2) = \exp(-1.0 \times 1^2) \approx 0.3679 \) is the multiplicative factor for \( \hat{u}_3 \). Therefore, \( \tilde{u}_1 = 1.0 \hat{u}_1, \tilde{u}_2 = 0.7788 \hat{u}_2, \) and \( \tilde{u}_3 = 0.3679 \hat{u}_3 \). Note that,
for quadrilateral elements in two dimensions, some basis functions have a larger polynomial order value than N. Therefore, \( \eta \) is the minimum value of \( n/N \) and 1.0:

### 3.3. Correlation between \( \alpha \) and \( \phi^{n+1} \)

Researchers seek two objectives in capturing a discontinuity: stability and accuracy. Of these two goals, stability has higher priority because measuring accuracy becomes relevant only if the solution is stable. Therefore, it is necessary to obtain a relationship between \( \alpha \) and \( \phi^{n+1} \) that provides at least a stable solution when a shock exists within a flow, while adding the least amount of filtering to improve the accuracy of the computed solution.

The shock tube problem introduced in [35] is selected as our benchmark problem to correlate \( \alpha \) and \( \phi^{n+1} \). In the shock tube problem, one can change the strength of the right-running shock wave by varying the initial pressure ratio across the diaphragm. We fix the initial conditions just as was done in [35] except for the pressure on the left side of the diaphragm. Starting from an initial pressure ratio of 2, we gradually increased the pressure ratio up to a value of 15 in order to generate a series of shock waves with different strengths. For each initial pressure ratio, we performed numerical experiments with a set of \( \alpha \) values, where \( \alpha \) is constant in each experiment. During each simulation, we track the maximum \( \phi^{n+1} \) values as well as the undershoots that occur near a shock. The \( L_\infty \) error in density is then calculated with respect to the initial density value on the right side of the diaphragm. Near a discontinuity, it is critical to minimize the \( L_\infty \) error among other error measurements. This is because the \( L_\infty \) is directly related to undershoots near the right-running shock in this problem, and these undershoots must be suppressed to guarantee a stable solution throughout the simulations. By performing these numerical experiments, we can obtain a relationship between \( \alpha \) and \( \phi^{n+1} \) to suppress undershoots as a function of the \( L_\infty \) percent error.

In Figure 1, the \( L_\infty \) percent errors in density are depicted as a function of \( \alpha \) and \( \phi^{n+1} \) for each polynomial order of a triangular element. For a specific \( \phi^{n+1} \) value, the minimum \( \alpha \) value to ensure that the \( L_\infty \) error does not exceed a certain value can be found. For example, for \( n = 1 \) triangles and \( \phi^{n+1} = 0.06 \), at least \( \alpha \approx 0.15 \) is required to guarantee that undershoots do not surpass 2% error. If the \( L_\infty \) error from the undershoots is required to be lower than 0.5% for the same polynomial order and \( \phi^{n+1} \) value, the filtering strength must be larger than 0.25. To generate simple relationships between \( \alpha \) and \( \phi^{n+1} \), we constructed a piecewise linear function for each element and polynomial order, provided in [27].

The functional relationships given in [27] ensure that a solution will not diverge due to the presence of a shock. However, if a solution is filtered out excessively, its accuracy will be degraded, thereby losing the main advantage of higher-order methods. Therefore, the functional relationships between \( \alpha \) and \( \phi^{n+1} \) need to be tailored to simulate a flow as accurately as possible while maintaining stability.

In designing the relationships between \( \alpha \) and \( \phi^{n+1} \), we must determine two unknown factors. The first is whether such relationships return excessive filtering strengths. The filtering strengths must be strong enough to stabilize a solution. However, we should not excessively filter a solution to maintain accuracy. The other one is the threshold value selected, \( \phi_0 \). Theoretically, one can lower the \( \phi_0 \) value all the way to zero, which effectively makes the solver apply filtering everywhere in the domain. On the other hand, if one selects too large a value for \( \phi_0 \), the sensor cannot robustly distinguish the presence of a shock/discontinuity. Therefore, the \( \phi_0 \) value should be sufficiently large up to a point where it does not harm the robustness of the solver.

To eliminate such ambiguities, we perform other numerical experiments with the shock-entropy interaction problem proposed by Shu and Osher in [36]. The objective of these numerical experiments is to minimize the \( L_2 \) error in density with respect to a reference solution. The reference solution is obtained by a one-dimensional simulation with 3,200 equidistant elements of polynomial order two.
Figure 1. $L_\infty$ percent errors in density from a series of shock tube problems with various initial pressure ratios. The errors are plotted as a function of $\alpha$ and $\phi_{n+1}$ for each polynomial order of triangular elements.

In these experiments, we allow two parameters to change: $a_0$, an offset value to shift piecewise linear functions, and $\phi_0$, a threshold value for the sensor described in Section 3.1. We optimize the $a(\phi_{n+1})$ relationships by shifting the functions along the $a$ axis as well as by changing their $\phi_0$ value. $a_0$ values range from –0.3 to 0.3, and a typical range for $\phi_0$ depends on the element type and polynomial order to find a local minimum of the $L_2$ error.

Figure 2 shows the normalized $L_2$ error in density by solving the Shu–Osher problem with triangular elements and different polynomial orders. For a fixed $\phi_0$ value, the $L_2$ error increases if we increase the filtering strength. This is because high-gradient information is lost by excessive filtering. On the other hand, if the filtering strength decreases too much, the error also increases, and eventually the simulation diverges. For a constant $a_0$ value, the $L_2$ error increases if we set a value of $\phi_0$ that is too large. This is because spurious oscillations are introduced due to a failure of the shock detector. On the contrary, the $L_2$ error also increases if $\phi_0$ becomes too small. In this case, the shock detector determines too many elements as troubled elements and filtering is applied to elements that might not require such resolving processes. In Figure 2, red dots are selected as design points for each polynomial order of a triangular element. After repeating the same procedures for quadrilateral elements, we propose the following relationships between $a$ and $\phi_{n+1}$, which we use in all other test cases presented in this paper:
(1) Two dimensions, triangular elements:

\[
\begin{align*}
\alpha_{\text{tri},1}(\phi_n+1) &= (3.21 \times \phi_n+1 - 0.01994) \quad 0.00350 \leq \phi_n+1, \\
\alpha_{\text{tri},2}(\phi_n+1) &= (6.18 \times \phi_n+1 + 0.04383) \quad 0.00150 \leq \phi_n+1 \leq 0.01980, \\
\alpha_{\text{tri},3}(\phi_n+1) &= (35.7 \times \phi_n+1 + 0.03362) \quad 0.00020 \leq \phi_n+1, \\
\alpha_{\text{tri},4}(\phi_n+1) &= (38.0 \times \phi_n+1 + 0.05520) \quad 0.00012 \leq \phi_n+1.
\end{align*}
\]

(2) Two dimensions, quadrilateral elements:

\[
\begin{align*}
\alpha_{\text{quad},1}(\phi_n+1) &= (4.00 \times \phi_n+1 - 0.19400) \quad 0.06000 \leq \phi_n+1, \\
\alpha_{\text{quad},2}(\phi_n+1) &= (3.67 \times \phi_n+1 + 0.01004) \quad 0.00300 \leq \phi_n+1 \leq 0.019160, \\
\alpha_{\text{quad},3}(\phi_n+1) &= (2.46 \times \phi_n+1 + 0.03323) \quad 0.019160 \leq \phi_n+1, \\
\alpha_{\text{quad},4}(\phi_n+1) &= (20.54 \times \phi_n+1 - 0.014566) \quad 0.00200 \leq \phi_n+1, \\
\alpha_{\text{quad},4}(\phi_n+1) &= (30.15 \times \phi_n+1 + 0.013116) \quad 0.00090 \leq \phi_n+1.
\end{align*}
\]

(a) Triangles, \( n = 1 \)  
(b) Triangles, \( n = 2 \)  
(c) Triangles, \( n = 3 \)  
(d) Triangles, \( n = 4 \)  

Figure 2. Normalized \( L_2 \) errors in density for the Shu–Osher problem for each polynomial order of triangular elements. Red dots are selected design points for \( \alpha_0 \) and \( \phi_0 \). For diverged simulation cases, the normalized \( L_2 \) error values are replaced with the maximum \( L_2 \) error value among stable solutions.
4. Numerical Simulation Results

4.1. Isentropic Vortex Problem

We first solve the isentropic vortex problem introduced in [7] for measuring the performance of our shock detector in the absence of discontinuities. This problem is well suited for evaluating whether a numerical scheme can preserve the initial shape of a vortex as well any initial disturbances in flow quantities. To obtain the optimum accuracy from the DG discretization, the shock detector should not flag any element in the domain as a troubled element, as the solution to this problem is smooth. Otherwise, the accuracy of a simulation will degrade due to the misuse of the filtering process. The initial non-dimensional conditions for this problem are as follows:

\[(\rho, u, v, p) = \left(1 - \frac{(\gamma - 1)\epsilon^2}{8\gamma \pi^2} (1 - r^2), 1 - \frac{\epsilon}{2\pi} e^{0.5(1 - r^2)} \frac{1}{y}, 1 + \frac{\epsilon}{2\pi} e^{0.5(1 - r^2)} x, \rho \right), \quad (19)\]

where \((x, y) = (x - 5, y - 5), r^2 = x^2 + y^2, \) and \(\epsilon = 5.0.\) The physical domain becomes \(\Omega = [0, 10] \times [0, 10]\) and it is discretized with two different types of meshes: a fully unstructured mesh with triangular elements and a structured mesh with quadrilateral elements. The CFL value is 0.5 for calculating a global time step. As the time step for stability does not vary much over the domain, it is not necessary to use the time-accurate local time-stepping capabilities of ADER-DG.

The \(L^2\) errors in density are listed in Tables 1 and 2. Except for grid levels 1 to 3 in the \(n = 2\) quadrilateral element grid, the \(L^2\) errors are identical regardless of the filtering. Even for the quadrilateral elements with polynomial order two, the optimum accuracy is recovered as grids are refined. From this numerical test, the sensor and the filtering method proposed in Section 3 can identify a smooth solution in a flow and does not degrade the accuracy of the solution for both triangular and quadrilateral elements.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Element</th>
<th>(n = 2)</th>
<th>(n = 3)</th>
<th>(n = 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>Length</td>
<td>Filtering</td>
<td>W/O Filtering</td>
<td>Filtering</td>
</tr>
<tr>
<td>1</td>
<td>10/4</td>
<td>2.112E-02</td>
<td>2.112E-02</td>
<td>2.708E-02</td>
</tr>
<tr>
<td>2</td>
<td>10/6</td>
<td>1.598E-02</td>
<td>1.598E-02</td>
<td>1.422E-02</td>
</tr>
<tr>
<td>3</td>
<td>10/8</td>
<td>9.339E-03</td>
<td>9.339E-03</td>
<td>6.474E-03</td>
</tr>
<tr>
<td>4</td>
<td>10/12</td>
<td>3.376E-03</td>
<td>3.376E-03</td>
<td>1.179E-03</td>
</tr>
<tr>
<td>5</td>
<td>10/16</td>
<td>1.843E-03</td>
<td>1.843E-03</td>
<td>3.415E-04</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Grid</th>
<th>Element</th>
<th>(n = 2)</th>
<th>(n = 3)</th>
<th>(n = 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>Length</td>
<td>Filtering</td>
<td>W/O Filtering</td>
<td>Filtering</td>
</tr>
<tr>
<td>1</td>
<td>10/4</td>
<td>3.535E-02</td>
<td>3.931E-02</td>
<td>2.580E-02</td>
</tr>
<tr>
<td>2</td>
<td>10/6</td>
<td>1.643E-02</td>
<td>1.643E-02</td>
<td>1.130E-02</td>
</tr>
<tr>
<td>3</td>
<td>10/8</td>
<td>1.300E-02</td>
<td>1.251E-02</td>
<td>6.668E-03</td>
</tr>
<tr>
<td>4</td>
<td>10/12</td>
<td>5.167E-03</td>
<td>5.167E-03</td>
<td>2.611E-03</td>
</tr>
<tr>
<td>5</td>
<td>10/16</td>
<td>2.099E-03</td>
<td>2.099E-03</td>
<td>8.461E-04</td>
</tr>
</tbody>
</table>

4.2. Shock Tube Problem

This numerical test case is a fundamental problem to prove whether a numerical method can capture discontinuities [35]. After the diaphragm is removed at \(t = 0,\) a left-running rarefaction wave, a right-running contact discontinuity, and a right-running shock wave are created. Since \(C^0-continuous\)
and discontinuous physical waves both exist in the problem, this test case is well suited to examine the performance of our shock-capturing capability. The initial conditions at $t = 0$ are given by

$$\begin{align*}
(r, u, v, p) &= (1.0, 0.0, 0.0, p_L), & \text{if } x \leq 0.5, \\
&= (0.125, 0.0, 0.0, p_R), & \text{otherwise},
\end{align*}$$

(20)

where $p_L$ and $p_R$ are pressure values on the left and right sides of the diaphragm, respectively. The CFL value used for calculating the explicit time step is 0.45 and each simulation runs until the right-running shock wave arrives at $x = 0.95$. For comparison, an exact solution is calculated using the method in [30] based on the selected initial pressure ratio at $t = 0$. In Sod’s original work in [35], $p_L = 1.0$ and $p_R = 0.1$. However, in our numerical experiments, we only fix the value of $p_R$ to 0.1 and set $p_L$ values to 0.2, 0.55, and 1.0. By selecting these $p_L$ values, we can generate normal shock waves with normal Mach numbers of approximately 1.1, 1.38, and 1.66, respectively.

We choose the numerical domain as $\Omega = [0, 1] \times [0, 0.1]$. The domain is discretized with triangles or quadrilaterals of characteristic length 0.01. Figure 3 shows the three different meshes used in the simulations: a structured mesh with quadrilateral elements, a structured mesh decomposed into triangular elements, and an unstructured mesh with triangular elements. Periodic boundary conditions are imposed on the surface elements located at $y = 0.0$ and $y = 0.1$.

![Figure 3](image)

**Figure 3.** Three different meshes for shock tube problem: (a) structured mesh with quadrilateral elements; (b) structured mesh with triangular elements; (c) unstructured mesh with triangular elements.

Numerical simulation results are shown in Figures 4–6. In each figure, the dashed black line represents the exact solution and the solid blue line is the numerical simulation result with the proposed sensor and filtering approach. Numerical solutions are interpolated along the line at $y = 0.054$ with 501 equidistant sampling points. The shock detector identifies the shock and the contact discontinuity both in the two-dimensional structured and unstructured meshes. Furthermore, the filtering is appropriately applied to elements flagged as troubled elements to resolve both weak and strong discontinuities.
Figure 4. Two-dimensional shock tube problem with initial pressure ratio 2, various polynomial orders, and different types of grids. In each plot, the top-right inset figure is the result near the shock wave and the bottom-left inset figure is the result near the contact discontinuity.

Figure 5. Cont.
Figure 5. Two-dimensional shock tube problem with initial pressure ratio 5.5, various polynomial orders, and different types of grids. In each plot, the top-right inset figure is the result near the shock wave and the bottom-left inset figure is the result near the contact discontinuity.

Figure 6. Cont.
Figure 6. Two-dimensional shock tube problem with initial pressure ratio 10, various polynomial orders, and different types of grids. In each plot, the top-right inset figure is the result near the shock wave and the bottom-left inset figure is the result near the contact discontinuity.

4.3. Shu–Osher Problem

This problem was suggested by Shu and Osher in [36]. The physical domain is divided into a high-pressure part on the left side and a sinusoidal density wave on the right side of a diaphragm. Then, a Mach 3.0 shock wave propagates to the right and interacts with the sinusoidal wave after the diaphragm is removed. Robust and accurate shock-capturing is necessary to preserve the initial high-frequency behavior as well as local extrema after the shock is propagated. The initial non-dimensional conditions at $t = 0$ are:

$$(\rho, u, v, p) = \begin{cases} 
(27/7, 2.629369, 0.0, 31/3) & \text{if } x \leq 0.1, \\
(1 + 0.2\sin(50x), 0.0, 0.0, 1.0) & \text{otherwise}.
\end{cases} \tag{21}$$

The numerical domain for this problem is $\Omega = [0, 1] \times [0, 0.1]$ and the domain is discretized similarly as in Figure 3: a structured mesh with quadrilateral elements, a structured mesh decomposed into triangular elements, and an unstructured mesh with triangular elements. However, and unlike in the shock tube cases, we intentionally fix the total number of degrees of freedom along the $x$-direction to 1200. Consequently, elements with $n = 2, 3$, and 4 have characteristic lengths of 0.0025, 0.0033, and 0.004, respectively, regardless of the element type. By restricting the total number of degrees of freedom, we can compare the efficiency of the shock-capturing qualitatively as a function of the polynomial order of the discretized elements. Each simulation runs until $t = 0.18$ and the CFL value is 0.3. A reference solution is obtained with 3,200 second-order elements in one dimension with the proposed sensor and filtering method in [27]. Periodic boundary conditions are imposed on the surface elements located at $y = 0.0$ and $y = 0.1$.

Simulation results with different element types and polynomial orders are shown in Figure 7. The results are qualitatively the same for quadrilaterals regardless of the polynomial order. For triangular grids, polynomial order two elements preserve local extrema and high-frequency behavior almost the same as quadrilaterals, but the accuracy of the solutions for polynomial order three and four degrades significantly. However, in [27], we found that triangular elements with polynomial order three and four can also preserve accuracy after the shock if the characteristic length of the triangles is 0.0025. Therefore, we conclude that polynomial order two is cost effective in capturing shocks and pressure oscillations in these situations, compared to polynomial orders three and four for triangular elements with the sensor and the filtering methods.
Figure 7. Two-dimensional Shu–Osher problem with $\beta_0 = 1.00$. The dashed black line is the reference solution and the solid red, blue, black lines are interpolated solutions with 1,201 equidistant points for $n = 2, 3, 4$ elements, respectively.

4.4. Shock–Vortex Interaction

This problem was introduced by Jiang and Shu in [37]. A stationary shock resides within the domain and a right-running vortex interacts with a shock as it goes through it. To capture the highly-dynamic flow after the vortex traverses the shock, the detector and the filter must capture shocks robustly and precisely.

The spatial domain used is $\Omega = [0, 2] \times [0, 1]$, and it is discretized using a structured grid with quadrilateral elements. The grid spacing is uniform in the $y$-direction, but a finer spacing is used in the $x$-direction around the stationary shock location, $x = 0.5$. Similarly to the Shu–Osher problem, we fix the total number of degrees of freedom to 600 along the $x$-direction to evaluate the efficiency of capturing shocks as a function of the polynomial order of the quadrilateral elements.

The non-dimensional initial conditions of the left side of the shock at $t = 0$ are as follows:

$$\left( \rho, u, v, p \right) = \left( \left( 1 - \frac{\sqrt{\gamma - 1}e^{2\alpha(1-r^2)}}{4\tau} \right)^{\frac{1}{\gamma-1}}, M\sqrt{\gamma} + e\tau e^{\alpha(1-r^2)}\sin \theta, -e\tau e^{\alpha(1-r^2)}\cos \theta, \rho \right),$$

where $M = 1.1$, $\tan \theta = (y - y_c)/(x - x_c)$, $\tau = r/r_c$, $r = \sqrt{(x - x_c)^2 + (y - y_c)^2}$, $e = 0.3$, $r_c = 0.05$, $(x_c, y_c) = (0.25, 0.5)$, and $\alpha = 0.204$. Initial conditions on the right side of the shock are calculated from the Rankine–Hugoniot conditions. Inviscid wall boundary conditions are imposed on the surface elements located at $y = 0.0$ and $y = 1.0$. The CFL value used is 0.1 and each simulation runs until $t = 0.8$.

Figure 8 shows isolines of pressure at $t = 0.05, 0.2$, and 0.35. The pressure contours are qualitatively identical for all polynomial orders at any time. Note that, in these figures, the isolines are not shown in some areas around the shock. This is especially the case for regions where the vortex has not disturbed the flow yet. As the value of the solution at the interfaces between elements is multiply defined in the DG discretization, i.e., allowing a jump in the solution, and the shock is located exactly at these interfaces, the postprocessing software does not show the isolines in these regions.

Pressure contours at $t = 0.6$ are shown in Figure 9. For comparison purposes, we imported the result by [37] in Figure 9a. Pressure contours are qualitatively the same. Among three different polynomial orders, our $n = 2$ solution exhibits less numerical noise compared to the $n = 3$ and $n = 4$ solutions.
Figure 8. Two-dimensional shock-vortex interaction problem at various times. Forty-one pressure contours are used from 0.84 to 1.50.
Figure 9. Two-dimensional shock-vortex interaction problem at $t = 0.6$. 90 pressure contours are used from 1.19 to 1.37. (a) WENO-LF-5 results by Jiang et al.

5. Conclusions

In this work, we further examined whether the shock detector in [27] can properly distinguish between shocks/discontinuities and regions of the flow with smooth solutions. In addition, we proposed problem-independent, optimized relationships between the shock detector and the filtering strength as a function of polynomial order and element type in two dimensions. By using the suggested relationships, weak and strong discontinuities can be captured robustly with no additional parameter tuning for two-dimensional elements with polynomial orders 2, 3, and 4. Moreover, the proposed method is based only on operations which utilize local information. The shock sensor and the filtering method have been implemented in the discontinuous Galerkin finite element method (DG-FEM) solver in the SU2 framework [38] for users to easily utilize and reproduce these results.

The whole method is extensible to three-dimensional elements as well as viscous problems in a straightforward way. In the future, we expect our implementation of the SU2 DG-FEM solver to be applied to problems where interactions between shock waves and turbulence are present. Additionally, we would like to exploit the proposed method in realistic industrial cases that require highly-scalable methods.
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