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Abstract. Parsing schemata are defined as an intermediate level of abstraction between context-free grammars and parsers. Clear, concise specifications of radically different parsing algorithms can be expressed as parsing schemata. Moreover, because of the uniformity of these specifications, relations between different parsing algorithms can be formally established. The framework is introduced in an informal manner.


1 Introduction

A wide variety of parsing algorithms can be found in the Computer Science and Computational Linguistics literature. Algorithms differ a lot with respect to languages in which they are expressed, data structures used, degree of formality, class of grammars that can be handled, etc. Things get worse when we consider parallel, rather than sequential algorithms, because many different architectures can be exploited.

One can compare parsers by evaluating run-time performance, but in order to get a deeper insight into the relative merits and deficiencies of different algorithms, one needs a common framework in which they can be described. In this paper we propose a framework that is both sufficiently general to cover a large range of wildly different parser, and sufficiently practical to allow legible specifications of nontrivial algorithms. We introduce the notion of a parsing schema.

Such a schema describes the basic traits of an algorithm, but abstracts from the technical details needed to make the algorithm work. A schema specifies

- the type of intermediate results used by a parser, i.e., some representation of partial parses,
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• steps that allow computation of new intermediate results from given ones.

A parsing schema does not specify
• data structures for storage and retrieval of such results,
• control structures enforcing that all the relevant steps are performed,
• (only for parallel algorithms:) communication structures between different processors.

One can see parsing schemata as a separate, well-defined level of abstraction in between grammars and parsing algorithms.

In this paper we give a brief, informal introduction to the parsing schemata framework, largely by means of examples. A more complete, formal treatment can be found in [10]. For the sake of brevity, we consider only context-free parsing. In section 5 a few words will be spent on parsing of unification grammars.

Definitions and some examples of parsing schemata given in Section 2. In 3 we show how different parsing schemata can be related to one another. As a more detailed example, we transform the Earley schema into a Left-Corner schema in Section 4. Related work and various applications of the framework are briefly discussed in 5, conclusions stated in 6.

2 Parsing systems and parsing schemata

The usual notational conventions apply. A grammar is a quadruple \( G = (N, \Sigma, P, S) \). We write \( A, B, \ldots \in N \) for nonterminals, \( a, b, \ldots \in \Sigma \) for terminals, \( \alpha, \beta, \ldots \in (N \cup \Sigma)^* \) for strings of arbitrary variables. The letters \( i, j, \ldots \) are nonnegative integers.

A parsing schema is defined for a class of grammars, and for all strings over the alphabet of any particular grammar. But in order to simplify things, we will first restrict ourselves to a single given grammar and a single given sentence. For this particular grammar and sentence we define a parsing system, which is in fact logical deduction system.

Definition. A parsing system \( \mathcal{P} \) for some grammar \( G \) and string \( a_1 \ldots a_n \) is a triple \( \mathcal{P} = (I, H, D) \), in which

• \( I \) is a set of items, called the called the domain or item set of \( \mathcal{P} \);
• \( H \) is a set of items (not necessarily a subset of \( I \)), the hypotheses of \( \mathcal{P} \);
• \( D \) is a set of so-called deduction steps of the form

\[
\eta_1, \ldots, \eta_k \vdash \xi,
\]

with \( \eta \in I \cup H \) for \( 0 \leq i \leq k \) and \( \xi \in I \). The items \( \eta_1, \ldots, \eta_k \) are called the antecedents, \( \xi \) the consequent of the deduction step. \( \square \)

Different types of items can be used for parsing systems and schemata underlying different algorithms. Most examples here use the well-known Earley items.
Implicitly specified by a parsing system $\mathcal{P}$ is the set of valid items $\mathcal{V}(\mathcal{P})$, that contains all items of $I$ (and only those) that can be inferred from $H$, using deduction steps from $D$. That is, starting from $H$, one can systematically search for all deduction steps of which the antecedents are known to be valid, and add their consequents to the set of known valid items. It may take an infinite number of steps to obtain $\mathcal{V}(\mathcal{P})$, however.

As a first example, we will show a parsing schema for a bottom-up variant of the Earley algorithm in which top-down prediction has been eliminated.

**Example.** the parsing system $\mathcal{P}_{buE}$ for a given context-free grammar $G$ and string $a_1 \ldots a_n$ is defined as follows:

$$\begin{align*}
I_{buE} &= \{ [A \rightarrow \alpha \beta, i, j] \mid A \rightarrow \alpha \beta \in P \land 0 \leq i \leq j \}; \\
H_{buE} &= \{ [a, i - 1, i] \mid a = a_i, 1 \leq i \leq n \}; \\
D^{init} &= \{ \vdash [A \rightarrow \gamma, i, i] \}, \\
D^{Scan} &= \{ [A \rightarrow \alpha a \beta, i, j], [a, j, j + 1] \vdash [A \rightarrow \alpha a \beta, i, j + 1] \}, \\
D^{Compl} &= \{ [A \rightarrow \alpha B \beta, i, j], [B \rightarrow \gamma \ast, j, k] \vdash [A \rightarrow \alpha B \beta, i, k] \}, \\
D_{buE} &= D^{init} \cup D^{Scan} \cup D^{Compl}.
\end{align*}$$

A few remarks about this specification:

- Deduction steps $D^{init}$ are needed to start the deduction of further valid items, hence these have no antecedents. In the definition of $D^{init}$ there is no need to state explicitly that $A \rightarrow \gamma \in P$ is required; the definition of a parsing system imposes that only items from $I$ and $H$ can be used in the definition of $D$.
- $D^{Scan}$ and $D^{Compl}$ conform to the scan and complete steps of Earley’s algorithm.
- The definition of the domain does not restrict the position markers in items to the case $i, j \leq n$. This has been done on purpose. It has several advantages that the definitions of $I$ and $D$ do not depend on the string $a_1 \ldots a_n$. The price for this modularity is infinite, rather than finite sets $I$ and $D$. But at this level of abstraction that does not pose any problem — we do not do anything, we only define possible algorithmic steps — and in any implementation it will be evident that only those items have to be considered, that have position markers within the appropriate range.

It is easy to verify that $\mathcal{V}(\mathcal{P}_{buE}) = \{ [A \rightarrow \alpha \beta, i, j] \mid \alpha \Rightarrow^* a_{i+1} \ldots a_j \}$.  

Top-down prediction, yielding a parsing system for the canonical Earley algorithm, can be included as follows.

**Example.** The parsing system $\mathcal{P}_{Earley}$ for a given context-free grammar $G$ and string $a_1 \ldots a_n$ is defined by $I$ and $H$ as in $\mathcal{P}_{buE}$ above and by $D_{Earley}$ as follows:

$$\begin{align*}
D^{init} &= \{ \vdash [S \rightarrow \gamma, 0, 0] \},
\end{align*}$$
\[ D^{\text{red}} = \{ [A \to \alpha \cdot B \beta, i, j] \vdash [B \to \gamma, j, j] \}, \]
\[ D^{\text{scan}} = \{ [A \to \alpha \cdot a \beta, i, j], [a, j, j + 1] \vdash [A \to a \alpha \beta, i, j + 1] \}, \]
\[ D^{\text{compl}} = \{ [A \to \alpha \cdot B \beta, i, j], [B \to \gamma, j, k] \vdash [A \to a B \beta, i, k] \}, \]
\[ D_{\text{Earley}} = D^{\text{init}} \cup D^{\text{scan}} \cup D^{\text{compl}} \cup D^{\text{red}}. \]

Items of the form \([A \to \gamma, i, i]\) can be deduced only if there is a “need” to do so, i.e., an item \([B \to \alpha \cdot A \beta, h, i]\) has been found to be valid. The set of valid items is given by
\[ V(P_{\text{Earley}}) = \{ [A \to \alpha \cdot \beta, i, j] \in V(P_{\text{buE}}) \mid S \Rightarrow^* a_1 \ldots a_n A \gamma \text{ for some } \gamma \}. \]

Top-down filtering reduces the number of items, but also reduces the possibilities for parallel processing. Earley’s algorithm is essentially left-to-right. \(\square\)

A parsing system has been defined for a fixed grammar and string. In two steps we will extend this to a parsing schema for arbitrary grammars and strings.

**Definition.** An uninstantiated parsing system for a grammar \(G\) is triple \((\mathcal{I}, \mathcal{H}, D)\) with \(\mathcal{H}\) a function that assigns a set of hypotheses to each string \(a_1 \ldots a_n \in \Sigma^*\), such that \((\mathcal{I}, \mathcal{H}(a_1 \ldots a_n), D)\) is a parsing system. \(\square\)

In all examples it holds that \(\mathcal{H}(a_1 \ldots a_n) = \{ [a, i-1, i] \mid a = a_i, 1 \leq i \leq n \}; \) in the sequel we will no longer explicitly mention the hypotheses.

**Definition.** A parsing schema for some (sub)class of context-free grammars \(\mathcal{G}\) is a function that assigns an uninstantiated parsing system to every grammar \(G \in \mathcal{G}\). \(\square\)

**Examples.**

The parsing schema \(\text{buE}\) is defined by \(\text{buE}(G)(a_1 \ldots a_n) = P_{\text{buE}}\) as above.

The parsing schema \(\text{Earley}\) is defined by \(\text{Earley}(G)(a_1 \ldots a_n) = P_{\text{Earley}}\) as above. \(\square\)

Both parsing schemata are defined for the entire class of context-free grammars. The following example, the schema \(\text{CYK}\) (after the algorithm of Cocke, Younger and Kasami [13]) is defined only for grammars in Chomsky Normal Form (CNF). That is, all productions are of the form \(A \to BC\) or \(A \to a\).

**Example.** We assign a parsing system \(\text{CYK}(G)(a_1 \ldots a_n)\) for arbitrary \(G\) in CNF, with \(\mathcal{I}\) and \(D\) defined by:
\[ \mathcal{I}_{\text{CYK}} = \{ [A, i, j] \mid A \in N \land 0 \leq i < j \}; \]
\[ D^{(1)} = \{ [a, i-1, i] \vdash [A, i-1, i] \mid A \to a \in P \}, \]
\[ D^{(2)} = \{ [B, i, j], [C, j, k] \vdash [A, i, k] \mid A \to BC \in P \}, \]
\[ D_{\text{CYK}} = D^{(1)} \cup D^{(2)}. \] \(\square\)
3 Relations between parsing schemata

Several types of relations between parsing schemata can be defined. A parsing schema $P_2$ is a refinement of a schema $P_1$ if

- single deduction steps in $P_1$ correspond to sequences of deduction steps in $P_2$ (and, most likely, $P_2$ contains additional items for the additional intermediate results);
- single items in $P_1$ correspond to multiple items in $P_2$.

A parsing schema $P_2$ is called an extension of a schema $P_1$ if it is defined for a larger class of grammars. A generalization is a combination of refinement and extension (in which either relation can be the identity relation).

We will give a simple, informal example. For formal definitions and a proof of the transitivity of these relations (nontrivial for refinement), see [10].

Example: buE is a generalization of CYK. This is accomplished as follows.

- Firstly, the CYK items $[A, i, j]$ are replaced by final Earley items $[A \rightarrow \alpha, i, j]$. Note that a single CYK item is replaced, in general, by a set of Earley items, as there can be different productions with left-hand side $A$. $D^{(2)}$ now contain deduction steps of the form $[B \rightarrow \beta, i, j], [C \rightarrow \gamma, j, k] \vdash [A \rightarrow BC, i, k]$.
- Secondly, we introduce the remaining Earley items, split each CYK deduction step into the appropriate set of scan and complete steps, and add init steps as in buE.
- With the above two simple transformations we have obtained a parsing system $P_{buE}$ for each grammar in CNF and each string. As a trivial third step, we extend the schema to the entire class of context-free grammars. □

Refinement means that more deduction steps have to be performed, in order to find all valid items. This is useful when it leads to a qualitative change in the algorithm. buE is more useful than CYK because it handles a larger class of grammars within the same complexity bounds. For a more mundane quantitative improvement, one can try to reduce the number of deduction steps needed to obtain all valid items. This is called filtering. One can differentiate between static filtering, i.e., deleting irrelevant items and deduction steps; dynamic filtering, i.e., adding antecedents (= extra conditions) to deduction steps, and step contraction, i.e., replacing sequences of steps by single steps. Again, see [10] for formal definitions.

Example: Earley is obtained from buE by applying a (dynamic) filter, as follows. Deduction steps $\vdash [B \rightarrow \beta, i, i]$ are replaced by deduction steps $[A \rightarrow \alpha, B \gamma, h, i] \vdash [B \rightarrow \beta, i, i]$, except for the remaining init steps in $P_{Earley}$. □

4 A more involved example

The above examples are not really new, in the sense that the facts are generally known. The improvement due to the parsing schemata framework is the con-
ciseness and clarity with which these can be stated. The relation between CYK and Earley has been stated thoroughly but clearly in hardly a single page. As a more exciting example, we derive a schema for Left-Corner parsers by a few modifications to the Earley schema.

Let us go back to **buE** first, and consider an item of the form \([A \rightarrow B \cdot \beta, i, j]\). If the item is valid, it can be deduced by a deduction step \([A \rightarrow B \beta, i, i], [B \rightarrow \gamma \cdot \epsilon, i, j] \vdash [A \rightarrow B \cdot \beta, i, j]\). The item \([A \rightarrow B \beta, i, i]\) does not play any significant role here, it is valid by definition. Hence, no harm is done if we delete it and replace the complete step by a left-corner step:

\([B \rightarrow \gamma \cdot \epsilon, i, j] \vdash [A \rightarrow B \cdot \beta, i, j]\).

A similar argument applies to items of the form \([A \rightarrow a \cdot \beta, i, j]\) and the appropriate scan step.

Things get more interesting — and slightly more complicated — if we apply the same transformation to **Earley**, rather than **buE**. It is not the case that \([A \rightarrow B \beta, i, i]\) is always valid. Therefore, the replacement of \([A \rightarrow B \beta, i, i]\), \([B \rightarrow \gamma \cdot \epsilon, i, j] \vdash [A \rightarrow B \cdot \beta, i, j] \vdash [A \rightarrow B \beta, i, j]\) should be allowed only in those cases where \([A \rightarrow B \beta, i, i]\) is actually valid. Under which conditions is this the case?

The item \([A \rightarrow B \beta, i, i]\) is predicted by **Earley** only if there is some valid item of the form \([C \rightarrow \alpha \cdot A \epsilon, h, i]\). But if, by chance, \(\alpha = \epsilon\), then this is one of the very items that we seek to eliminate! In that case we continue the search for an item that licences the validity of \([C \rightarrow \alpha \cdot A \epsilon, i, i]\). This search can end in two ways: either we find some item with the dot not in leftmost position, or (only in case \(i = 0\)) we may move all the way up to \([S \rightarrow \gamma, 0, 0]\).

**Definition.** The **left corner** is the leftmost symbol in the right-hand side of a production. \(A \rightarrow X \alpha\) has left corner \(X\); an empty production \(A \rightarrow \epsilon\) has left corner \(\epsilon\). The relation \(>_{\ell}\) on \(N \times (N \cup \Sigma \cup \{\epsilon\})\) is defined by

\[
A >_{\ell} U \text{ if there is a production } p = A \rightarrow \alpha \in P \text{ with } U \text{ the left corner of } p.
\]

The transitive and reflexive closure of \(>_{\ell}\) is denoted \(>_{\ell}^{*}\).

It is clear that \([A \rightarrow B \beta, i, i]\) will be recognized by the Earley algorithm if there is some valid item \([C \rightarrow \alpha \cdot E \epsilon, h, i]\) with \(E >_{\ell}^{*} A\). Moreover, there is such an item with \(\alpha = \epsilon\), unless, perhaps, \(i = 0\) and \(C = S\). For this exceptional case we retain items \([S \rightarrow \gamma, 0, 0]\) as usual. The discarded complete steps are replaced by left-corner steps as follows:

\([C \rightarrow \alpha \cdot E \epsilon, h, i], [B \rightarrow \gamma \cdot \epsilon, i, j] \vdash [A \rightarrow B \cdot \beta, i, j]\) only if \(E >_{\ell}^{*} A\).

see Figure 1; similarly for consequents of the form \([A \rightarrow a \cdot \beta, j - 1, j]\).

Thus we obtain the following parsing schema **LC**, as usual by defining a parsing system \(P_{LC}\) for an arbitrary grammar:

\[
\mathcal{I}_{LC} = \{[A \rightarrow X \alpha \beta, i, j] \mid A \rightarrow X \alpha \beta \in P \land 0 \leq i \leq j\} \\
\cup \{[A \rightarrow \epsilon, j, j] \mid A \rightarrow \epsilon \in P \land j \geq 0\} \\
\cup \{[S \rightarrow \gamma, 0, 0] \mid S \rightarrow \gamma \in P\};
\]
Fig. 1. The (predictive) left-corner step

\[ D^{\text{init}} = \{ \vdash [S \to \gamma, 0, 0] \}, \]
\[ D^{LC(A)} = \{ [C \to \gamma \cdot E \delta, h, i], [A \to \alpha \cdot i, j] \vdash [B \to A \cdot \beta, i, j] \mid E \succ \beta B \}, \]
\[ D^{LC(a)} = \{ [C \to \gamma \cdot E \delta, h, i], [a, i, i + 1] \vdash [B \to a \cdot \beta, i, i + 1] \mid E \succ \beta B \}, \]
\[ D^{LC(\tau)} = \{ [C \to \gamma \cdot E \delta, h, i], \vdash [B \to \cdot \cdot, i, i] \mid E \succ \beta B \}, \]
\[ D^{\text{Scan}} = \{ [A \to \alpha \cdot a \beta, i, j], [a, j, j + 1] \vdash [A \to \alpha a \beta, i, j + 1] \}, \]
\[ D^{LC\text{compl}} = \{ [A \to \alpha \cdot B \beta, i, j], [B \to \gamma \cdot j, k] \vdash [A \to \alpha B \beta, i, k] \}, \]
\[ D^{\text{LC}} = D^{\text{init}} \cup D^{LC(a)} \cup D^{LC(A)} \cup D^{LC(\tau)} \cup D^{\text{Scan}} \cup D^{LC\text{compl}}. \]

The general idea of a left-corner step involves slightly different details for non-terminal, terminal, and empty left corners.

A conceptual and (when it comes down to implementing the schema) practical simplification can be obtained by introducing a new type of item. In order to apply a left-corner step we have to look for some item of the form \([C \to \alpha \cdot E \delta, h, i]\), with arbitrary \(C, \alpha, \beta, \) and \(h\). We can introduce a special predict item, denoted \([i, E]\), to indicate that \(E\) has been predicted as a feasible constituent at position \(i\). The extra work in deducing (and administering) predict items is offset by the simplification of the left-corner steps. So, finally, we obtain the simplified Left-Corner schema, \(sLC\), defined by a parsing system \(P_{sLC}\) for arbitrary \(G\) as follows:

\[ T^{\text{Pred}} = \{ [i, A] \mid A \in N \land i \geq 0 \}, \]
\[ T^{LC(i)} = \{ [B \to X \alpha \cdot \beta, i, j] \mid B \to X \alpha \beta \in P \land 0 \leq i \leq j \}, \]
\[ T^{LC(\tau)} = \{ [B \to \cdot \cdot, j, j] \mid B \to \varepsilon \in P \land j \geq 0 \}, \]
\[ T_{sLC} = T^{\text{Pred}} \cup T^{LC(i)} \cup T^{LC(\tau)}, \]
\[ D^{\text{init}} = \{ \vdash [0, S] \}, \]
\[ D^{LC(A)} = \{ [i, C], [A \to \gamma \cdot j, i, j] \vdash [B \to A \cdot \beta, i, j] \mid C \succ \beta B \}. \]
$$D^{LC(a)} = \{ [i, C], [a, i, i+1] \vdash [B \rightarrow a \cdot \beta, i, i+1] \mid C >^*_B \},$$

$$D^{LC(t)} = \{ [i, C] \vdash [B \rightarrow \alpha, i, i] \mid C >^*_B \},$$

$$D^{Pred} = \{ [B \rightarrow \alpha \cdot C \beta, i, j] \vdash [j, C] \},$$

$$D^{Scan} = \{ [B \rightarrow \alpha \cdot a \beta, i, j], [a, j, j+1] \vdash [B \rightarrow \alpha a \cdot \beta, i, j+1] \},$$

$$D^{Comp} = \{ [B \rightarrow \alpha \cdot \alpha \cdot A \beta, i, j], [A \rightarrow \gamma, j, k] \vdash [B \rightarrow \alpha \cdot A \beta, i, k] \},$$

$$D_{LC} = D^{init} \cup D^{LC(a)} \cup D^{LC(A)} \cup D^{LC(t)} \cup D^{Pred} \cup D^{Scan} \cup D^{Comp}.$$ 

Thus we have shown the close relations between Earley parsing and Left-Corner parsing, by transforming the underlying parsing schemata into each other. It can be shown that the above schema underlies the (generalized) Left-Corner algorithm as it has been described in the literature, cf. [3, 5] (as opposed to deterministic LC parsing [7]).

### 5 Related work and further applications

The notion of a chart parser has been introduced by Kay [1]. Logical deduction as a basis for description of chart parsers is due to Pereira and Warren [6]. But our framework has a rather different emphasis. While the “Parsing as Deduction” approach is primarily interested in connecting the parsing logic with unification-based grammar formalisms, parsing schemata use deduction merely as a convenient notation for describing the relations between different context-free parsing algorithms. The difference in emphasis is illustrated by comparing Shieber’s Ph.D. Thesis [9] with the extension of parsing schemata to unification grammars in [10]: the former describes an Earley-like parser for arbitrary unification grammars, whereas the latter describes arbitrary parsing algorithms for a simple PATR-like grammar.

An urgent question that needs to be addressed is: how general is this framework? We have simply supposed that parsing algorithms are based on items, but what about algorithms that do not use items? In [10] it is argued at length that items should be understood as congruence classes of partial parse trees. Almost all parsing algorithms are constructive in the sense that a parse is created piece by piece. Hence, explicitly or implicitly, a trace is left of those pieces, the intermediate results of the parser. These intermediate results are not necessarily partial parse trees, but it must be objects that denote relevant properties of those partial parses. In the CYK algorithm, for example, a recognized item \([A, i, j]\) denotes the existence of some tree with root \(A\) and yield \(a_{i+1} \ldots a_j\). Perhaps there are different trees with the specified root and yield. The internal structure of such a partial parse tree is not relevant for the further proceeding of the algorithm and therefore not represented. So one can see an item as a partial specification of a partial parse tree, or alternatively, as a set of trees, viz., all trees that conform to this partial specification. Different algorithms use different notations for items, simply because the salient properties of intermediate results
that guide the parsing process are different. All these items can be seen as simplified notations of a more fundamental kind of item that represents sets of trees sharing relevant properties of whatever kind.

An important class of parsers, notably Generalized LR parsers [12], are based on the paradigm of a (nondeterministic) pushdown automaton. In a GLR parser, items are used at compile time to compute the parsing table, which makes it look rather different from an item-based parser. But it is no big deal to partly “uncompile” a GLR parser and make the recognized items visible at run time. An LR(0)-based GLR parser has an underlying parsing schema that is identical to the Earley schema, except for some technical restrictions on grammars imposed by the GLR machinery. In the terminology of Section 3: The schema Earley is a trivial extension of the schema GLR(0). Having uncovered this close relation, one can cross-fertilize variants of both algorithms; see [11] for a parallel parser that combines Tomita’s graph-structured stack with the straightforward parallelization of bottom-up Earley.

The item-based schema for an LC parser of Section 4 is interesting in itself, but it can also be generalized to a predictive Head-Corner parser [8], that does not parse a sentence from left to right but starts with the “most interesting” words, and fills in the gaps later. Recognition of a production starts with a specially designated right-hand-side symbol, called the head, and then proceeds both leftwards and rightwards. An LC parser can be seen as a special case in which all productions have their heads in leftmost position.

A more theoretical application of parsing schemata is the simplification of correctness proofs. A parsing schema is rather more easy to prove correct, simply because there is much less to prove. The correctness of an algorithm is obtained by showing that it duly implements some correct schema. Notably for LR parsers this is a substantial simplification.

In this limited space we only discussed context-free parsing. It is not difficult to extend parsing schemata to unification grammars, provided that the grammar formalism has some notion of context-free backbone. The trend in unification grammars seems to be that the context-free backbone degenerates; more and more information is put into features. Nagata [4] and Maxwell and Kaplan [2] have pointed out that treating phrase structure grammar as functional constraints convenient for writing down grammars, but not for parsing. Parsing efficiency of unification grammars can be increased by retrieving a context-free backbone that covers more than just the cat feature. Context-free parsing, therefore, remains to be of interest for natural language processing.

6 Conclusion

We have given an informal presentation of the parsing schemata framework, that provides a well-defined level of abstraction between context-free grammars and context-free parsing algorithms. It is claimed that the framework covers all constructive parsing algorithms, both sequential and parallel.
Structural relations between parsing algorithms can be investigated in a formal but nevertheless conceptually clear manner, by comparing the parsing schemata underlying these algorithms. As a detailed example, we have investigated the relation between Earley chart parsing and (generalized) Left-Corner parsing.
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