Modeling Mixed Lubrication Friction for Sheet Metal Forming Applications
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Abstract

Accurate modeling of friction is important in Finite element (FE) analyses of forming processes. Friction behavior depends on various parameters such as local contact load, surface topographies of sheet metal and tool, their material properties and the lubrication condition. In a typical deep drawing process, mixed lubrication condition is common, meaning that a lubricant can influence the coefficient of friction. Friction in the mixed lubrication regime is governed by the direct asperity contact as well as the hydrodynamic pressure developed by the lubricant. Local hydrodynamic pressure is also influenced by surface topography in addition to the lubricant amount and other process parameters. Direct numerical implementation of a measured surface topography in FE simulations is impractical due to the enormous computational effort. In this study, the overall frictional behavior in mixed lubrication regime is determined with the main objective to incorporate real measured surface topography in an efficient manner. An average Reynolds equation is solved on global FE domain of the forming simulation to determine lubricant pressure. A coupled friction model combining the effects of lubricant pressure and direct asperity contact is implemented in the forming simulations.
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1. Introduction

In a typical sheet metal forming application, the sheet surface is lubricated. The lubricant can potentially change the contact condition between the tool and the sheet surface from boundary to the mixed lubrication regime. The lubrication condition depends on the lubricant amount, loading conditions and other process parameters. The boundary lubrication regime is the regime where the total contact load between the tool and the sheet surface is completely carried by the direct asperity contact whereas in the mixed lubrication regime, the load is shared by direct asperity contact and the pressurized lubricant in the surface pockets. The Reynolds equation is often solved to determine the hydrodynamic pressure distribution and the viscous shear stresses developed in the lubricant to account for better prediction of frictional behavior.

The major challenge in the numerical simulations of rough surfaces is the smaller scale compared to the global domain. Hence the direct method with the sufficiently fine mesh to account for the surface roughness is almost impossible. Other methods, known as indirect or stochastic methods, are gaining attention. All these methods follow averaging on the solution domain. Patir and Cheng [1] introduced an average form of Reynolds equation (P&C method) applicable to any general surface roughness structure. The proposed P&C method determines the mean fluid pressure using a set of correction factors called “flow factors”. However, this formulation has its limitations especially under the condition of high fractional real
area of contact between the contacting surfaces but has been widely accepted for lightly loaded and full film lubrication regime. Wilson and Marsault [2], recently proposed a similar approach which can be used to determine the flow factors under high fractional real area of contact and presented relations to determine flow factors for Gaussian surfaces.

In deep drawing applications, both boundary and mixed lubrication regimes can exist at the same time at different locations in the die e.g. because of uneven lubricant distribution, tool roughness, loads and relative sliding speed between the tool and the workpiece. In the present study, a friction model applicable to the mixed lubrication regime is proposed. The surface roughness or texture effects are implemented in the formulation by using an average form of Reynolds equation [2]. In the FE analyses, pressure and shear flow factor relations proposed by Wilson and Marsault [2] are used. A boundary friction model proposed by Hol [3] is used to determine the shear stress between contacting asperities at the tool-workpiece interface. The solution from the boundary friction model is coupled with the hydrodynamic friction model. The total shear stress at the tool-workpiece interface is determined from the contribution of direct asperity contact and the solution of average Reynolds equation which accounts for the surface texture effects on the hydrodynamic pressure developed. The formulation is implemented in FE software to perform forming simulations.

2. Formulation of average Reynolds equation

Patir and Cheng [1] proposed an average form of the Reynolds equation to include the roughness effects. However, the P&C method is stable for non-contacting and lightly loaded surfaces. This formulation becomes unstable for higher real areas of contact. Wilson and Marsault [2] proposed a similar formulation to be used for the analysis of mixed lubrication in a rolling process under the high real area of contact. They proposed an alternative form of average Reynolds equation by modifying the existing P&C formulation as follows.

\[ \nabla \left( \frac{h_{avg}^3}{12\eta} \phi_P \nabla \bar{p} \right) = \nabla \left( h_{avg} \left( \frac{U_1 + U_2}{2} \right) + \phi_S S_q \left( \frac{U_1 - U_2}{2} \right) \right) 
+ \frac{\partial h_{avg}}{\partial t} \]

(1)

![Fig. 1. Tool-workpiece surfaces in contact.](image)

Here, \( \nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) \), \( \bar{p}(x,y) \) is the expected average hydrodynamic fluid pressure, \( \phi_P \) and \( \phi_S \) are pressure and shear flow factor tensors, \( h_{avg} \) is the average fluid film thickness, \( U_1 \) and \( U_2 \) are surface velocities and \( \eta \) is the dynamic viscosity of the fluid. \( h_{avg} \) is the area averaged cavity volume between the contacting surfaces which are nominally separated by \( h_T \). \( S_q \) is the RMS composite roughness of surfaces. Both, \( \phi_P \) and \( \phi_S \) are 2nd order tensors with off-diagonal terms equal to 0 for isotropic or random surfaces [2, 4]. It should be noted that for smooth parallel surfaces where \( h_{avg} \gg S_q \), the average Reynolds equation (1) reduces to the standard form of Reynolds equation for \( \phi_P = [I] \) and \( \phi_S = [0] \). The pressure flow factors reflect the impedance of flow due to roughness when the flow is driven by a macro-scale pressure gradient. The shear flow factor can be interpreted as the measure of additional fluid carried by rough surface valleys due to the relative sliding of contacting surfaces. In this study, a random surface with gaussian height distribution is used. Therefore, it is assumed that the off-diagonal terms in \( \phi_P \) and \( \phi_S \) are zero and the flow factors are determined from the relations proposed by Wilson and Marsault [2] for a random gaussian surface. For simplicity, it is assumed that the tool surface is smooth. The assumption is valid for the applications such as the deep drawing processes where the tool roughness is much smaller compared to the sheet surface. So, the pair of rough surfaces (see Figure 1a) is reduced to the system shown in Figure 1b. The flow factors used in this study are shown in Figure 2.

![Fig. 2. Pressure and shear flow factor [2] for a random gaussian surface.](image)

The calculated flow factors are plotted as a function of normalized mean separation \( h_{avg}/S_q \). The pressure flow factor \( \phi_P \) approaches unity for higher mean separation. This is because for higher mean separation, the flow becomes smoother reducing the influence of roughness on the flow. The shear flow factor \( \phi_S \) approaches rather slowly to zero as
\( h_{\text{avg}} / S_q \) increases. There is a rise in \( \phi_s \) as \( h_{\text{avg}} / S_q \) decreases up to a certain value of \( h_{\text{avg}} / S_q \) and then decreases rapidly. This is due to the increasing number of contacts at lower \( h_{\text{avg}} / S_q \). Contact points permit no flow and hence the shear flow factor decreases because of the sudden change in the available flow area.

3. Mixed lubrication friction model

In the mixed lubrication regime, the total friction force depends on the contribution from direct asperity contact and the viscous shear stress developed due to the pressurized lubricant at the tool-workpiece surface. Hol et al [3] implemented a boundary lubrication friction model applicable to deep drawing processes. Hol [3] uses analytical and semi-analytical flattening models to determine the deformed state of the workpiece for different loading conditions present in the deep drawing application. Single asperity level friction model proposed by Challen and Oxley is adopted at macro-scale to determine the shear force contribution from each contact patch at tool-workpiece interface. The overall coefficient of friction is determined by summing up the contribution from each contact patch. The model is validated by using lab-scale deep drawing experiments. In this study, the boundary friction model proposed by Hol et al [3] is used to determine the shear force contribution from direct asperity contact. Furthermore, average Reynolds equation (1) is solved in global FE domain to determine pressure developed in lubricant.

The boundary friction model is coupled with the solution of the hydrodynamic pressure to determine the overall coefficient of friction in mixed lubrication regime. The model is implemented in FE to be used for forming simulations. The inputs required to solve the average Reynolds equation in the global domain are, the lubricant properties, velocities of tool and workpiece, \( h_{\text{avg}}, \phi_p \) and \( \phi_s \) at each node of the FE mesh. The local contact loads (contact pressure and equivalent strain) at each node are extracted from FE contact algorithm. Using the flattening model [3], a deformed state of the workpiece is determined from which the deformed state of the surface, \( h_{\text{avg}}, \phi_p \) and \( \phi_s \) are determined. An offline study is performed to determine the relation between the contact loads and \( h_{\text{avg}} \) by running the flattening models at different combinations of contact loads (nominal contact pressure and equivalent strain). A look-up table is generated which includes parameters \( h_{\text{avg}}, \phi_p, \phi_s \), fractional real area of contact and shear stress contribution from direct asperity contact [3] at range of nodal contact loads. This information is used in FE analysis at each node to solve average Reynolds equation in a global domain and to determine the viscous shear stresses. A nodal viscous shear stress is determined using the lubricant pressure field which is then coupled with the shear stress from direct asperity contact to determine the overall coefficient of friction.

A coupling approach proposed by Hol et al [5] in the FE software code is adopted. In mixed lubrication regime, the total contact pressure is shared between solid to solid direct asperity contact (\( P_{\text{solid}} \)) and the lubricant pressure (\( P_{\text{lub}} \)) developed at tool-workpiece interface. \( P_{\text{lub}} \) at each node in each iteration is determined by solving the average Reynolds equation. For this purpose, an interface contact element [5] with additional pressure degrees of freedom is used. \( P_{\text{solid}} \) at node is determined by subtracting \( P_{\text{lub}} \) from total contact pressure \( P_{\text{nom}} \) determined from the contact algorithm in the FE software.

\[
P_{\text{solid}} = P_{\text{nom}} - P_{\text{lub}}
\]

(2)

It should be noted that \( P_{\text{lub}} \) is used from the previous increment to determine \( P_{\text{solid}} \) for the current increment. The nodal contact pressure \( P_{\text{nom}} \) and equivalent strain \( \epsilon_{eq} \) are read from the FE results. The local shear stress, \( \tau_{\text{solid}} \) at a node due to the direct asperity contact is determined from boundary friction model at nodal \( P_{\text{solid}} \) and \( \epsilon_{eq} \). The viscous shear stress \( \tau_{\text{lub}} \) at each node is obtained from the lubricant pressure field determined by solving the average Reynolds equation. The Newtonian viscous shear stress developed at workpiece-fluid interface \( \tau_{\text{lub}} (\tau_{xz}, \tau_{yz}) \) is determined as,

\[
\tau_{\text{lub}} = \eta \left( \frac{v_z - v_y}{h_{\text{avg}}} - \frac{h_{\text{avg}}}{2} \right) P_{\text{lub}}
\]

(3)

The resultant viscous shear stress \( \tau_{\text{LUB}} \) at workpiece-fluid interface is,

\[
\tau_{\text{LUB}} = \sqrt{\tau_{\text{lub}}^{xz} + \tau_{\text{lub}}^{yz}^2}
\]

(4)

Where, \( \tau_{\text{lub}}^{xz} \) and \( \tau_{\text{lub}}^{yz} \) are the in-plane nodal viscous shear stresses at workpiece-fluid interface. To determine the overall local shear stress \( \tau_{\text{tot}} \) at FE node, the resultant viscous shear stress \( \tau_{\text{LUB}} \) at workpiece-fluid interface and shear stress from direct asperity contact \( \tau_{\text{solid}} \) are used.

\[
\tau_{\text{tot}} = \alpha_{\text{sol}} \tau_{\text{sol}} + \alpha_{\text{lub}} \tau_{\text{LUB}}
\]

(5)

where, \( \alpha_{\text{lub}} = 1 - \alpha_{\text{sol}} \), is the nodal fractional fluid contact area and \( \alpha_{\text{sol}} \) is the nodal fractional real contact area which is read from the look-up table at a given contact loads. Finally, the local nodal coefficient of friction \( \mu_{\text{tot}} \) combining the effects of direct asperity contact and lubricant pressure is determined using \( \tau_{\text{tot}} \) and \( P_{\text{nom}} \).

\[
\mu_{\text{tot}} = \frac{\tau_{\text{tot}}}{P_{\text{nom}}}
\]

(6)

4. Application to deep drawing processes

A deep drawing simulation of a top hat is chosen to demonstrate the applicability of the developed mixed lubrication model. The geometry of the product and the tools are shown in Figure 3. A topography of the workpiece and the tool surfaces measured using confocal microscopy is used. Here, a measured tool surface at punch corner radius is used for the demonstration. Figure 4 shows the 3D surface height data and its distribution for a workpiece and tool surface. The measured tool roughness (\( S_q = 0.59 \) \( \mu \)m) is much less than the workpiece (\( S_q = 1.8 \) \( \mu \)m). Due to symmetry, only a quarter of the geometry is modeled. The tooling is modeled as rigid contours. The workpiece blank is meshed with triangular
Kirchhoff shell elements using 3 integration points in the plane and 11 integration points in the thickness direction. Interface contact elements are attached on the top and bottom of the shell elements. Interface elements are used to simulate the structural contact behavior between the tool and workpiece and to solve the average Reynolds equation. The squeeze term $\frac{\partial h_{avg}}{\partial r}$ in the Reynolds equation is neglected in this study because a quasi-static situation is assumed during the top hat forming. Details of the simulation and process parameters can be found in Table 1. The Vegter model [6] is used to describe the yield surface of the workpiece material along with Bergström–Van Liempt hardening relation [7]. Vegter yield parameters and Bergström–Van Liempt hardening parameters for steel DC06 can be found in [3].

FE simulations are performed at 0.6g/m² and 2.0g/m² lubricant amount. The lubricant amount and the type Reynolds equation used in the simulations are shown in Table 2. All other simulation parameters are same for all the simulations as shown in Table 1. For each simulation, a punch-force displacement curve is extracted for comparison. 0.6g/m² lubricant amount is too low to fill up the cavities of rough workpiece for the available loading conditions. Hence, there is no lubricant pressure developed for this case as validated from FE simulation results. Therefore, the hydrodynamic part is irrelevant and $\mu_{tot}$ is completely governed by boundary lubrication. For the simulation at lubricant amount of 2.0g/m², a lubricant pressure is developed as seen in FE results in Figure 5. The simulation with 2.0g/m² is performed with and without the roughness effects to compare the effect of roughness on the simulation results such as punch force-displacement curve and lubricant pressure. For the simulation without roughness effects, the flow factors, $\phi_p = [I]$ and $\phi_s = [0]$ are set which reduce the average Reynolds equation to standard Reynolds equation (1). Figure 5 shows the total nominal pressure $P_{nom}$, lubricant pressure developed $P_{lub}$, and overall coefficient of friction $\mu$ on the workpiece-die side.

As expected, $P_{lub}$ is higher for the case of average Reynolds equation compared to standard Reynolds equation at a constant lubricant amount of 2.0g/m². This demonstrates the effect of roughness on hydrodynamic pressure and the overall coefficient of friction. As per equation (2), the higher the $P_{lub}$, the lower is the direct asperity to asperity contact pressure $P_{solv}$. Hence, the overall coefficient of friction reduces. The difference in $\mu$ is clearly visible in the die corner region (see Figure 5). Figure 6 shows the punch force-displacement curves extracted from the simulation results. The punch force decreases with increase in lubricant amount. This is because of the shift in lubrication regime from boundary to mixed lubrication. It is also important to note that the punch force is lower for average Reynolds case compared to standard Reynolds case. This is because the roughness effects accounted in the solution of average Reynolds equation result a higher lubricant pressure. This decreases the overall coefficient of friction and punch force.

---

Table 1. Parameters for FE simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blank material</td>
<td>Steel DC06</td>
</tr>
<tr>
<td>Lubricant and amount</td>
<td>Quaker FERROCOAT N6130</td>
</tr>
<tr>
<td>Blank geometry</td>
<td>300 x 25 x 0.8 mm</td>
</tr>
<tr>
<td>Lubricant viscosity</td>
<td>23mPas (@ 40 deg)</td>
</tr>
<tr>
<td>Punch velocity</td>
<td>50 mm/s</td>
</tr>
<tr>
<td>Blank holder force</td>
<td>25 KN</td>
</tr>
<tr>
<td>Punch stroke</td>
<td>75mm</td>
</tr>
</tbody>
</table>

Table 2. FE simulations.

<table>
<thead>
<tr>
<th>Simulation #</th>
<th>Std. Reynolds (BL)</th>
<th>Std. Reynolds (ML)</th>
<th>Avg. Reynolds (ML)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lubricant amount</td>
<td>0.6g/m²</td>
<td>2.0g/m²</td>
<td>2.0g/m²</td>
</tr>
<tr>
<td>Reynolds equation</td>
<td>Standard, $\phi_p = [I]$, $\phi_s = [0]$ in equation (1)</td>
<td>Standard, $\phi_p = [I]$, $\phi_s = [0]$ in equation (1)</td>
<td>Standard, $\phi_p ≠ [I]$, $\phi_s ≠ [0]$ in equation (1)</td>
</tr>
</tbody>
</table>

---

Fig. 3. Top hat geometry for FE simulation.

Fig. 4. Measured workpiece and tool surface height distribution.

Fig. 5. Simulation results: total coefficient of friction ($\mu$) and lubricant pressure ($P_{lub}$) on the workpiece-die side at 75mm punch displacement.
5. Conclusions

A mixed lubrication friction model allows to determine the local coefficient of friction based on local contact conditions and its resulting tribological system. For that purpose, a coupling is made between boundary friction and the hydrodynamic friction model. The boundary friction model determines the contribution of direct asperity contact between the measured tool and workpiece surface. The roughness effects are accounted for by using an average form of the Reynolds equation. The coupled friction model is implemented in FE software to be used for industrial scale forming simulations. A simple deep drawing simulation is performed using the proposed model. The simulation results clearly show the influence of the lubricant amount and surface roughness on the coefficient of friction. The future research will aim at validating the reliability of the model using lab-scale friction and deep drawing experiments.
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