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ABSTRACT

In recent years, we have witnessed an increase in the capabilities of smartphones. Not only are these portable communication devices becoming increasingly powerful, they are equipped with a growing number of sensors that allow them to measure the properties of the world around them. Applications running on these smartphones can benefit from these sensors if developers choose to make them context-aware. However, applications that are built to operate in a wide variety of situations have to be able to cope with and respond to any combination of measured context factors. Anticipation of these different contexts at design time is challenging. For certain domains the requirement for the application to behave exactly as anticipated at design time is key. One such domain is that of well-being. Problems predicting the run-time context may cause the application to behave in other ways than intended.

Current research efforts primarily focus on adding features to traditional software development methods to deal with the complexity of the domain of context-awareness. They aim to define a full set of requirements and design an application that is to satisfy these requirements. Furthermore, there are research directions aiming to solve the technological problems of context-awareness without dealing with the user-centric elements needed for well-being systems.

We see the field of well-being as consisting of variables and relations between them. To ease the documentation of the variables that the context relevant to the well-being application is made up of, we have designed a domain specific modeling language. In addition to variables, the models created in this language capture variable properties, such as their dimension and their normal range, and causal relations between them, modeling what happens to variable values if one variable in the context is increased or decreased. The modeling language is called the Dynamic Well-being Domain Model language and was developed to be user centric, allowing developers to model the objective well-being context of the user. Although it was designed with the well-being domain in mind, it can also be used in other domains where context variables play an important role.
The contributions of this dissertation are threefold. Firstly, we present a reference model for the well-being domain, relating physical and mental well-being. This model was validated by experts from both fields. We discuss how this model was created. Secondly, we describe a model-driven process for the creation of context-aware well-being systems. This process uses models of the well-being context as an input, and is partially automated using model transformations. Finally, we describe a structured analysis method that can be used to predict the behavior of context-aware systems based on their domain models. This prediction can be made at design time, allowing designers to evaluate the utility of the application based on the model, and preventing run-time problems. This method was validated by analyzing three context-aware well-being applications.

We find that the Dynamic Well-being Domain Model language can be understood by domain and technology experts alike. Its usage in a model-driven development process was deemed useful, and the ability to reason over future contexts was found to be both powerful and reliable for the cases used in the validation.
SAMENVATTING

In recente jaren zijn de mogelijkheden van smartphones gegroeid. Deze draagbare communicatie apparaten worden niet alleen steeds sneller, ze worden ook uitgerust met een groeiend aantal sensoren die ze in staat stelt om de eigenschappen van de wereld om zich heen waar te nemen. Applicaties die op deze smartphones draaien kunnen profijt hebben van deze sensoren als ontwikkelaars ze context bewust maken. Echter, aangezien applicaties worden ontwikkeld om in een grote verschijdenheid aan situaties te werken, moeten ze om kunnen gaan met elke combinatie van gemeten omgevingsfactoren. Om deze verschillende situaties tijdens de ontwikkeling van de applicatie te anticiperen is erg lastig. Voor sommige domeinen is van het grootste belang dat applicaties zich exact gedragen zoals tijdens het ontwerp bedacht is. Welzijn is een voorbeeld van een dergelijk domein. Wanneer het moeilijk is om deze voorspelling goed uit te voeren, kan dit er voor zorgen dat de applicatie ander gedrag gaat vertonen dan initieel gedacht.

Huidig onderzoek richt zich voornamelijk op het toevoegen van mogelijkheden aan bestaande software ontwerp methoden om zo om te kunnen gaan met de complexiteit van context bewuste systemen. Ze proberen over het algemeen een volledige set gebruikers-eisen te verzamelen, om zo een applicatie te ontwikkelen die aan al deze eisen voldoet. Een andere onderzoeksrichting is het vinden van oplossingen van de technische problemen van context bewuste applicaties, terwijl er niet wordt gekeken naar de menselijke kant. Deze focus is wel noodzakelijk voor welzijnssystemen.

Wij zien dat het welzijnsdomein uit variabelen en relaties tussen variabelen bestaat. Om het documenteren van variabelen waaruit een situatie is opgebouwd te vereenvoudigen, hebben we een domein specifieke taal ontworpen. De modellen die in deze taal gemaakt worden kunnen domein variabelen en hun eigenschappen representeren, zoals hun meeteenheid en bereik van normale meetwaarden, en causale relaties tussen deze variabelen, om zo te modelleren wat er gebeurt met de waarde van een variable wanneer de waarde van een andere variabele in de context groter of kleiner wordt. Alhoewel deze taal is ontworpen met het welzijnsdomein in gedachte kan
Samenvatting
deze ook gebruikt worden in andere domeinen waar context variabelen een belangrijke rol spelen.

De bijdragen van dit proefschrift zijn drieledig. Ten eerste presenteren we een referentie-model voor het welzijnsdomein waarin we fysische en mentale welzijn relateren. Dit model is gevalidateerd door experts uit beide domeinen. We bespreken welk process we doorgaan hebben om dit model samen te stellen. Ten tweede beschrijven we een model gedreven ontwikkelmethode voor het maken van context bewuste welzijnssystemen. Dit process gebruikt modellen van de welzijnscontext als invoer en is gedeeltelijk geautomatiseerd door middel van model transformaties. Ten slotte beschrijven we een analyse methode om het gedrag van context-aware systemen te voorspellen. Deze methode is gebaseerd op het bestuderen van de domein modellen van deze systemen. Deze voorspelling kan tijdens het ontwerp van de systemen reeds gedaan worden, wat fouten tijdens het uitvoeren van de applicatie kan voorkomen. We hebben deze methode gevalidateerd door hem toe te passen op drie context bewuste welzijnssystemen.

We zijn er achter gekomen dat de Dynamic Well-being Domain Model taal begrepen kan worden door zowel domein- als technologie experts. Het gebruik van deze taal in een model gedreven ontwikkelproces werd nuttig bevonden en de mogelijkheid om te redden over toekomstige situaties was zowel krachtig als betrouwbaar in drie afzonderlijke onderzochte gevallen.
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Part I

PROBLEM INVESTIGATION
1 INTRODUCTION

“A whole is that which has beginning, middle, and end.”
– Aristotle (philosopher)

1.1 MOTIVATION

During the last few years, the miniaturization of computer chips has increased the computing power of portable and embedded devices used by the general population, up to the point that high performance smartphone devices have become the rule rather than the exception. These mobile computing platforms have more capabilities than the portable telephones known from the 1980’s and 1990’s: besides being able to make phone calls and send text messages, smartphones offer the user ever increasing functionality, such as high quality media consumption, gaming, and navigation. In addition, these devices are being equipped with a growing number of sensors. Where a few years ago only high-end models were equipped with GPS receivers that allow for accurate localization and tri-axial accelerometers that can detect acceleration, these features are currently available in devices in every segment of the market. High-end models now contain even more means of collecting data. These include, among others, gyroscopes to measure changes in rotation of the device, light sensors to measure ambient light, barometers that can be used to measure atmospheric pressure, and magnetometers that capture magnetic field strength and direction.

Developers of smartphone applications have eagerly adopted these sensors and the data that is collected through them. Using this added information, increasingly smart applications have been created. The aim of developing such applications is to make them able to reason about the data collected through the sensors and adapt their behavior in such a way that it better fits the user’s current context. We call such applications context-aware. We will provide a more complete definition for this later on.
The development of applications that gather information about their surroundings and adapt their behavior based on this information is, however, challenging. Practice shows that the future context of the system under development is unlimited in diversity, so it is not possible to anticipate all combinations of context factors at design time, and to always specify the behavior that ought to be exhibited by the system in such situations to be as useful as possible to the user. Additionally, as this type of application is novel, user requirements collection is difficult, and sometimes impossible. Research shows that the requirements a user has regarding a system are dependent on the current context s/he is in [107]. With a partially unknown future system context, gathering a complete set of user requirements is impossible. Furthermore, a discrepancy may exist between what a user wants from the system and what the user needs, i.e. what is objectively good for the user. To circumvent this, assumptions regarding user requirements and needs have to be made at design time. These assumptions might, however, not hold at run-time when the system has been introduced in unanticipated contexts. As a result, the system behavior might not fit the user’s needs. User adaptation of the application will be troublesome if such problems exist.

The domain of context-aware systems is broad, and providing a solution that is applicable for all systems using sensor technology is infeasible. In this dissertation we will focus on those systems that are to help knowledge workers, i.e. people who “make their living by accessing, creating, and using information in ways that add value to an enterprise and its stakeholders” [117], in improving their physical and mental well-being. The work performed by these employees is characterized by a certain degree of time and place independence, which causes the boundary between personal and professional life to fade. This can result in both psychological and physical problems. By actively coaching the worker to keep a balanced work/private life, it is possible to mitigate these problems. Coaching can be done by health care professionals, or by providing the worker with the right (software) tools. These tools, however, should be able to reason about their environment: they should be context-aware.

Although smart context-aware coaching applications seem to be a cost effective step in the right direction to improve the work/private balance for knowledge workers, their development is not straight
forward. In this dissertation, we look further into the challenges of context-aware application design, focusing on applications that are to encourage and support well-being specifically.

1.2 RESEARCH CONTEXT

The research described in this dissertation was carried out as part of the Dutch national program commit, project swell. The project started from the assumption that it is difficult for knowledge workers to balance work and family life caused by the freedom they enjoy to often work time and place independently. Additionally, the assumption was made that the jobs of knowledge workers are often sedentary, resulting in reduced overall physical activity. The goal of the project is to develop methods, tools, and algorithms to allow users to attain and maintain a balanced, active lifestyle. COMMIT/SWELL recognized two types of well-being to be supported: physical and mental well-being.

The research performed while working on this dissertation provided COMMIT/SWELL the overall, high level requirements [19], and the overall system architecture [15].

1.3 RESEARCH METHODOLOGY

In this research, we use the design science approach of Wieringa [132]. At the basis of this approach is the design cycle. We move through the following three phases:

PROBLEM INVESTIGATION First it should be clear who the stakeholders are, and what their goals are. We should describe what the problem context is, and what potential for improvements exist in this context so the goals of the stakeholders can be achieved.

TREATMENT DESIGN Second, we can specify one or more treatments. Wieringa defines a treatment as the introduction of an artifact, which can be anything from a (software) tool to a method or a process, in the problem context that will help stakeholders achieve their goal. We should specify requirements regarding this artifact and how they contribute to the
goal. Available solutions should be analyzed and new ones are to be designed.

**TREATMENT VALIDATION** Thirdly, we should validate the treatment/solution in order to provide evidence that it brings the stakeholders closer to their goals. By observing the treatment in a laboratory setting, analyzing the effects and performing analysis regarding the sensitivity of the approach, we can make predictions regarding the effects of real-world implementations. When we define such a research design, we specify an **object of study**, i.e. who or what are we observing to draw conclusions about our treatment, a **treatment design**, i.e. how will the treatment be used (by the objects of study), and a **measurement design**, i.e. in what way are results obtained from the experiment.

We describe the problem investigation we have performed in chapters 2 through 4. We discuss the treatment design and validation processes in parts II – IV of this dissertation.

### 1.4 RESEARCH QUESTIONS

In this section we formulate the research questions that are answered in this dissertation, the answers forming our contributions to the field of context-aware well-being application design and development.

Wieringa [132] divides research questions into two categories. **Knowledge questions** (KQ) are asked to gather information about the world, **design problems** (DP) call for change toward a state in the world where it is possible for stakeholders to reach a certain goal. We use the same structure.

Our research starts by obtaining information about the domain of interest, i.e. we establish the knowledge context for the improvement design. This results in our first main research question: how are context-aware well-being systems currently designed and developed (RQ1)? To answer this question, several sub-questions will have to be answered first. Analyzing the question, we find that we need definitions for context-awareness and well-being (RQ1.1). Furthermore, we need to know how requirements engineering is currently being performed for this type of systems (RQ1.2), and what
1.4 RESEARCH QUESTIONS

Table 1: Research questions answered in this dissertation. KQ = Knowledge Question, DP = Design Problem

sets these systems apart with regard to the design process (RQ1.3): are there certain properties of context-aware well-being systems that require alterations in this process?

When the structure of the problem domain has been established, we propose treatments that are expected to improve the development of context-aware well-being systems (RQ2). This is our second main research question. However, first we need to specify a set of requirements a system development method should adhere to (RQ2.1). Next, we need to obtain an overview of the current development methods available, and verify whether these satisfy the requirements formulated (RQ2.2). Due to the promises made by model-driven development (MDD) with regard to increased development speed and reduced error rates, we focus on this type of development method. After this, we have to design a method for developing context-aware well-being systems that we expect to im-
prove upon the currently available methods with regard to the requirements posed (RQ2.3). Finally, we should develop a method to verify whether the scoping of the designed application, i.e. what the application measures and which part of well-being it tries to influence, actually fits the user needs, and as such can help reduce the chance of incorrect application scoping (RQ2.4).

Once the treatments have been designed, we need to confirm our contributions and validate the solutions (RQ3). As our model-driven method uses a domain model as an input, we will first have to validate whether the domain specific modeling language in which it is created is suitable for the intended use, and whether the model is correct (RQ3.1). Next, we have to look at the effect our method has when introduced into the intended context, i.e. the process of developing a context-aware well-being system (RQ3.2). To test this, test subjects will use our method to construct an example context-aware well-being system. Using the experiences obtained from this case study, we can verify to which extent the desired effects of our method satisfy the method’s requirements. Finally, we should verify whether our analysis method actually can reduce scoping mistakes (RQ3.3).

We list an overview of our research questions and sub-questions in Table 1. Table 2 gives an overview of the chapters in which these questions are answered.

1.5 Contributions

Our research targets the intersection of software development, context-aware application design, and well-being support. The following contributions are planned:

1. A modeling language that is better suited to capture the well-being domain for the use in context-aware software development than current languages. Although we can use current general purpose modeling languages to model the domain of well-being, expressiveness is lacking, as we will show in chapters 4. In chapter 5 we introduce a Domain Specific Language (DSL) for this that is described in a metamodeling language.

2. A validated reference model of mental and physical well-being. It is generally acknowledged that physical and mental
### 1.5 Contributions

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Title</th>
<th>Research questions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Part I: Problem investigation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter 1</td>
<td>Introduction</td>
<td>–</td>
</tr>
<tr>
<td>Chapter 2</td>
<td>Conceptual framework</td>
<td>RQ1.1</td>
</tr>
<tr>
<td>Chapter 3</td>
<td>Method requirements</td>
<td>RQ2.1</td>
</tr>
<tr>
<td>Chapter 4</td>
<td>State of the art</td>
<td>RQ1.2, RQ1.3, RQ2.2</td>
</tr>
<tr>
<td><strong>Part II: Knowledge modeling</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter 5</td>
<td>A dynamic well-being domain model language</td>
<td>RQ2.3</td>
</tr>
<tr>
<td>Chapter 6</td>
<td>A well-being domain model</td>
<td>RQ2.3</td>
</tr>
<tr>
<td>Chapter 7</td>
<td>Validating the generic domain model and the suitability of the DWDM language</td>
<td>RQ3.1</td>
</tr>
<tr>
<td><strong>Part III: Model-driven development of context-aware well-being systems</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter 8</td>
<td>Model-driven development using DWDMs</td>
<td>RQ2.3</td>
</tr>
<tr>
<td>Chapter 9</td>
<td>Development of applications using DWDMs</td>
<td>RQ3.2</td>
</tr>
<tr>
<td><strong>Part IV: Behavior prediction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter 10</td>
<td>Context behavior analysis using DWDMs</td>
<td>RQ2.4</td>
</tr>
<tr>
<td>Chapter 11</td>
<td>Application behavior prediction using DWDMs</td>
<td>RQ3.3</td>
</tr>
<tr>
<td><strong>Part V: Contributions and conclusion</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter 12</td>
<td>Conclusions and future work</td>
<td>RQ1, RQ2, RQ3</td>
</tr>
</tbody>
</table>

Table 2: Dissertation outline
well-being are closely related. We provide a model, which has been validated by experts from both fields, that captures and explains this relation. This model is scoped by priorities set in commit/swell. The process of creating such a model is detailed. We discuss the model and the process of constructing it in chapter 6.

3. **A model-driven development method that exploits knowledge captured in domain models.** Due to the high degree of expressiveness and detail of the modeling language created, the domain models mentioned above may serve as an input for a model-driven development process that is partially automated through the use of model transformation tools. We introduce this process and the tools used in it in chapter 8. Furthermore, we discuss other project considerations when dealing with the development of context-aware well-being applications in this chapter.

4. **A structured analysis method to predict the the effect of a well-being support system on the context at design time.** Next to allowing software development from context models created using our domain modeling language, these models can also be used to predict the behavior of the well-being context when systems to support elements of it have been introduced. The well-being domain models are based on medical knowledge, allowing us to reason about cause and effect relations between elements of well-being. For example, we can use them to identify shortcomings in a context-aware well-being application’s design at design time, so we can create alternative solutions.

### 1.6 Scope

**What this research is about** In this dissertation, we look at context-aware well-being support systems. For such systems, we are concerned with models, the process of creating models, and the usage of them during the design and development of the software. When discussing the application development and analysis process based on domain models, we consider the design and development of the application architecture, physical distribution of the system and the reasoning logic embedded within it.
Due to the nature of the domain models, design and development processes are executed in a user-centric fashion: the person that will be using the application is of higher importance than the solution technology required to implement it. Technology, both hard- and software, will evolve, but the well-being context will remain largely the same.

**WHAT THIS RESEARCH IS NOT ABOUT**  Although this work is about user-centric applications, we do not aim to collect user requirements for context-aware applications and services, or provide means of doing this. Since user requirements for context-aware applications are hard or impossible to elicit, we circumvent the problem by modeling phenomena that we do have knowledge about and that impact the desired software properties, and use that model to develop software that satisfies unstated user requirements better than it would otherwise have. The resulting application will therefore perform in a way that is objectively good for the user, rather than being developed in a technology-centric way.

The software design process and considerations discussed in this work are not claimed to be complete. We focus the research on the ease of design and development of the application, rather than the creation of a user interface and user interaction, or the implementation of security and privacy concerns. Work on these topics is performed in the fields of Human-Computer interaction, and computer security respectively.

1.7 **OUTLINE**

This dissertation is structured as follows:

**CHAPTER 1** is this introduction.

**CHAPTER 2** provides the conceptual framework required to perform our research.

**CHAPTER 3** details requirements for a solution direction to the problem we identified in chapter 1.

**CHAPTER 4** lists state of the art work in the field of context-aware system development and requirements engineering for this class of systems.
CHAPTER 5 introduces the Dynamic Well-being Domain Model language. This modeling language is used throughout the research to capture the domain of context-aware well-being systems, models which are later on used as basis for a software development and a prediction process.

CHAPTER 6 describes how the DWDM language was used for the construction of an initial reference domain model.

CHAPTER 7 provides more details about the reference domain model reiterations, improvements, and validation.

CHAPTER 8 explains how we can develop context-aware well-being applications in a model-driven way, using DWDMs as an input, focusing on lexical, i.e. language-to-language, transformations.

CHAPTER 9 tests the validity of the development method proposed.

CHAPTER 10 provides explanations on how to predict future application behavior using domain models.

CHAPTER 11 tests the validity of the prediction method.

CHAPTER 12 provides conclusions and directions for future research.
In the introductory chapter, we introduced context-aware well-being systems, and noted that they are challenging to develop. We have, however, not yet given a definition of context-awareness or well-being. In this chapter we therefore answer the following research question:

**RQ 1.1 [KQ]** How are context-aware systems and well-being defined?

We start by giving an overview of the concept of context-awareness and provide the definition that we use in the rest of this dissertation (section 2.1). Next, we explore the concept of well-being (section 2.2).

### 2.1 Context-awareness

Before we start defining context-awareness, we first need to know what *context* is. The classical definition used here, is that by Dey [30]: “any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction between a user and an application, including the user and applications themselves.” The observant reader will notice that this definition regards context information, not context itself. Context is defined as the situation of an entity. Wieringa [129] defines context as encompassing all entities that are directly needed or affected by the system under development. The author defines three types of entities: (i) physical, (ii) conceptual, and (iii) lexical. Physical entities are those that “have a mass and a location in real space,” such as natural objects. Conceptual entities on the other hand are not physical, but are entities that “people use to
structure their world.” Examples given include rights, permissions, claims, roles, and contracts. Lexical entities are defined as “physical symbol occurrences,” such as pieces of text. Dey does not make this distinction, focusing only on what Wieringa calls physical entities.

Schilit and Theimer [92] were the first to use the term “context-aware.” They use it to distinguish systems that can use location information and track mobile objects from systems that cannot obtain and use this information. Continuing, the authors define “context-aware computing” as “the ability of a mobile user’s applications to discover and react to changes in the environment they are situated in”; the authors focus on location as the primary attribute of context. For our purposes, we shall not limit context-aware systems to application on mobile devices or location context; stationary systems are also able to utilize context information if the hardware or software required is present.

Besides “general” context-aware systems, it is possible to identify special classes of systems that can react to their environment. Firstly, we find “pervasive systems,” which are first defined by Weiser [128] as systems that blend in with the user’s every day life. Second, there is “ambient intelligence,” which, according to de Ruyter and Aarts [27], “refers to electronic environments that are sensitive and responsive to the presence of people.” Finally, there are “cyber-physical systems,” which are defined by Lee [60] as “integrations of computation with physical processes.” All of these types of systems have the capabilities to collect information about their context, however, the focus of their role within the environment differs. For example, the term ambient intelligence is often used in connection with smart surroundings, such as smart rooms or buildings. These systems are statically embedded in the context and offer services to those who pass through this context. Cyber-physical systems play an important role in bridging the gap between the real and the digital world when dealing with certain processes. Examples of such can be found in robotics and manufacturing.

When we look at the categories of context-aware systems, we see that the distinction between them can be made based on a number of system properties, the combination of these properties defining the category of system. Firstly, some of the systems are designed to move between locations, offering their services in changing physical contexts, whereas others remain in the same location. Secondly, there are systems that are designed to affect their physical environ-
ment, while others are intended to offer information or influence a digital environment. Thirdly, the system can be designed in such a way that it blends in with the environment and the user’s every day life, being unobtrusive. We summarize the properties of the systems identified in Table 3.

An element missing from the definition given by Schilit and Theimer [92], is the concept of usefulness. According to the definition, a context-aware system should be able to discover and react to a changing environment, but no mention is made whether this reaction should result in a situation the system’s user or other stakeholder benefits from. Without the system providing enhanced qualities by being context-aware, we could argue that context-awareness has little use. Some might reason that a system can be context-aware without altering its behavior to changes in the physical or virtual surroundings, and that just the ability to store such information would already make an application aware of its context. We argue, however, that only storing context information without using it to alter the system behavior is equivalent to a (user interface) button without an action attached to it: if there is no consequence to changes in the measured value, not even the visualization of the measurements through a number or graph, the ability for the application to record this measured value is useless: its reaction to the change in the environment does not become apparent to its user. In the definition below, we explicitly state that this reaction requirement should be fulfilled for a system to be regarded context-aware.

We have formulated our own definition for context-awareness. We use this definition throughout the rest of this dissertation.
Systems are context-aware if they can obtain information about their physical and virtual surroundings through hardware and software sensors, and adapt their behavior to better support the user based on this information.

In this definition, hardware sensors are physical devices that can be used to obtain information about physical phenomena and translate this information into a digital format. Software sensors are computer applications which can be utilized to gather information about virtual entities. A thermometer is an example of a hardware sensor that allows the application to observe properties of physical entities, a key logger and a text parser being software sensors that make it possible for the context-aware application to observe virtual and lexical entities.

2.2 WELL-BEING

Merriam-Webster [64] defines well-being as “the state of being happy, healthy, or prosperous.” As per this definition, the concept of well-being is highly subjective: two people in the same situation may feel differently about their well-being. When regarding the field of well-being, the World Health Organization [135] identifies three different types of well-being: (i) physical, (ii) mental, and (iii) social. These types concern the objective or subjective ability of a person to perform physical activities, the way a person perceives his/her own mental state, and the way people feel about interactions with others. Subjective well-being is how persons themselves feel about their well-being, whereas objective well-being regards their state of being happy according to fixed, objective criteria. Varelius [123] notes that these two perspectives might not align: something may be objectively good for a person, but the individual might not like it.

PHYSICAL WELL-BEING Physical well-being is to a great extent related to health care, i.e. “efforts made to maintain or restore health especially by trained and licensed professional” [64], and medicine. Ailments and disabilities may affect a person’s physical well-being. Such ailments may be of a temporary nature, being curable through medication or other forms of treatment, or permanent. The World
Health Organization [133] provides a framework for the classification of ailments.

Current research on improving physical well-being is primarily aimed at stimulating and increasing physical activity. A sedentary lifestyle may cause obesity, which is seen as a risk factor for physical well-being [134].

Physical well-being is a broad concept that covers all aspects regarding a person’s real-world, physical body. It is often possible to observe or measure physical well-being objectively, although subjective elements can also play a role, such as temporary physical conditions.

Mental well-being  Mental well-being does not only encompass mental and behavioral feelings and disorders, but also the way a person reacts to stressors [133], and factors as self perception and levels of energy. This highly subjective nature makes the field of mental well-being difficult to quantify.

Attempts have been made to make mental well-being measurable [109, 126], however, these are, understandably, limited in their applicability. We argue that it is not possible to measure every aspect of mental well-being, as some aspects of it are unquantifiable. All aspects of the life of a person are of influence on the mental well-being and vice versa: if a person is, for example, in good physical health, this will benefit the person’s perception of their own mental health. If the person is suffering from physical ailments, aspects of his/her mental perception may be affected too.

Mental well-being as a phenomenon is highly subjective. The ability to cope with negative situations not only differs per person, but for each person it may also differ per day: situations will be perceived differently depending on previous events. Because of this, we cannot define universal conditions that define mental well-being for all people at all times. Questionnaires or other tools available, such as the International Classification of Functioning, Disability and Health [135], are therefore only suited for the interpersonal judgment of mental well-being and not for intra-personal comparison.

Social well-being  Social well-being concerns elements pertaining to interpersonal interactions and relationships. Social interaction may benefit a person’s well-being by preventing loneliness and social isolation. For example, Cattan et al. [23] note that pre-
vention of social isolation in elderly is effective if specific groups are targeted. Looking at the working population, Johnson et al. [49] correlate the “iso-strain”, i.e. the “combination of social isolation and job strain.” [49], with cardiovascular disease mortality rates, finding that jobs (both white- and blue-collar) with a high iso-strain have significantly increased chances of suffering from these diseases. Furthermore, social interaction can increase or decrease subjective mental well-being. For example, if social interaction is comprised of a comparison of income, this can result in a change of subjective well-being [31, 37], resulting in the person thinking higher or lower of him/herself or about the other person. Contact with others is therefore important for a person’s overall well-being.

Ormel et al. [78] discuss the Social Production Function theory, which states that “people produce their own well-being by trying to optimize achievement of universal goals, within a set of resources and constraints they face.” According to this theory, social well-being is formed by a combination of factors: status, behavioral confirmation, and affection. Increasing one’s social status, having actions affirmed by others, or having good emotional connections with others will increase the perceived social well-being. These goals are deemed instrumental: individuals may have different preferences regarding each of the factors.

In this dissertation, we will only focus on two of the three types identified: physical well-being and mental well-being. The choice not to focus on social well-being was made due to the scope of the commit/swell project, which excludes social well-being. Furthermore, we only focus on those elements of mental well-being that have measurable, physical manifestations. An example of such an element is the level of experienced stress; we could measure indicators of this using a sphygmomanometer to measure blood pressure and a heart rate sensor to measure a person’s heart rate.

2.3 Conclusions

The research question we aimed to answer in this chapter was to find a definition for context-aware systems. Combining definitions found in literature, we defined such systems as being able to “obtain information about their physical and virtual surroundings through hardware and software sensors, and adapt their behavior to better
support the user based on this information.” This can be especially important when dealing with the domain of well-being. We divided well-being, i.e. whether a person feels happy, healthy, prosperous, into three sub-categories: physical, mental, and social well-being. We do not regard this last category in the rest of this dissertation. We can often measure physical well-being objectively, but have to resort to questionnaires to measure mental well-being.

Applications that are context-aware and are to support well-being have to take the specific challenges posed by both domains into consideration. Applications operating in these domains do not always behave in a way best suited for the context they are operating in at that moment. As a result, the users experience the application as failing them. We propose methods for the design of context-aware well-being systems that do take these requirements into account in the following chapters. We start by listing requirements for such a development process, and identify current state of the art methods for the design and development of context-aware applications, after which we identify the gap between the requirements and current solutions. We then propose a method that bridges this gap.
Having discussed the conceptual framework in the previous chapter, we continue by specifying requirements for a solution direction that will help with the design and development of context-aware well-being applications. We answer the following research question in this chapter:

RQ2.1 [DP] Define and motivate the requirements for developing context-aware well-being systems.

We start by discussing different levels of requirements (section 3.1), after which we continue by identifying the stakeholders who benefit or are otherwise affected by the development of context-aware well-being applications (sections 3.2 – 3.5). Finally, we discuss an example context-aware application (section 3.6). The requirements identified should hold for the development process of this application. We discuss how this is achieved in later chapters.

3.1 PROBLEM INVESTIGATION

The first step in the engineering cycle, is the problem investigation. We start by identifying the stakeholders and their goals. Alexander [4] defines four different levels of stakeholders or stakeholder roles: (i) the product, (ii) the system, (iii) the containing system, and (iv) the wider environment. We use the levels and stakeholder types identified by Alexander in this chapter. Stakeholders may or may not have desires that the system under development should fulfill. If a stakeholder has such a desire and commits to allocate resources to achieve this, Wieringa [132] defines these as stakeholders goals. The author notes that because of the finite nature of resources, not all desires can be promoted to goals. In the following sections we discuss the stakeholders and their requirements for each level.
The requirements discussed in this chapter were obtained through informal interviews and discussion with stakeholders throughout the committ/swell project.

3.2 The Product

This is the system under development (SUD) itself. This level does not contain any humans, and is purely technical in nature. Our product of interest is a method for designing and developing a context-aware system. This includes the process steps to be taken, the considerations per step, and the tools to support this process.

The product itself does not have specific requirements.

3.3 The System

This is a socio-technical level that includes the product and those who directly interact with it. This interaction may be the routine use of the product (“normal operator”), or keeping the product operational (“maintenance operator”).

3.3.1 Normal Operator

The normal operators, or end-users, of the development method are those who are tasked with the creation of context-aware well-being application, i.e. software designers and developers. Furthermore, domain experts are also part of this group as they deliver the knowledge on which the application is based.

Software Designer

Software designers translate end-user requirements and information gathered from domain engineers into a design for the system under development. The design should be as complete as possible, as missing details in the design will cause problems in later stages of the development process, or when testing or deploying the system.

In order for software designers to perform their jobs to their best extent, the requirements and domain knowledge provided should be understandable and should not require the designer to interpret the received details to a great extent. Interpretation of input in-
formation may cause interpretation errors, which in turn result in errors in the software design.

R1 Domain knowledge and system requirements should be easily understandable by the software designer.

A development method is to guide the software designer from the input information, i.e. domain knowledge and requirements, to the design of software structure and behavior. Structured steps can help a designer in this process. Furthermore, tool support may help designers perform their job better, however, the tool offered should be similar to the ones currently used, such as modeling tools for the Unified Modeling Language, for the designer to be effective at performing the required tasks without a lengthy period of getting used to the tools.

R2 The steps in the process should be clearly documented.
R3 The designer should be supported by tools.
R4 The tools offered should be similar to existing tools, or allow tooling of personal preference.

Software developer

A software developer is tasked with the implementation of the design, i.e. writing application code that satisfies the system design and the requirements elicited.

The move from an application design to application code will require the interpretation of the design artifacts. If the design is highly detailed for both the application’s structure and the application’s behavior, less interpretation is required. This in turn will result in less potential for errors to occur during the interpretation process. Software developers also need information regarding the rationale behind design choices, i.e. the relation between design and user requirements. Having information about this rational can prevent misinterpretations and as a result implementation errors.

R5 The relation between requirements and domain information, and software design should be documented.
Software developers need tools to support them in their work, such as editors, IDEs and frameworks. A new method should either provide for proper tooling, or should allow developers to use the tools they are accustomed to.

**R4** The tools offered should be similar to existing tools, or allow tooling of personal preference.

*Domain expert*

An example of domain experts in the field of well-being systems are health care professionals. They are asked their professional opinions regarding parts of the domain the application under development is to operate in.

Well-being experts rarely have a background in software engineering. A software engineering method in which they are to participate should therefore be easily understandable where their input is concerned, and should not focus on technical details they are not knowledgeable in. When their knowledge is documented, it should still be understandable for the expert, so s/he can verify that the information is correct.

**R6** The means of documenting domain information should be readable by domain experts.

Furthermore, the time required of experts in the design and development process should be minimized, reducing the burden of the project on the experts.

**R7** The time required of the domain expert should be as small as possible.

*Project manager*

Project managers should keep track of a project, making sure it remains on time, and within budget. Their primary requirement is therefore a development method that can be tracked properly, i.e.
consists of clearly defined steps, and which allows for an easy calculation of required resources. A new process method should be usable in existing project management styles, such as PRINCE2 [9] and Agile [39].

R8 The process should allow for the use of existing management methods.

3.3.2 Maintenance operator

Maintenance for a physical system entails tasks concerned with repairing the system so it operates properly. The same can be done for a process or method: the process is monitored and changes are made in order for it to operate efficiently. This is, for example, done as part of the “continual improvement” strategy defined in ITIL [6]. As this is part of project management, the requirements of the project manager also apply here.

3.4 THE CONTAINING SYSTEM

Like the system level, this level also is of a socio-technical nature. Here, we find those who are directly affected by the product, such as people benefiting from the product’s operation (“functional beneficiary”), and those who are responsible for having the product developed (“purchaser”).

3.4.1 Functional beneficiary

Those benefiting directly from the functionality offered by an application development method, are software designers, developers, and software development project leaders. An improved development process will help these stakeholders perform better at their jobs. We discussed the requirements of these stakeholders earlier. We discussed the requirements for these stakeholders earlier.
3.4.2 Purchaser

The company performing the context-aware well-being application development will likely be the party purchasing the development method. An improved way of constructing software will be financially beneficial for this party, as a shorter development project times, and less problems during this process will result in reduced costs. These are benefits resulting from the requirements of the normal operators, so we do not need to add additional requirements for this stakeholder.

Software development company

The exact requirements for a development method will differ per company, based on size, culture, and focus. What all companies have in common is their desire to maximize profit. For a software development company, this means that the development cycle of an application should be kept at a minimum, while ensuring high software quality, i.e. no bugs in the software, and adhering to user requirements.

**R9** The chance for software errors should be minimized.

3.5 The wider environment

The last level of abstraction is mainly social in nature. Here, we find those that are harmed by the product (“negative stakeholder”), roles benefiting from the system in terms of money (“financial beneficiary”), and those directly involved with the product development (“developer”), supporting development (“consultant”) and provision of components for the product (“suppliers”).

3.5.1 Negative stakeholder

The negative stakeholders group consist of those people or companies who can no longer sell their products, i.e. training in software development methods or tools, when the development method discussed in this dissertation is adopted. These stakeholders do not generate additional requirements for our method.
3.5.2 Financial beneficiary

In case of our software development process, the purchaser (discussed in 3.4.2) and the financial beneficiary are likely to be the same party, i.e. the software company developing context-aware well-being applications. We therefore do not gain additional requirements from this stakeholder role. We stated that the requirements for the purchaser were the same as for the normal operator, so the requirements for the financial beneficiary are those elicited for the software designer (R1, R2, R3, R4), for the software developer (R4, R5), and the domain expert (R6, R7).

There are additional parties benefiting from an improved development process, such as parties receiving benefit from improvements in the product being developed, i.e. the software, however, we consider these outside the scope of our research.

3.5.3 Developer

The author of this dissertation is the developer of the development process for context-aware well-being applications. The only requirement he has is for this method to be successful. However, as this is trivial, we will not be adding it to our list of requirements.

3.5.4 Consultant

Consultants may train others in using the development method discussed in this dissertation. The consultants’ customers may consist of those who will apply it when developing software, i.e. designers, developers, and project leaders.

For consultants to be able to train designers and developers in the use of a method, it has to be proven and well documented. Without proof of added benefits to the trainee, there will be no incentive to learn it, and without proper documentation training how each process step should be taken will not be possible.

| R2 | The steps in the process should be clearly documented. |
3.5.5 Suppliers

As the treatment suggested here consists of a software development method, the suppliers considered are those who provide context-aware application designers, developers, and project leaders with the tools necessary to perform their jobs. These tools may consist of modeling tools, tools for writing application code, project management tools, and others.

Suppliers of products that are used in conjunction with a software development method, are primarily vendors of software design and development tools. Their primary interest will be to continue or increase their sale of tools, despite the method of software development.

R4 The tools offered should be similar to existing tools, or allow tooling of personal preference.

3.5.6 Other stakeholders

Henkemans et al. [41] discussed the stakeholders for the commit/swell project. These stakeholders, however, are primarily concerned with context-aware well-being applications themselves, rather than the process of designing and developing such applications. As our treatment concerns the development process, we find that the stakeholders found by Henkemans et al., such as health care insurance providers, and health care professionals, are not the same as our identified stakeholders: they are concerned with the software resulting from the development process, rather than the process itself.

3.6 An example context-aware application

This section introduces an example context-aware application. We use this case throughout this dissertation to illustrate the methods and techniques discussed. The method to create this application will have to adhere to the requirements discussed in this chapter.
**Process Requirements**

- **R1** Domain knowledge and system requirements should be easily understandable by the software designer.
- **R2** The steps in the process should be clearly documented.
- **R5** The relation between requirements and domain information, and software design should be documented.
- **R6** The means of documenting domain information should be readable by domain experts.
- **R7** The time required of the domain expert should be as small as possible.
- **R8** The process should allow for the use of existing management methods.
- **R9** The chance for software errors should be minimized.

**Tool Requirements**

- **R3** The designer should be supported by tools.
- **R4** The tools offered should be similar to existing tools, or allow tooling of personal preference.

Table 4: Requirements for a development method of context-aware wellbeing applications

We regard a step counting application as an example. This is a highly simplified version of the Activity Coach discussed in Appendix G. The application has the following requirements:

- The application must count the steps taken by the user.
- The application must show the counted steps on a graphical user interface.
- The application must indicate how far the user is toward the daily recommended number of steps.
- The application’s interface must show the user’s progress toward his/her daily goal, encouraging or discouraging more activity based on the amount of activity required.

Unlike the Activity Coach, this application does not learn from or anticipates the user’s behavior. It should indicate if a user should be more or less physically active, but personalization as offered by the Activity Coach is not required.
METHOD REQUIREMENTS

3.7 DISCUSSION

The requirements discussed in this chapter are those for a development method for software applications. Combined with the specifics of the fields of context-awareness and well-being discussed in the previous chapter, they give us insight in the challenges posed when designing and developing context-aware well-being applications. The requirements discussed should not be mistaken for requirements on the applications themselves. Well-being applications have additional stakeholders, e.g. the end-users and health care providers, which will result in additional requirements. The idea is that by satisfying the method requirements, it is possible to better satisfy the user requirements with regard to the application itself.

The different stakeholders identified in this chapter are not necessarily different persons. They may also be roles a person has during several stages of the development process: a project manager can be a software designer, and it is possible that a software developer is also a domain expert.

3.8 CONCLUSIONS

In this chapter, we identified stakeholders who are affected by a development method for context-aware well-being applications, and the requirements these stakeholders have for such a method. Any process that is identified as a possible means of developing this type of applications more efficiently is to satisfy these requirements. We discussed software designers, who would benefit from easily understandable domain knowledge and system requirements in order to prevent errors made. Additionally, designers should be supported by tools, which operate in a similar fashion as currently used tools, or the development method should allow for designers to use their own tools of choice.

Software developers benefit from clear relations between requirements and designed software elements to be able to reason when a system could be deemed complete with regard to the requirements. Developers also require tool support, tools which are provided or sold by suppliers. If software is created efficiently and with a reduced number of errors, the development company will benefit because of higher sales and reduced cost of correcting errors.
When the ideas and opinions of domain experts are required, the domain information provided should be documented in a format readable by both the experts, and the software designers and developers. The time required of the domain experts should also be minimized.

During the development process, a project manager wants to keep track of progress. With multiple management methods available today, the software development method should allow for the use of these existing means of management.

The final stakeholder identified was the consultant, i.e., a person that trains the end-users of the method (the designers and developers) in the usage of the development method. For this class of stakeholders, documentation of the development method is key.

For each of these stakeholders, we have defined and motivated requirements, answering research question RQ2.1. These requirements are summarized in Table 4 on page 29.
“For me context is the key - from that comes the understanding of everything.”

– Kenneth Noland (artist)

We answer the following research question in this chapter:

RQ1.2 [KQ] Which requirements engineering approaches have been proposed for context-aware systems?

RQ1.3 [KQ] What challenges are specific for the design of context-aware systems and how are they addressed by current methods?

RQ2.2 [KP] Which MDD methods for developing context-aware systems currently exist?

This chapter discusses previous work in the fields of context-aware application design and well-being support obtained through systematic literature research while writing previously published works (as listed on page 282). With regard to context-aware application design, requirements engineering for this type of system is discussed (section 4.1) and design strategies are looked at (section 4.2) in order to answer RQ1.2, RQ1.3, and RQ2.2. Finally, we discuss software application support for the identified well-being types (section 4.3).

4.1 REQUIREMENTS ENGINEERING

When gathering and eliciting requirements for non-context-aware systems, the methods we can chose from are plentiful [5, 79, 81, 82, 120, 129, 130]. For example, we can gather requirements at design time through stakeholder interviews and questionnaires. These requirements can then be prioritized and implemented in the application. By providing a prototype of the system to the user, the we can test the elicited requirements (do the requirements correspond
to features needed by the user?), and changing or adding to them if needed. This process works well if stakeholders have the time and ability to specify their requirements up front, and to thoroughly test the prototype.

In situations with unpredictable contexts of use, the traditional linear process is less suitable. Context-aware systems are examples of this. Users will use these systems in a diverse range of situations and locations, making requirements engineering for this type of system challenging: when dealing with a different set of context elements, and element properties, the user might want the system to operate in a different fashion, according to Seyff et al. [96]. Such different contexts might not be foreseeable by the designers, and with users having little experience with this type of system, they too might be unable to specify their wishes, i.e. the ways the system should operate in different contexts. Novel requirements engineering methods are required to help requirements engineers deal with this challenge.

As Sitou and Spanfelner [100] state, expectations regarding context-aware systems are high, and such systems often fail to live up to their expectations due to a discrepancy between what users expect and how the system behaves. The authors describe an overall system architecture and a requirements elicitation method. The elicitation method focuses on requirements per part of the system architecture. The requirements are gathered by playing through specific scenarios, eliciting requirements about the basic system functionality first, after which usability concerns are addressed by performing task analysis. The process is iterative, and re-executed to gain additional requirements. However, when we analyze the method proposed, we see that in order to elicit requirements, the domain has to be known very well, and it should be possible for the requirements engineer to predict future situations of these systems. Without this knowledge, we cannot specify scenarios. Because of this approach, it is not possible to gather requirements for those situations which are unanticipated, leaving the system behavior undetermined. The authors note that a system part that aims at “identifying needs that could be automatically recognized by the system at runtime and at converting them into adaptation requirements.” How this should happen, however, is not discussed. Comparing this method to our development method requirements as listed on page 29, we see that it does not satisfy any of them.
Seyff et al. [96] propose to use in-situ requirements engineering to solve the problem of users being unable to specify their requirements up front by providing them a prototype application. A requirements engineer then observes the user while s/he uses the prototype. If discrepancies between functionality offered by the system and the demands of the user arise, the context factors are recorded and new requirements are specified or existing requirements altered. Although this method does not contradict any of the requirements we elicited in the previous chapter, it does not help with the initial requirements analysis process either: a prototype still has to be created, after which requirements can be checked using the method proposed by the authors. It could therefore be classified as requirements evolution or refinement, rather than engineering. Furthermore, as a requirements engineer should follow an end-user, the method is costly: firstly, end-users have to be found who are willing to participate in a long-term test of new software, and a requirements engineer has to follow this person, which requires a significant amount of person hours. To reduce this investment of time, Seyff et al. [97] propose to supply the intended end-user with an application to capture their own requirements in situ. This would eliminate the need for a requirements engineer to follow and observe the user. The authors indicate that the tool should be able to capture contextual information, end-user needs, and a rationale for this need and a task they wanted to perform. The tool presented in the paper allowed the users to capture a picture and GPS information, which were timestamped as the user entered his/her need and rationale in plain text (this satisfies our requirement R6). To test the tool, we provided it to end-users, and requirements for a commuting application and for a shopping application were collected. The authors conclude that the tool allows end-users to document their individual needs and that analysts can deduce well-defined requirements from these needs. Although this method does solve the problem of the need for a requirements engineer to constantly follow the user, the method is tested only for an application where the goal of the user was clear and the user knew what could be expected from the application under development. This is not the case with well-being applications, where personalization often has to happen at run-time, rather than at design time. Additionally, the subjective, personal requirements of users regarding a well-being application might not align with what is objectively good for the
user. We can argue that if subjective requirements are collected up front, the domain experts could verify these and correct them to be objectively beneficial to the user, which satisfies our requirement R7.

Salifu et al. [87] note that context-awareness entails a constant monitoring of the environment, and the switching of behavior in accordance to these changes. To facilitate constant monitoring, the authors propose a solution based on the Problem Frames approach proposed by Jackson [47]. Monitoring and switching problem frames are created, taking variability of problems into account. The problem frames are then used to derive state charts that capture the desired application behavior. This solution assumes that monitoring can identify new requirements. Salifu et al. [88] build further upon this work. The authors suggest the specification of requirements should be performed using boolean logic, which allows the application to verify at run-time, using boolean solvers, whether the requirements are still satisfied by the application in the current context. The authors claim that their solution improves on previous work with regard to time required by monitoring the context and switching behavior. The methods proposed in [87, 88] both allow for highly detailed description of system requirements and for automatic interpretation of these at application run-time. However, due to the notation used by the authors (boolean logic) the requirements are difficult to understand. This violates two of the requirements for a context-aware well-being application development process we formulated, i.e. that the requirements should be readable and understandable by software designers (requirement R1) and domain experts (R6) alike. Furthermore, the focus of the method is highly technical, instead of taking the human factor into account as well.

In [46], Inverardi and Mori describe the difference between changes in the behavior of a system that designers can anticipate at design time and those that have to be decided upon at run-time, calling these foreseen and unforeseen evolutions. To anticipate these evolutions, the authors propose a framework which uses a model of the context and the context requirements in a features based system. Requirements for the system can be added, removed or altered by the user at system run-time. Requirements should be specified through boolean statements, which allows the system to reason over the requirements, and adapt its behavior accordingly. The authors motivate the method using an e-health application. The primary problem we see with the solution direction identified by the authors,
is that it is highly technical, both in the focus and in the style of specifying requirements: the authors are primarily concerned with hardware details, and do not seem to consider the human aspect of the e-health system under development. Furthermore, the technical structure of the notation makes it impossible for domain experts, i.e. health care professionals, to verify whether the requirements they have provided are documented correctly, which is a violation of our method requirement R6 and R7.

Huang et al. [45] chose not to only look at the elicitation of requirements while developing the first version of the software. Instead they look at the requirements of evolving software throughout multiple versions, and how these requirements evolve as well. The framework proposed by the authors is therefore claimed to be suitable both for requirements elicitation and for requirements recovery from existing systems through application code analysis. Although requirements elicitation is mentioned, the authors do not clarify how this is to be done using their framework. Additionally, the requirements discussed throughout the paper do not seem to anticipate unknown future situations. The way of coming to these requirements demands full domain knowledge and perfect anticipation. Because, the method requires detailed knowledge of both the domain and technical elements of the application design, we deem it unsuitable for domain experts to work with. None of our method requirements is satisfied by the framework proposed.

The method proposed by Desmet et al. [29] is aimed at gathering requirements for context-aware systems through a systematic approach. The authors claim it is designed to be simple so all stakeholders can use it, but expressive enough for the requirements to evolve toward the solution space, i.e. application design and programming. Although the method proposed by the authors allows for the modeling of behavior variations, these heavily rely on domain knowledge and on the perfect anticipation of future contexts, which, as we concluded earlier, is not possible in the systems we are considering. The paper focuses primarily on the modeling language to capture the requirements, rather than on the actual elicitation process. Finally, the method is geared at the soft- and hardware requirements, rather than looking at the needs of the end-user. We argue that the method satisfies our requirements that it should be easily understandable and the output readable by all involved (R1 and R6), the technology focus of the method, combined with the
lack of tool support and description how to deal with unanticipated future settings makes this method unsuited for our needs.

Rather than looking for specific requirements, Ming et al. [69] look for the intentions the future end-users have with the application. Starting from user goals, the authors propose to collect both user response to the application’s behavior and behavior patterns to improve the formulated goals during the reiteration steps. By analyzing past behavior, the authors claim that future the can predict and anticipate behavior, and so future user needs. When analyzing the method, however, we see that rather than purely focusing on the goals, the authors look at requirements derived from goals. They argue that these requirements “may not cover all the possible situations.” Although this method is more user oriented than other requirements engineering methods discussed in this section, the process of reiterating through multiple versions of the software before a version is created that satisfies all, or at least as many as possible, user requirements seems labor intensive to us. Furthermore, the role of domain experts is not discussed by the authors.

Sawyer et al. [90] propose to use “requirement awareness,” i.e. the ability of the system to verify which requirements it is currently adhering to, as a run-time solution to the design-time inability to make proper predictions on the future system context. The authors compare this quality to middle-ware system being able to use reflective means to introspect their architectural configuration. The authors introduce a DSL to capture requirements. They claim the models in this language can be analyzed at run-time and allow behavior adaptation. If requirements are conflicting, the user should be consulted. Requirements are formulated in semi-structured natural language, so they are easily readable by designers and domain experts alike (R1). As other methods discussed, the method proposed by the authors is highly technology focused, rather than looking at requirements from the actual end-user. The authors do not provide a concrete example how their method should be used, which causes the explanation to remain abstract.

Focusing on requirements engineering for pervasive health care systems, Jørgensen and Bossen [50] do not define a system that adapts at run-time. Rather, a three-tier approach is proposed to improve the requirements collection. Firstly, requirements are postulated in free-form prose, describing use cases and system behavior (R1). Secondly, executable models are created from these stories.
Finally, animated applications are provided to the user to interact with. These applications depict the future usage setting and allow the user to see system behavior visualized. The relation between artifacts is, as such, well documented (R5). The method proposed by the authors, however, assumes a predictable environment in which the system will operate: although the required system behavior is not yet known (this should be elicited), where the system will be is known, the context elements that will be there are also known. This approach may work when regarding systems that are statically embedded in a specific context, such as ubiquitous systems, but may not be suited for mobile context-aware applications, such as the well-being applications we consider in this dissertation.

Finkelstein and Savigni [38] also recognize the inherent problems posed by the context-aware capabilities of systems: “A changing context means essentially that one cannot, while analyzing requirements, rely on reassuring assumptions about the world.” Instead of looking at system requirements (the way the system should operate in certain situations), the authors focus on system goals (the reason why the system should be delivering certain services). The proposed solution is targeted on the “why” of the system, not the “what” or “how,” i.e. goal-driven, rather than requirements- or specification-driven. By reflecting on these goals at run-time, behavior can dynamically be adapted. The authors, however, do note that due to the early stage of the research, the exact way of implementing this framework should be determined. This framework assumes a set of fixed user goals, but is flexible with regard to specific requirements. Although the work seems promising, the authors make no mention of a method of gathering or formulating the goals for the system, whereas we are looking for a fully documented way of moving from user goals to a system design, rather than an abstract framework description.

The requirements satisfied by the methods discussed here are summarized in Table 5.

4.2 CONTEXT-AWARE APPLICATION DESIGN

In current work, we can roughly identify three categories of directions for improvement for the design of context-aware systems: (i)
State of the Art

Table 5: Requirements satisfied by requirements engineering methods

<table>
<thead>
<tr>
<th>Method</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>R6</th>
<th>R7</th>
<th>R8</th>
<th>R9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sitou and Spanfelner [100]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seyff et al. [96, 97]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salifu et al. [87, 88]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inverardi and Mori [46]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huang et al. [45]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desmet et al. [29]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ming et al. [69]</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sawyer et al. [90]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jorgensen and Bossen [50]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finkelstein and Savigni [38]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

improved design processes, (ii) better ways of capturing the design, and (iii) architectural solutions for context-aware systems.

4.2.1 Design process

Silva et al. [99] note that the development process of context-aware systems can be time consuming. To improve this, the authors introduce a process which enables developers to rapidly create prototypes of the application. The framework uses state transition systems to capture dynamic behavior, which is in turn visualized in a three-dimensional simulation. It is this simulation with which the users
can interact. Most steps of the approach discussed are tool supported, satisfying our requirements R3 and R4. Furthermore, software engineers will be accustomed to working with state transition systems, making it understandable to work with (R1). The documentation of the process steps could be improved (R2), and no mention is made of the requirements gathering and processing. Furthermore, no information regarding the role of the domain expert is given.

Sheng et al. [98] present a platform that should simplify the development of context-aware web services. The platform is based around the notion of model-driven engineering: contexts are defined in a language called ContextUML, which is a specialization of the UML created for the specification of context-aware systems, these context models being automatically translated to executable implementations of the target web service platform. The end-user of the web service can interact with these executables. The method proposed satisfies a number of our requirements. It is understandable by software designers, and fully tool supported (R1, R3, R4). The authors do not, however, clarify what the role of domain experts in the design process is. Furthermore, the models that are created to represent the context and the context-aware web service are highly technical, making them unsuitable as a means of communicating with experts.

Kang et al. [53] introduce a tool for the design of context-aware systems. In the paper, the authors focus on health care systems, designing a ubiquitous system for a smart home. The design is performed according to a framework which consists of five components: (i) a context provider that obtains context information through sensors, (ii) a context integrator that combines context information from multiple sources, (iii) a context interpreter that derives additional information from the obtained sensor data, (iv) a profile manager that handles user and service profiles, and (v) a context manager that drives the system as a whole. The tool provided by the authors is based on the Eclipse platform, and allows designers to create context-aware systems through a structured process. The solution direction proposed by Kang et al. satisfies our requirements with regard to understandability by the designer (R1), the need for well defined process steps (R2), and provides tool support (R3, R4). The authors do not discuss how requirements should obtained and translated. Neither is the role for the domain experts clearly stated.
In [104], Sottet et al. focus on the development of user interfaces for context-aware systems, rather than on the full system design. The authors propose a model-driven approach for this development process. The authors specify five principles which should improve the quality of the user interfaces that will be generated through the process. The user interface is first specified through models, which are transformed automatically using ATL model transformations. The context in which the application will be used is modeled in an ontology, rules for dealing with context changes are specified using Event-Condition-Action (ECA) rules. The context switches that are anticipated by the authors are related to a change in application platform, i.e. a move from a desktop system with a mouse and keyboard, to a small screen smartphone et cetera. The approach taken by the authors seems to prevent errors while coding the user interface (our requirement R9), and developers with experience in model-driven engineering can clearly understand the models and transformations created (R1), using tools known to them in the process (R3 and R4). The role of the domain expert, however, is not clearly stated, nor is an example given for the models that are to serve as an input for the transformations.

4.2.2 Capturing design

To capture the design of context-aware systems, Abeywichrama et al. [1] propose “State Of The Affairs” (SOTA). SOTA is a formal modeling language that allows designers to capture labeled transition systems that represent the workings of the application under development. At the basis of the modeling language is the state of affairs at a certain time. This state of affairs can move through the “SOTA space” through transitions. To capture the intended behavior of the system, developers can specify goals, along with a constraint on how to reach it. As the system is specified in a formal way, model checking analysis may be used to verify the system is error free. Although the research direction taken by the authors seems promising, it is intuitively clear that the notation used by the authors is not easily understandable, especially if large systems with multiple goals are specified in it. This is a violation of our requirements R1 and R6. Furthermore, it is not clear how the authors intent to support...
the use of the language, other than allowing it to be checked using Labeled Transition System Analyzers.

Muñoz et al. [70, 71] propose a domain specific modeling language to capture the structure of pervasive systems. The language is called Pervasive Modeling Language (PervML) and is situated at the Platform Independent Model (PIM) level of the MDA: the systems are described in an abstract way, not dealing with future underlying implementation technologies. The PervML language allows for the capturing of information regarding the interoperability of systems, triggers, pre- and post-conditions, and service aggregation. Through the use of model transformations, it is possible to generate OSGi models, which in turn can be used to generate Java code for services. Serral et al. [95] uses PervML and the PervML Generative Tool (PervGT) created by Cetina et al. [24] to specify a model-driven method for context-aware application development. Improvements over regular development include decreased development time, increased reusability, and improved software quality. The PervML and the model-driven process based on it seem to satisfy a lot of our requirements. The models are easily understood by designers (R1), the process of attaining a software design is documented (R5), the process would allow for existing management methods (R8), because of the model-driven nature the risk of errors is reduced (R9) and the steps are clearly documented (R2). Cetina et al. [24] adds tool support that is similar to the support designers currently have, satisfying R3 and R4. The requirements not dealt with, however, are those of the domain expert: the PervML is geared at the technical design, and not at the elicitation or capturing of domain knowledge, which is where our requirements R6 and R7 are aimed at.

Paganelli et al. [80] introduces two types of models to capture context information and to drive context reasoning. The models are called “Context Acquisition and Delivery Data Model” (CADDM) and “Context Reasoning Data Model” (CRDM). The first type of model allows designers to capture context information and is object-oriented, the second allows for reasoning over context element relations and is ontology-based. The authors describe the usage of these models in the process of designing a context-aware tourism application. Although the duality in the approach seems interesting, additional detail regarding the actual development of the tourism application example should have been provided: the authors mention that the CADDM and CRDM models are used, however, do not provide
examples of the model implementations for this specific example. What is clear, is that the approach suggested satisfies a number of our development method requirements. Firstly, system designers will be able to understand it (R1), the move from requirements to the models is clear (R5), and given the nature of the models, it is possible to provide tool support (R3, R4). The move from the models to the rest of the design and programming is not detailed, and the role of the domain experts is not elaborated on.

Henricksen et al. [43] propose a method of capturing the technical system context of context-aware systems. The method allows for the description of the concept of a ‘Person’, who is authorized to use, or is located near a certain ‘Device’. The Person also has a (communication) ‘Channel’, which in turn requires a Device. ‘Location Coordinates’ are used to locate the Person and the Device. The authors allow for the use of different association types in the models, including ‘Static associations’, ‘Derived associations’, and ‘Sensed associations’. Dependencies can be added between associations in order to guarantee a stable system. Furthermore, associations can be annotated with quality parameters, indicating accuracy and certainty of these connections between entities. Henricksen and Indulska [42] use this modeling approach to guide the analysis and modeling of context requirements, creation of an infrastructure, application design, and testing. The modeling method introduced by the authors is primarily aimed at modeling physical entities and their relations. Activities and other attributes can be added or annotated, but these are of lesser significance in the models. Because of this modeling focus, only the context situation at a specific moment in time can be represented in the model, while dynamic context behavior, i.e. the transition from one situation to another, cannot be modeled. Although the modeling language uses a specific notation, it would probably be understandable by software designers if some training was provided (R1). Due to the technical nature, however, the models are unlikely to be easily readable by domain experts. The role of experts is not discussed.

Bolchini et al. [14] provide a survey of 16 context modeling languages. The languages are compared on features such as space, i.e. location information, time, i.e. temporal aspects, type of formalism, such as described earlier, and the ability to reason over the context. The conclusion of the authors is that languages that aim to be general purpose fail to be effective, as the requirements for a
context-aware application design

general purpose language are different from those for a domain specific language. Languages that target specific problem areas should therefore be preferred. Bettini et al. [11] also give an overview of context modeling languages, however, the authors have different requirements regarding the language, such as heterogeneity, i.e. the ability to express different types of context information, modeling of imperfections, and usability. Bolchini et al. [14] disregard usability as a criterion, as this is a subjective measure. The authors propose a hybrid modeling approach that captures three levels of detail: (i) low-level sensor data, (ii) data representation and reasoning, and (iii) ontological representation and reasoning. Although the models individually are readable for software designers and domain experts (R1 and R5), spreading the information over several models, the relation between modeling elements not formally defined, can be confusing.

Dockhorn Costa et al. [32] characterizes context as either being intrinsic or relational. The intrinsic contexts includes types of context which belong to a single context entity, and do not depend on relations that entity has with other entities, such as geographical location or heart rate. The relational context type does depend on relations between entities, such as a social network, in which a person is related to other people. Using these context types, it is possible to build situational models. These models are instances of a context model. The models build by the authors are presented as UML class diagrams, and are therefore understandable by software designers (R1). The situation models are further simplifications and should be readable by experts (R6). Dockhorn Costa et al. [33] propose to use context models and situation models to drive a rule-based reasoning engine. The models created in the modeling language described in this chapter does not make an explicit distinction in intrinsic or relational contexts, rather, the measurability of context items is regarded as an important aspect. Tool support is not offered, which violates our requirement R3.

4.2.3 Architectural solutions

To aid and ease the development of context-aware systems, Salber et al. [86] proposed the Context Toolkit. This toolkit consists of reusable building blocks called widgets. These widgets aim to hide
specifics of the context, while managing the details of it, not unlike their counterparts found in user interface design. The authors do not propose a method to be used for combining these widgets, this is left to the developer. Reusability is useful for developers, requiring less work to build applications. However, the authors make no mention of how the widgets should be used together. They authors fail to clarify how their method eases the development of systems that are “distributed […] and use unconventional sensors.” The method proposed in the paper only satisfies our requirement R₁, being that it is readable for designers and developers.

Lane et al. [59] describe the architecture of a context-aware wellbeing system. The BeWell system consists of a smartphone and an infrastructure part, the smartphone elements providing means for sensing and providing the user with feedback, the infrastructure hosting a web portal and performing calculations on raw data. The process of requirements engineering, and design and implementation of the system are not discussed in detail, the primary focus of the paper being a technological one. van Sinderen et al. [121] give a similar description for context-aware systems in general, providing an architecture that as designed to be more scalable and modular. The operation of both systems does differ. While Lane et al. focus on informing the user of the application through a relatively simple feedback loop, van Sinderen et al. use context reasoning and ECA rules to directly interact with the environment. As is the case with Salber et al. [86], both Lane et al. [59] and van Sinderen et al. [121] do not clarify how their methods are used to improve software quality, reduce errors, and reduce development time. Domain knowledge and domain experts are mentioned in neither of the papers.

Capra et al. [22] explore a middle-ware solution for the design of context-aware systems. The authors propose to use reflection to be used in the middle-ware layer. Through this reflective property, the application running on the middle-ware can access the context information. The middle-ware makes sure that the internal representation of the context is up to date and policies based on the context are not conflicting. Conflicts can be a problem as two separate applications might want to exhibit different behavior based on context information.

To deal with the need of context-aware to adapt their behavior at run-time, Nunes et al. [75] propose an architecture that consists of four main components. These components, the Aggrega-
tor, Mediator, Maintainer, and Actuator, are tasked with capturing and identification of context elements and changes, identification of adaptation needs when a context change is detected, management of context definitions, and making adjustments to the process in the work environment when needed respectively. These components are controlled by a context manager, which also keeps repositories of contexts, and context rules. Although the architecture defined in the paper seems fitting for context-aware systems, the authors do not provide a convincing application scenario: instead of “normal” context-aware applications that operate in a real-world context, the authors chose to elaborate the design based on the iTunes music store. As this is a regular web service that does not operate in unpredictable environments, we find it hard to regard this as a context-aware system. Even though the solution direction seems promising, the authors do not elaborate on the development process of the systems based on their architecture, or show how this architecture is an improvement over systems using the traditional sensing/processing/reasoning structure.

Zhang et al. [136] propose an architecture for a system that should help elderly with mild dementia to live at home. The architecture consists of four components, namely a smartphone based assistant application which provides means of interacting with the user, a home gateway that communicates with the other system components and performs the context reasoning, sensors to obtain information, and a server that logs events from the gateway. Caregivers can set rules and reminders. The type of system concerned by the author is, despite the use of a smartphone for user interaction, statically embedded in the context. Despite the architecture being clear, the paper does not answer any of our requirements specifically. Especially knowledge from domain experts is not regarded, except for opinions regarding the working of a pilot version of the system.

Jaroucheh et al. [48] focus on the distributed nature of context-aware systems. The authors identify, among others, coordination, interoperability, mobility, and scalability as challenges faced when working with this type of system. As a solution direction, the authors propose a three layer architecture, consisting of (i) a network layer, (ii) a mobile middle-ware layer, and (iii) the application layer. The first layer should handle all network related issues, the middleware layer taking care of, among others, resource management, context management, event notification and security, while the appli-
cation is tasked with personalization, interoperability, and mobility. Comparing the solutions offered by Jaroucheh et al. with our design method requirements, we see that it satisfies requirement R1 (understandability by designers), R5 (relation between requirements and design), and R9 (minimize software errors). However, no clear process is specified, no tool support is offered or suggested, and the role of the domain expert is unclear.

A summary of the requirements satisfied by development methods discussed by these sources is provided in Table 6.

4.2.4 Discussion

Two things become apparent from Tables 5 and 6. Firstly, nearly none of the requirements engineering methods discussed in this chapter contribute to the posed method requirements. Secondly, only one paper is concerned with the readability of requirements by domain experts, and none of the papers deals with the minimization of time required from the domain experts (R6). Understandability by software designers is something addressed by all papers, tool support is the second subject dealt with most often. Overall, we can conclude that methods currently available to design and develop context-aware applications are primarily focused on solving problems that are technological in nature. For well-being, however, what is offered is of a much higher importance than how this is done. Well-being systems require a user-centric approach when it comes to the development, taking both objective and subjective requirements into consideration.

4.3 Well-being Support

In this section we explore the support applications currently available for physical and mental well-being. We did not look for social well-being support applications, because, as we stated in section 2.2, we consider this type of well-being out of our scope.

4.3.1 Support applications

In the field of well-being support, applications often offer support for a single type of well-being: applications that support physical
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R1. Domain knowledge and system requirements should be easily understandable by the software designer.
R2. The steps in the process should be clearly documented.
R3. The tools offered should be similar to existing tools, or allow tooling of personal preference.
R4. The relation between requirements and domain information, and software design should be documented.
R5. The means of documenting domain information should be readable by domain experts.
R6. The time required of the domain expert should be as small as possible.
R7. The process should allow for the use of existing management methods.
R8. The chance for software errors should be minimized.
R9. The designer should be supported by tools.
R10. The tools offered should be similar to existing tools, or allow tooling of personal preference.

Design process

<table>
<thead>
<tr>
<th></th>
<th>Silva et al. [99]</th>
<th>Sheng et al. [98]</th>
<th>Kang et al. [53]</th>
<th>Sottet et al. [104]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
| Capturing design
| Abeywichrama et al. [1] | -                 | -                 | -                 | -                   |
| Muñoz et al. [70, 71] | X                 | X                 | -                | X                   |
| Cetina et al. [24]   | X                 | X                 | X                | X                   |
| Paganelli et al. [80] | X                 | -                 | X                | X                   |
| Henricksen et al. [43] | -               | -                 | -                | -                   |
| Henricksen and Indulska [42] | - | -               | -                | -                   |
| Bolchini et al. [14] | -                 | -                 | -                | -                   |
| Bettini et al. [11]  | -                 | -                 | -                | -                   |
| Dockhorn Costa et al. [32, 33] | X | -               | -                | X                   |

Architectural solutions

<table>
<thead>
<tr>
<th></th>
<th>Salber et al. [86]</th>
<th>Lane et al. [59]</th>
<th>van Sinderen et al. [121]</th>
<th>Capra et al. [22]</th>
<th>Nunes et al. [75]</th>
<th>Zhang et al. [136]</th>
<th>Jarroucheh et al. [48]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 6: Requirements satisfied by development methods
well-being do not try to influence mental well-being and vice versa. COMMIT/swell [83] is a project that aims to bridge this gap.

Physical well-being support

For physical well-being support, we see two types of applications: those that are to be used by the person without any help from health care professionals, which often bought and downloaded by people curious about their own well-being, and tele-treatment systems which are supplied by a health care professional.

Achterkamp et al. [2] list several existing physical well-being applications. Most of these applications are aimed at improving physical activity [26, 40, 63]. Accelerometers and tri-axial gyroscopes are often used to measure physical activity. Achterkamp et al. [2] lists well-being support applications that users can purchase on Apple iTunes or in the Google Play Store. The applications discussed by the authors are shown in Table 7. The authors make three distinctions: (i) applications that operate locally on the smartphone, (ii) applications that operate locally and store information in an external database, and (iii) applications that operate locally, store information in an external database, and provide the user with additional feedback which is provided directly by a health care professional.

Considering tele-treatment systems, the focus seems to be primarily on physical well-being support. Examples of such applications are listed in Table 7 as “Local feedback including feedback through a database and health care professionals.” Because treatment, rather than well-being support, is out of the scope of this dissertation, we will not go into detail here.

Mental well-being support

Koldijk [56] describes a tool that should support knowledge workers to improve well-being at work. The application runs on a personal computer system and uses sensors in order to recognize the user’s context. The information sources proposed are the keyboard and mouse, but also application information. Using these, the application can deduce which task the user is working on. By incorporating sensors such as microphones, GPS sensors and cameras, attempts can be made to deduce the user’s social context, i.e. the people the user is with. A combination of these may give us an indication
### Table 7: Physical well-being support applications

<table>
<thead>
<tr>
<th>Application name</th>
<th>Application type</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>UbiFit</td>
<td>Local feedback systems</td>
<td>Gamification (growing plants and garden)</td>
</tr>
<tr>
<td>StepUp</td>
<td>Local feedback systems</td>
<td>Step counter</td>
</tr>
<tr>
<td>Office Exercise</td>
<td>Local feedback systems</td>
<td>Exercise suggestions</td>
</tr>
<tr>
<td>Mijn activiteit</td>
<td>Local feedback systems</td>
<td>Activity tracking</td>
</tr>
<tr>
<td>Routinely</td>
<td>Local feedback systems</td>
<td>Remind user of tasks to establish habits</td>
</tr>
<tr>
<td>Be Fit, Stay Fit Home</td>
<td>Local feedback systems</td>
<td>Activity tracking</td>
</tr>
<tr>
<td>Fitness Challenge</td>
<td>Local feedback systems</td>
<td>Activity tracking</td>
</tr>
<tr>
<td>Exercise Booster</td>
<td>Local feedback systems</td>
<td>Body measurements and weight tracking</td>
</tr>
<tr>
<td>HealthLog</td>
<td>Local feedback systems</td>
<td></td>
</tr>
<tr>
<td>Nexercise</td>
<td>Local feedback including feedback through a database</td>
<td>Activity tracking, gamification (competitive)</td>
</tr>
<tr>
<td>Runkeeper</td>
<td>Local feedback including feedback through a database</td>
<td>Exercise tracking</td>
</tr>
<tr>
<td>P4Well/Wellness Diary</td>
<td>Local feedback including feedback through a database and health care professionals</td>
<td>Insight, tracking</td>
</tr>
<tr>
<td>TuneWalk</td>
<td>Local feedback including feedback through a database and health care professionals</td>
<td>Exercise tracking</td>
</tr>
<tr>
<td>Philips DirectLife</td>
<td>Local feedback including feedback through a database and health care professionals</td>
<td>Activity tracking</td>
</tr>
<tr>
<td>Roessingh Research and Development activity monitor</td>
<td>Local feedback including feedback through a database and health care professionals</td>
<td>Activity tracking</td>
</tr>
</tbody>
</table>

about the perceived workload. The author does not discuss specific interventions.

Bosems et al. [18] list applications that are commercially available, and aim at helping the user gain insight into his/her working behavior [84, 102], structuring data [36], and planning [34, 66]. Such aids should reduce stress in the user. Other tools are there to prevent distraction, allowing the user to focus on his/her work [116]. These are shown in Table 8.

Kailas et al. [51] discuss the move toward more personalized health care to be implemented in society, as this could reduce the overall cost of health care. They identify an increase of health-related applications for smartphone devices, and provide insights regarding challenges for wellness applications and systems such as security, user interface restrictions, memory restrictions, interference issues and data collection challenges.
As we have discussed in chapter 2, the well-being domain is broad, encompassing the entire spectrum of feelings a person may have regarding any situation, may it be physical to his/her own body, social interaction, or on an emotional level: all these factors are related. Because of this interrelatedness, providing a single means of improving every aspect of the well-being spectrum is challenging.

The notion of “subjective well-being” adds additional challenges to providing well-being support. A person decides upon how s/he feels given all aspects of the current well-being situation combined. For example, a person suffering from a permanent physical disability may perceive his/her well-being as good, whereas a person with a temporary ailment may judge his/her own situation as not being good at all. Objectively, the well-being situation of the person with the disability can be judged to be a lesser one due to the permanent nature of the condition. However, we can also reason that the person dealing with a permanent situation may have grown accustomed to it, as it is his/her every day life. The person with the temporary problem, on the other hand, is not used to his/her situation, it impacting their subjective experience to a greater extent.

Another example is that of exposing two individuals to the same external stressors. Due to the different personalities of both persons, these stressors are unlikely to be experienced identically: some people have higher resistance to stressors, or are by nature better able to cope with them. Different people perceive stress differently, even though the external, real-world stressors were identical.
A final example regards the subjective nature of social interaction. All people have basic needs to this regard, but interactions are subjectively experienced differently based on time, earlier events for the individual, and their inter-personal relations. If two people are interacting in a similar fashion, with one of them has a different socio-economic status, then this will affect the way either person perceives the interaction. This also holds true when two individuals have a different opinion of each other: if one person likes the other, s/he will experience the inter-action differently than when there is a feeling of dislike.

Due to the subjective nature of well-being, posing interventions in the life-style of a person is also challenging. Interventions are, or should be, objectively good for a person. However, an objectively good life-style change may have a subjectively negative impact. For example, presenting a person with the objectively sound intervention that they should improve their diet and be physically more active, may have an adverse subjective reaction: life-style changing interventions, as such, should be posed in such a way that the person receiving them can internalize them, so the change can come “from within” in the long run.

The commit/swell project aims to support both physical and mental well-being through both targeted, and integrated solutions. Firstly, applications specifically aimed at improving either physical or mental well-being are created. Providing better physical well-being support entails an improvement of existing well-being applications such as the Activity Coach [77] by including a better evaluation of the user’s base-line fitness and goals, and by adding persuasive techniques to improve user adherence to the exercise regime proposed by the application. The Activity Coach is discussed in more detail in Appendix G. Mental well-being support applications are systems that can detect a user’s working habits and projects s/he is currently working on. The system can suggest documents and e-mails relevant to the task the user is working on, helping in his/her information need. Secondly, by integrating solutions for physical and mental well-being, commit/swell partners will develop a system that can help the user into being more active, while not disrupting his/her daily activities.
In this chapter, we researched the current requirements engineering, design and development approaches available when dealing with context-aware systems in order to answer research questions RQ1.2, RQ1.3 RQ2.2: which RE and MDD methods have been proposed to develop context-aware systems, and how do these methods attempt to solve the specific challenges regarding the design of context-aware systems?

The primary challenge identified by all authors is the inability to fully predict the future context in which the system will be used. Authors in the field of requirements engineering attempt to solve this by improving the way requirements are gathered up front. Other authors recognize that up front requirements engineering might not be feasible for context-aware applications, and instead suggest the system under development to be goal-oriented, specifying only system goals and allowing the system to adapt its operation to satisfy these goals. Authors that look at the design process of context-aware applications on the other hand focus on technological improvements that increase the flexibility of the application, again allowing run-time alteration of behavior.

We looked at 11 methods for requirements engineering. Of these, only Seyff et al. [96, 97], Desmet et al. [29] and Jorgensen and Bossen [50] satisfy two of the requirements we posed in the previous chapter, Sawyer et al. [90] satisfying one requirement. Authors often assume the ability to specify requirements up front, or chose not to elicit requirements at all and only provide an application goal. To improve upon the requirements we posed in the previous chapter, we propose a domain modeling language in chapter 5 that should help developers and designers capture the problem domain. We postulate that this can aid in the elicitation of requirements. Rather than focusing on technological possibilities, we look at the information found in the well-being domain itself. Furthermore, we propose a method for verifying application requirements based on these domain models in chapter 10.

Looking at 20 proposed methods for design and development of context-aware applications, we found that none of the methods proposed took the role of the domain expert into consideration as the documentation of the domain information was not readable by them, and that the time required by the experts was not minimi-
zed. The methods are predominantly focused on the technological solutions to what is a socio-technical problem domain: the social, user-centric elements are often overlooked. Cetina et al. [24] satisfied seven of our nine requirements, leaving the two regarding the role of the domain expert unanswered. However, the authors have a highly technology centric approach to solving the challenges of developing context-aware systems, not dealing with user specific challenges. Again, we think that the modeling language we propose in chapter 5 can help with the development of applications.

In order to leverage the models created in the suggested modeling language, we propose to use a model-driven method for the actual development of context-aware well-being applications. We describe this method in chapter 8. By using a model-driven method, the information gathered in the domain models by interviewing experts can be used directly for the application development, rather than it having to be interpreted by the developers. Such interpretations may be cause for error, resulting in undesired application behavior in the end. An additional benefit of reusing the domain models, is that the time required of the domain experts is limited to the construction of the model, instead of needing them for the actual application development too. By supporting the designers and developers with semi-automatic model-transformations and design tools, development speed of application is increased and the chance for errors is reduced. This would satisfy all requirements identified in the previous chapter. Further more, by employing model transformations, we have direct traceability in the development process: we can directly indicate which features of the application are a result of elements of the input model.

In this chapter, we also looked at current work performed in the field of well-being support, focusing on the sub-domains of physical and mental well-being. We argued that interventions that are “good” for the population in general, might not be for the individual.
Part II

KNOWLEDGE MODELING
A DYNAMIC WELL-BEING DOMAIN MODEL LANGUAGE

“Well-being cannot exist just in your own head. Well-being is a combination of feeling good as well as actually having meaning, good relationships and accomplishment.”

– Martin Seligman (psychologist)

In the previous part, we have looked at the context of this research and a conceptual framework in which it has been executed. Based on this context and this framework, we have elaborated on the requirements for a software development process for context-aware well-being systems. We looked at the current state of the art, and compared these solution directions with our requirements. We found that, because of the unpredictability of the context of a user, traditional methods for software requirements gathering and elicitation are infeasible. Other methods proposed focus on solving technological challenges for context-aware systems, rather than aiming to improve the usefulness of and the user’s experience with the software system. Such methods try to strictly define a highly unpredictable, or even unknown, context.

Instead of specifying the solution domain, i.e. how the software should operate, we focus on capturing the problem domain, i.e. the domain of well-being. We use causal structures for this. This approach has two advantages. First, the causal structures in the domain do not change with changes in the domain itself. Second, the causal approach allows for causal reasoning over the modeled domain. We can use this in context-aware applications to offer improved functionality to the user: the system could reason what functionality would be desired, instead of asking the user for feedback in this regard. Rather than “In situation C, perform action A” because this will satisfy user goal G, the system can, using a causal model as input, reason “in situation C, perform action A” because this will result in effect E, which is better for the user’s health and well-being.
We start by specifying requirements for a domain modeling language for the domain of context-aware well-being applications (section 5.1). Next, we describe the notation of the Dynamic Well-being Domain Model (DWDM) language (section 5.2), after which we elaborate on the usage of DWDMs for the well-being domain and in other domains (section 5.3).

We move toward answering the following research questions:

**RQ2.3 [DP]** Design a method for developing context-aware well-being systems that improves current methods with respect to the requirements specified in chapter 3.

We do not describe a development method in this chapter, this will be done in part III. However, the modeling language discussed here plays a key part in the development method introduced in later chapters.

### 5.1 LANGUAGE REQUIREMENTS

The requirements stated in this section are based on the overall method requirements stated in chapter 3 and the solution direction elaborated on at the start of this chapter.

The disadvantage of current modeling languages is that they do not allow for the capturing of both structural and behavioral properties of a system context in the same model. Instead, at least two different models are required to represent both structure and behavior. More models are needed for the capturing of additional detail or improved readability.

The first requirement for the DWDM language is the ability to capture the static structure of the well-being domain, i.e. the different elements of the domain, and whether they are related. For example, a person’s physical activity and his/her heart rate are related. Sterman [105] provides us with a solution direction for this requirement, namely Causal Loop Diagrams (CLDs).

Secondly, it should be possible to capture the dynamic properties of the well-being domain. It is important not only to know *if* domain elements are related, but also *how*. For example, if a person undertakes physical activity, his/her heart rate will increase. Again, CLDs [105] would fulfill this requirement.

Thirdly, the DWDM language should be easy to use, i.e. when provided with information regarding the structure of the language,
the user, most likely a technology expert or software engineer, should be able to capture well-being information without much effort, documenting which elements exist in the domain, and how they are related. Software designers and developers should be able to use the models to create well-being software applications and systems, domain experts should be able to use them to reason about their own area of expertise and verify whether the information depicted in them is correct. CLDs might not be the best solution with regard to this requirement; as CLDs are not commonly used in the field of software engineering, those designing and developing software might not be accustomed to their syntax.

Fourthly, the models created in the DWDM language should be able to capture technical information that developers can use when developing well-being applications. This will allow users of the language to utilize it for capturing both the domain structure and the technical aspects, such as required sensor technology. For example, if a person’s heart rate should be measured, it should be possible to indicate that a sensor should be used for this, and that the sensor should record the measurement in terms of beats per minute. CLDs do not foresee in this requirement.

Finally, models in the DWDM language should be easily understandable for both technology experts and well-being domain experts. DWDMs should be usable as a tool for communication between these two groups, so mutual understanding of the information captured in the model is of key importance. CLDs might not be the best choice due to the same reason given for requirement three.

In this chapter, we describe the DWDM language, in chapters 6 and 7 we test whether these requirements hold for our design.

5.2 NOTATION OF DYNAMIC WELL-BEING DOMAIN MODELS

This section introduces the grammar of the DWDM language.

5.2.1 Language Development

The development of the DWDM language started with the graphical syntax of Causal Loop Diagrams (CLDs) [105]. CLDs consist of named variables, connected by causal relations that have a certain polarity. We show a simple example of a CLD in Figure 1. This sy-
stem shows the relation between chickens and eggs: if the number of eggs increases, the number of chickens will increase as well. At the same time, an increase in the number of chickens will result in an increase in the number of eggs.

By creating CLDs for the cases discussed in Appendix E, F and G, we found that additional constructs are needed for the CLD language: a requirement for the models to be usable in software development is the ability to capture the measurability of variables. Without this information, software engineers would be required to have extensive knowledge regarding available sensor technology. As a workaround, the variable names were prepended with the annotations “[o],” “[d],” and “[c]” to indicate a variable was observable, derivable, controllable respectively, but a more elegant solution was deemed needed.

The next language development iteration resulted in the addition of units of measurement and measurement scale properties for variables. We found that without these we could not express the domain knowledge unambiguously. Furthermore, norms were added to capture accepted boundary values for certain variables. Without this information, software engineers would need medical knowledge before being able to write an application.

During the development, a choice was made to give the possible values of the measurability property the names “observable,” “derivable,” and “controllable”. We can argue that the first two of these possible values should be renamed to better indicate measurability, such as “measurable” and “unmeasurable.” In other fields, however, similar terminology as ours is used: in physics and statistics, an observable (verb) is something that can be measured. Throughout this dissertation, we will use the measurability property in a similar way, discussing observables/derivable, instead of calling them variables that are measurable/unmeasurable.
5.2 Notation of Dynamic Well-Being Domain Models

The DWDM grammar is specified in the metametamodelling language Ecore [113]. Ecore is part of the Eclipse Modeling Framework (EMF) [35]. The DWDM metamodel is shown in Figure 2.

The DWDM language is a graphical modeling language, allowing the visual depiction of elements of the well-being domain. According to our requirements, its constructs are simple enough to be understandable by experts in the field of well-being allowing them to reason about their area of expertise in a structured way, yet powerful enough to capture the technical details required for the development of well-being systems base on them.
Figure 3: The representation of a variable in the DWDM language. Left the structure of the variable, right an example

DWDMs are constructed using two types of elements (variables, section 5.2.3, and norms, section 5.2.5), which are connected using relations (positive or negative causal relations, section 5.2.4).

5.2.3 Variables

We can associate many different elements with well-being. Some of these elements are physical properties of a person or context, others are mental properties. All of them, however, are described by information that captures the current state of the person’s world. In DWDMs, this information is represented in variables. Figure 3 depicts such a variable. The figure shows how a variable is visualized in the graphical DWDM language. The variable’s properties are stored as attribute/value pairs, similar to the way UML diagrams are depicted and stored. The order of the attributes is fixed, the fields are not explicitly labeled when the models are visualized, as this would increase the size of the visualization of DWDMs. The labels of the fields should, however, be shown in an editor to aid the designer.

A variable has four properties, not all of which necessarily having a value. One property a variable does not have in the DWDM, is a value. The reason for this is that the modeling language should be used to document domain models, rather than run-time (real-time) behavior of the well-being context.

Name

In order to be able to distinguish between variables, each variable has a name.
Measurability

A variable can reside at any level of abstraction in the well-being domain. Because of this diversity, it is not possible to measure all variables. The measurability property allows us to express this. It can have any of three values:

**Observable** A variable is marked as being observable if, given the current state and utilization of techniques, it is possible to directly obtain the variable’s value through the use of sensors. We distinguish between two types of sensors. First, hardware sensors can capture a real-world phenomenon and convert its attributes into a digital signal which the system can use as an input. Second, software sensors are applications that capture information regarding the virtual environment the user is operating in and translate its properties to a format which may be used by a context-aware application. An example of a hardware sensor is a thermometer, software logging the active system applications is an example of a software sensor. The observable variable values such sensors would be collecting are “Temperature” and “Number of applications” respectively.

Whether we can mark a variable as observable depends on the current state of the art regarding sensor technology: new types of sensors may turn previously unmeasurable variables measurable.

**Derivable** We cannot measure all variables directly. Rather, some variable values have to be computed by looking at the values of related variables. We call such variables derivable. Some might argue that a derivable variable can be observable, if a deterministic relationship between an observable and a derivable variable exists, i.e. the value of the derivable variable can be directly calculated from the observable variable’s value. However, as per the definitions of measurability presented here, the derivable variable is still denoted as such, because a specific calculation based on the value of other variables has to be performed in order to derive a derivable variable’s value. Variables of this type are often abstract concepts or properties that are not physical in nature. It is therefore not always possible to assign a numerical value to the variable. An example of a derivable concept is the amount of stress perceived by a
A dynamic well-being domain model language

person. To say something about the level of stress a person is experiencing we have to take into account the stressors acting on the individual, such as deadlines and distractions, and the factors that help the person to cope with stress, such as relaxation and social support. Note that we use the term “experiencing” rather than undergoing, as stress is a subjective concept, being highly dependent on the coping mechanisms of the individual.

Like observable variables, derivable variables are technology-dependent. New technology can render a derivable variable observable.

**Controllable** Some variables can directly be influenced by the software system, often through the use of actuators. Such variables are called *controllable*. In a system that maintains the indoor climate of a building, a controllable variable may model a valve’s position which, by changing its value, will regulate the temperature. This temperature in turn can have a positive or negative effect on a person’s feeling of well-being, depending on their personal preference.

A variable that is controllable cannot be observable or derivable at the same time and vice versa. By altering the value of a controllable variable, we create a situation where other variable values can change as well. Looking at the climate control system mentioned above, it is not possible for the software system to directly control the temperature, which is observable through thermometers, but by altering a heater’s valve position, we can change the temperature.

Variables that can be influenced directly by the software system are, compared to observable and derivable variables, more rare, as they tend to include only those context variables that are part of actuators.

**Dimension**

If a variable can have a quantifiable value, a *dimension* is needed to be able to say something about said variable value. For example, the value “3” of a variable with the name “Length” is of no meaning without a dimension, i.e. did the author of mean 3 millimeter, 3 foot, 3 parsecs, or 3 beard-seconds [74]?
5.2 Notation of Dynamic Well-Being Domain Models

We can categorize dimensions as either being independent, i.e. variables values that can be used on their own, or dependent, i.e. to use the variable’s value, additional data is required such as the value of other variables. Kelvin, used for expressing temperature, is an independent unit, while body fat percentage is a dependent unit that relies on, among others, the total body weight, and the water and muscle percentage. If any of these change, the body fat percentage changes as well. Furthermore, units can be time dependent or time independent. An example of a time dependent variable is the heart rate expressed in beats per minute. The classification of the variable and the way it should be treated by the software system is not enforced by the modeling language, and is left to the software developer.

*Measurement scale*

To reason about variable values, we need to be able to compare values and perform arithmetic operations on them. Not all scales, however, allow for the same types of operations. To make this distinction, we add the notion of a *measurement scale* as an attribute of a variable. We use the four types of measurement scales identified by Stevens [106].

**Nominal** The nominal scale only allows for the equality operation: two values of a variable on a nominal scale are equal, or they are not. Typically, we can regard the values of a nominal variable as different classes of the measured phenomenon. Examples of items on such a scale are apples and oranges: we can see that these are not equal, but we cannot sort them objectively.

**Ordinal** Rather than only allowing for distinction to be made, the ordinal scale also allows for sorting. It is, however, not possible to quantify the difference between the sorted elements. Examples of items on this scale are healthy and sick. Intuitively, we can classify “healthy” to be better than “sick”, but it is not possible to say by how much.

**Interval** Adding additional powers of expressiveness, the interval scale makes it possible to quantify the difference between two measurements. It is not possible to argue the ratio of difference due to a lack of an absolute zero point. The differences,
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Figure 4: Causal relations

However, can have a ratio. Temperature in degrees Celsius is a variable measured on this scale: we can say the difference between 10 and 20 degrees Celsius is 10, but we cannot say that in absolute terms the second is twice as hot as the first.

**Ratio** The ratio scale, compared to the interval scale, adds the notion of a non-arbitrary zero point. This allows us to say how many times the unit of measurement can fit in the measured value: it allows for multiplication. Examples of such variables are the temperature in Kelvin and length in meters. Neither of these can have a negative value and as such have a non-arbitrary zero point.

5.2.4 *Causal relation*

As most information models, DWDMs consist of model elements that represent real-world elements (the variables and their values, as we discussed earlier) and relations between such elements. In DWDMs, these relations are causal relations. Causal relations in DWDMs have two properties. We say a causal relation between X and Y exists, if a change in X results in a change to Y.

The first property of a relation is its *direction*. Causal relations have a source and a target which indicate which variable (the target) is affected by the change in value of the other variable (the source), i.e. if the source’s value changes, the target’s changes too. An arrow from variable A to variable B indicates that if A changes, B changes, i.e. the partial derivative of B to A does not equal zero. We use the term “causality” because this is common when working with CLDs.

The second relation property is the *polarity* of a relationship. The polarity expresses whether a causal relation is monotonic or anti-monotonic. These types of causal relationships are also called positive or negative causal relations. A positive causal relation from source variable A to target variable B indicates that an increase (or
Figure 5: A simple causal path

By combining one or more causal relations, we can create a path. Two variables are linked by a path, if we can follow a sequence of causal arrows from one to the other. A path is called a loop if it contains a variable twice; otherwise, it is called a simple path. A path, as per the direction of the relations, connects its start and ending variables indirectly. Because of the nature of causal relations, this allows us to reason about indirect effects. We can perform this reasoning in two directions. Observe the picture in Figure 5. If we measure variable A and we see an increase in A, we as a result, B will increase as well, and that C will decrease. We call this process forward reasoning, as it allows us to say something on the effects of variables down the path of A. On the other hand, if we measure variable C and see a decrease in it, we can reason that this decrease was caused by an increase in variable B, which in turn is caused by an increase in variable A. This process is called reverse reasoning, which allows us to backtrack the path of changes that has lead to the value change. If a variable has multiple incoming relations, a change in its value can have multiple causes. In both examples, we must assume that the diagram represents all causal relations among the three variables. If there were additional, invisible relations, the effect of changing A might have be different, and the cause of a change in C might be different.

In addition to paths, we can create loops. A loop, as noted, contains a variable twice. In Figure 6, we see an example causal graph with two loops.

The first loop we can identify, is the path A-B-C-A. Looking at the polarity of the causal relations, we see that these are all positive causalities. As such, we can reason that an increase in A, causes an increase in B, which causes an increase in C, which in turn causes
an increase in A. This is called a *reinforcing loop* and it can represent uninhibited growth. In the DWDM language, reinforcing loops cannot be bound by setting a limit to the loop. The only way the effect of a reinforcing loop can be limited, is through the influence of other relations. We find such a situation in the second loop, which consists of the path A-B-A. In this loop we see both a positive and a negative causal relation, for example, an increase in A causes an increase in B, which in turn results in a decrease in A. Unlike the first type loop, this loop can model a stable situation. These loops are called *balancing loops*.

5.2.5 Norms

A *norm* is defined by Merriam-Webster [64] as “a set standard of development or achievement usually derived from the average or median achievement of a large group.” In the context of well-being, we see a norm as a range of values a variable may have that can be considered normal or healthy for the general population. What is normal or healthy on the average in a population, however, might not be so for the individual and vice versa. For example, an elite athlete might have a resting heart rate as low as 40 – 50 BPM, whereas the average for the general public lies between 60 – 100 BPM. In DWDMs, norms have a minimum and a maximum value to capture this interval, and are expressed in terms of the dimension of the variable they are associated with. These values can be obtained from medical literature and through interviews with domain experts.

A variable can only have one norm and a norm can only be associated with one variable. We visualize the association between a norm and a variable using a dashed line, making a clear distinction from an association between two variables. Norms allow us to capture additional static information about the domain. This information will
improve the degree to which we can reason over a DWDM. For example, a person’s heart rate is trivially quantified as the number of beats per minute, and validated boundaries exist. Using the boundaries identified, we can reason whether the variable’s value is still within a normal range. Shown in Figure 7, the normal range for a person’s heart rate is within $60 – 220$ beats per minute. If a person’s heart rate is measured, and the measured value is not in this range, something has to be done to increase or decrease it. Taking personal circumstances into account is important here, as an athlete, as noted earlier, will have a different normal heart rate than the general population.

5.3 DISCUSSION

The DWDM language was constructed with a number of scenarios in mind. This section discusses these application domains and briefly considers the usage of the language outside the area of well-being.

5.3.1 Well-being domain

The domain of well-being is highly diverse, containing information at different levels of abstraction. We can capture this information in variables, norms, and causal relations. By doing so, it is possible to make hidden information and relations visible, allowing for discussing among experts.

Traditional software engineering models, such as the UML, capture classes of objects, and object with variables models real world entities. On the other hand, DWDMs only capture variables and their properties. Relations between variables in DWDMs indicate
a change relationship, i.e. causalities, which allow for reasoning over the model, relationships between classes in the UML modeling a structural relationship. Furthermore, DWDMs model static and dynamic properties of the modeled domain in a single diagram, instead of relying on the combination of models which is required in the UML: variables and norms represent static information, visualizing which elements are present in the domain, and which values these elements must take. Causal relations model both static and dynamic information: the presence of a relation between two variables models both that the variables are related, and how they affect each other. This allows for dynamic reasoning over a static model. Combined with knowledge regarding norms, it is possible to formulate interventions if variable values are at risk of becoming outside the normal range.

In section 5.2.5 we described the usage of norms in the DWDM language. We presented norms as having two values: a lower- and an upper bound. To allow for personalization, we could add a “desired” value, which could capture the norm value that would be appropriate for the specific user of the application. However, we argue that personalization is something that should be done at application run-time. Because the DWDM models are design time models representing the well-being context that can be expected at run-time, we think the addition of such a value would interfere with the separation of abstraction levels. Another element that may be added or improved at application run-time, is the “strength” of positive and negative causal relations: although these relations should hold for the general population, they might be stronger or weaker for specific individuals. Discovering such relationship strengths at run-time would allow the application to move to the set goal more effectively. Machine learning can play an important part in this adaptive application behavior: the default boundaries for the application are set by the information included in the model, but can be personalized by the discovery of better norms or the strength of causal relations by the application as it operates.

5.3.2 Usage in other domains

Although the DWDM language was created with the well-being domain in mind, it is possible to represent any structured context,
with elements that affect each other, in its grammar. Variables and their properties do not restrict such use and neither do causal relationships. We find literature applying causal loop diagrams in the domains of, among others, business and management [105] and biology [125]. In these fields, causal diagrams are used to model and simulate large systems in order to gain understanding of the effects of changes in variables.

Well-being is not the only domain where context-aware systems are of interest or importance. As application scenarios in these other domains are also primarily aimed at the collection of data about context entities, the processing of this data and the usage of the resulting information in the process of making run-time decisions, we argue that causal modeling as the one presented in this chapter can also be of use there. For example, the context of control systems could be modeled using the DWDM language, describing how valve positions affect the flow of chemicals, and the result on chemical reactions taking place in reactors. Our addition of norms and dimensions to the CLD notation would allow us to model such systems. Also, we see a trend in the automotive industry where cars are being equipped with an increasing number of sensors and reasoning systems to control everything from the workings of the engine to driving the car itself. Causal models created in our DWDM language could be used to describe the context in and around that can be observed through sensors, relating elements of this context. Again, our additions to the CLD language allow for this, as they are aimed at sensor-driven systems.

When designing for other domains, it should be kept in mind that hardware and software logic, such as sensors and architecture elements, should not be modeled, rather, the focus should be on the domain properties. For example, if used for developing a temperature control system, the elements modeled are not the temperature sensor, the thermostat, and the heater, but the temperature itself, the preferred temperature, and the position of the heater’s control valve.

The use of the concept of norms might also be appropriate in other domains, providing an indication for the values which are deemed normal. This way the support system can indicate those values that are outside the normal range.
5.4 CONCLUSION

In this chapter we introduced the Dynamic Well-being Domain Model (DWDM) language. This domain specific language was designed with the specifics and requirements of the well-being domain in mind. Rather than being focused on solving problems regarding well-being and aiming to capture the technical aspects of these solutions, the language is primarily suited to detail knowledge regarding the domain elements, their relations, and their properties. It is, however, still possible to capture technical information. This information can then be used for the development of applications that are to support the user in the context depicted in the constructed DWDM. Rather than electing requirements for the system under development, DWDMs allow for capturing what is objectively good for the future user of the system in a structured, visual way.

The modeling language we described in this chapter allows us to partly move toward answering RQ2.3: design a method for developing context-aware well-being systems. The models expressed in the DWDM language are able to capture domain knowledge, but still be readable by domain experts (requirement R6). Because the models consist of elements and relations between them, they are similar to models usually used for software engineering (such as UML), and because of this are readable by software designers as well (requirement R1).
In the previous chapter we introduced the Dynamic Well-being Domain Model language (DWDM). The DWDM language was designed with the domain of well-being in mind. This chapter discusses means of creating domain models for specific applications within this domain. We can construct such a model in either of two ways: creating a new model from scratch (section 6.2.1), or by instantiating a larger reference model (section 6.2.2). We provide a user-centric and a technology centric approach for instantiating a model. We work toward answering the following research question in this chapter:

**RQ2.3 [DP]** Design a method for developing context-aware well-being systems that improves current methods with respect to the requirements specified in chapter 3.

Besides the methods of creating models we also discuss a reference well-being model that was created for the domain considered by the COMMIT/SWELL project (section 6.1). We apply the model creation process to the step counter case (section 6.3) to further illustrate the proposed methods. Finally, we discuss the model creation and refinement process (section 6.4).

### 6.1 A GENERIC WELL-BEING DOMAIN MODEL

In this section we describe the construction of the COMMIT/SWELL reference domain model. We constructed the model as a general reference for well-being knowledge in the COMMIT/SWELL project. The model covers two of the three well-being areas identified in section 4.3: physical and mental well-being were analyzed, modeled and related, social well-being was not regarded. The choice for this
focus was based on the scope of the commit/swell project. We split the model into two parts for depiction here. The first part contains the elements related to physical well-being, which can be found in Figure 8, the second part contains the variables related to mental well-being, which is shown in Figure 9.

The generic well-being domain model covers the domain knowledge as provided by two experts in the fields of physical and mental well-being. These experts were researchers taking part in the commit/swell project. Both of them had their education in their respective fields of expertise, after which they engaged in research in persuasive technologies for physical well-being and stress monitoring respectively. These experts provided information that they obtained from literature on, among others, the dangers of a sedentary life [127], goal setting [61] and feedback [3, 122] in the case of physical well-being, and cited sources regarding causes of stress [65, 72] and management of stress and burn-out prevention [52] in the field of mental well-being.

The information captured in the domain model was elicited during three co-creation sessions. During the first session, an initial model was constructed using the “Creating a model from scratch” construction method explained in section 6.2.1. In the second and third sessions, this model was refined. The experts substantiated their claims using published literature. The validity of this model is tested in chapter 7.

6.1.1 Physical well-being

The primary focus of physical well-being in the reference model, is the question of how to make people more active, i.e. increase physical activity (the degree to which the user is physically active). The rationale is that physical activity is good for a person’s physical well-being, as it contributes to the change of several physical aspects that have a direct positive causal relation to physical activity. The associated variables are cardiovascular fitness (how well the cardiovascular system works) and body composition (the percentage of body fat, muscle, water, and bone).

However, before a person will start undertaking physical activity, s/he will need to be motivated and have the feeling that s/he can indeed successfully perform the activity. This last concept is called
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Figure 8: Reference commit/swell domain model: Physical well-being

self-efficacy. A person cannot be expected to be motivated without a certain incentive: if everything in his/her life is exactly as s/he wants it to be, s/he will not start to undertake more physical activity. For this, an intention to change is needed. Such intention can
have either of two causes: an internal cause, resulting from a decreasing feeling of well-being and a subsequent realization that changes need to be made, or through external factors. An external factor can be feedback, which can be given by parties such as friends, family, health care professionals, or well-being applications. By increasing the feedback a person is receiving, his/her awareness regarding the situation will increase too. This awareness then results in an intention to change, motivation, and eventually in increased physical activity.

If a person starts undertaking increased physical activity, his/her heart rate, at that moment, will increase, his/her cardiovascular fitness and body composition will improve. A better body composition will result in improved physical well-being. However, with a person’s overall well-being improving, his/her intention to change decreases, eventually reducing the physical activity again. This is a balancing loop.

6.1.2 Mental well-being

The field of mental well-being is concerned with the subjective experience people have regarding the world around them. An important variable here is energy, which we can see as an internal battery for a person: if s/he experiences increased degrees of mental stress, the battery drains and eventually depletes. This variable has a direct positive causal relation toward mental well-being. By undertaking leisure activities, the person can “recharge” his/her battery. To capture this, the energy variable has two incoming relations: a positive relation from the recovery variable, and a negative causal relation coming from experienced stress. A person can increase his/her degree of recovery by undertaking activities such as hobbies and resting. The amount of stress a person experiences is based on a person’s personality. Not only is it dependent on perceived stressors, which may not be the same for each individual, but also on the way a person can deal with the stressors, their coping mechanisms. Some people are better at coping with stress, reducing the degree to which stress is experienced. The perceived stressors are also subjective: they are affected by the actual, objectively existing stressors, the degree to which a person is confident about their ability to perform their job, i.e. work efficacy, and their feeling of being in control of the situation, i.e. the locus of control. Increased work efficacy and locus of control
have a positive effect for the person: they have a negative causal relation toward the perceived stressor variable: if the work efficacy and locus of control increase, less stressors are experienced.

When observing the stressors variable, we find that this is affected through positive causalities, by among others distractions and task load: if a person is distracted from his or her work, this will cause increased stress. The same holds for the number of tasks that are

Figure 9: Reference commit/swell domain model: Mental well-being
to be done. It is possible to mitigate these stressors through, for example, *information support*, which reduces stressors by preventing them from occurring: if a knowledge worker is supported in his or her search for information, this reduces the amount of work to be undertaken by him/her self.

Another aspect deemed positive for mental well-being, is *social interaction*. In the context of knowledge workers, this interaction can come from discussion with colleagues who provide feedback. As we discussed, social interaction and relations may have additional positive and negative effects on a person’s mental well-being, however, we will not go into detail regarding this.

### 6.2 Construction Process

The creation of a DWDM requires both domain knowledge to elicit the relevant domain variables, and technical knowledge to identify the possibilities using the current state of the art regarding sensor technology. Because of this, the expertise of both application domain and technology experts is required when constructing domain models.

We recognize two ways of building a DWDM for an application. We discuss both in this section.

#### 6.2.1 Creating a model from scratch

The choice to construct a new model from scratch, rather than basing the application context model on an existing reference model, can be based on the absence of a reference model for the application domain. The process of constructing a new model from scratch is summarized in Table 9. We discuss the steps of the process below.

1. The construction process starts by discovering the primary variable of the system under development: what element in the context should the system be supporting or influencing? In case of the reference well-being domain, this would be “well-being;” the system’s highest goal is to improve the well-being of its user. We designate this variable to be the *goal variable*.
1. Identify context-aware system goal.
2. Decompose goal.
3. Identify variables affecting the (sub)goal(s).
4. Decompose variables and identify variables affecting/affected by discovered variables until scope is reached.
5. Identify additional causal relations among variables.
6. Determine variable measurability, dimension and measurement scale, and processing type.
7. Identify norms related to the variables.

### Table 9: DWDM construction: creation of a model from scratch

<table>
<thead>
<tr>
<th>Feeling of well-being</th>
<th>Observable</th>
<th>No dimension</th>
<th>Ordinal</th>
</tr>
</thead>
</table>

2. Next, we start to decompose this goal, i.e. identify which sub-goals should be satisfied for the overall goal to be satisfied. By looking at the “well-being” variable, we see that there are sub-elements related to it: well-being consists of physical, mental, and social aspects, as we discussed in section 4.3. All of these aspects are interrelated. To model this, we add variables to the model with positive causal relations to the first variable; in the well-being domain model, we add “physical well-being” and “mental well-being,” adding positive causal relations to the “well-being” variable. When we created this model in the context of the commit/swell project, social well-being was omitted from it.

3. For the variables currently in the model, we should identify how these are affected. For example, the “mental well-being” of a person is dependent on the levels of perceived “energy.” This is a positive causal relation going from “energy” to “mental well-being”. Energy, in turn, is affected by two domain
factors: the way a person perceives the stress that is present in the domain, and how s/he recovers from these stressors. This results in the addition of two variables. The first is “experienced stress,” which has a negative causal relation to “energy,” and “recovery,” which has a positive relation with “energy.” We can think of this construct as a battery: stress and work cause the battery to drain, whereas relaxation and spending free time recharges the battery. If the battery is empty, i.e. the person has no more energy left, s/he will experience a decrease in his/her well-being.

4. We continue the process of decomposing variables and identifying how these are affected until new variables are outside the scope of the application, or when arriving at a variable that is not influenced by other variables. Variables not measured or influenced by the application are not modeled, but their existence should be kept in mind. Depending on the expected impact of the relation, we may need to model even apparently unrelated variables. Variables outside the scope of the system, i.e. those not measured by or influenced by the system, may impact the workings of the system to the same extent as internal variables.

5. After a variable has been added to the model, we should verify whether this variable has causal relations to other variables in
the model. If this is the case, we add these relations.

6. If we add a variable, we document the dimension of it as well. Furthermore, technology experts must be consulted. They help in the process to identify if, for each of the variables present, we can observe the variable through sensors, whether we have to derive the variable, or if we can control the variable or directly influenced by the system.

7. When we add variables to the model, we assign norms to them, if applicable. We can obtain these norm values from medical literature. For example, a variable “heart rate” has the dimension “beats per minute,” and a normal range for adults of 60 – 70 when in rest.

The model now contains information regarding the relevant domain elements, the relations between them, and the norm values for variables. We used this process to construct the reference model for well-being for the commit/swell project, as depicted in Figu-
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User centric
1. Identify application goal.
2. Identify means toward the goal.
3. Identify variables that allow goal value derivation (either through causal reasoning or direct measurement).
4. Repeat until a path from means to goal is present.

Technology centric
1. Identify available sensor technology and the variables measured by them.
2. Perform breadth-first search on incoming variable relations to identify derivable variables.
3. Decide on goal based on found variables.

Table 10: DWDM construction: creation of a model derived from a reference model

res 8 and 9 on pages 77 and 79. These models are also shown in Appendix B, which includes a description per model element.

6.2.2 Derived model

The second method of constructing an application specific domain model is by starting from an existing reference model. The advantage of this method over creating an entirely new model is an increase in the speed of development because of the reuse and reliability of the input data, assuming that the reference model has already been validated. As such, this method should be preferred over the construction of a new model if a reference model is available.

For the derivation of an application specific model from a reference model, we can take either of two approaches. Firstly, we can reason about the application domain from a user centric perspective. Secondly, we can reason by putting the technology available to us at the center. Both methods were discussed by Soriano Perez [103].

A summary of both methods is given in Table 10.

User centric variable selection

As the well-being domain is highly personal, a user-centric approach to developing the application is preferred. This approach does not take the availability of hardware or software into account, so
the development of specific devices, i.e. a specific set of sensors and actuators, might be required to run the resulting application. This process is highly similar to the way a new DWDM is created, however, it is possible to base the application context model on an existing model, rather than having to reason about undiscovered variables and causal relationships.

1. The first step in this process, is deciding upon the goal of the application, i.e. in what way will it support its user? Is it to increase the value(s) of one or more domain properties, or is a decrease in a value something we are after? The variable representing these properties are modeled in the DWDM. An example goal could be to increase “Mental well-being.”

2. Secondly, we need to identify a means in order to achieve this goal. For example, in order to increase one’s “Mental well-being,” we can offer support by reducing factors that attribute to the stressed feelings (decrease the number of “Perceived stressors”).

3. Thirdly, we have to find those variables that will allow us to measure whether we are actually approaching our goal. This is done by selecting those variables that have relations (either incoming or outgoing) with the variables from the previous step. In our example, we may ask the user regarding his/her “Experienced stress,” or regarding their feeling of “Energy.”
The “expansion” of our graph is repeated until we find variables that are “observable.” Without observable variables in the domain model, it would not be possible to measure changes in the domain. If this is the case, the source model must be re-evaluated and expanded with the help of domain experts. This can be done using steps 4 through 7 of the method for creating a model from scratch. As we have multiple observable variables in the example model, no changes are needed.

The resulting domain model should have at least one path from *means* variables, i.e. variables that are to be affected by the application, to *goal* variable(s), i.e. variables that represent the application’s goal as identified in the first step of the process. An increased number of measurable variables is preferred, as this allows for multiple ways of obtaining context information so data inaccuracy can be dealt with, however, the scoping of the model should be kept into consideration. Increasing the number of sensors used by an application will also increase technical requirements to the hardware, such as a
faster processor, more storage, and increased energy consumption. Technical experts must be consulted to make a trade-off between increased volumes of data and hardware capabilities, and regarding the completeness of sensor data and the possibility to combine data to increase completeness.

**Technology centric variable selection**

Although preference should be given for the user-centric way of design, a technology point of view can also be adopted, developing an application for a certain technology platform, such as a specific smartphone or hardware device, with known sensors and capabilities. In contrast to starting off by looking at user needs, the process is structured around the possibilities of the available hardware. It should be noted that satisfying user needs still plays a vital role in the success of the application. We will look at the same example as before.

1. The first step in this selection process is different from the previous method. Rather than looking for an intended application goal, we first identify the possibilities of the hardware platform the application will have to run on. This results in a selection of several observable variables. Using these variables, we create a new DWDM that contains the relevant subset of variables for our application.

   In this first step, we select the “Experienced stress” variable as the one being observable through sensors. In this case, the sensor would be a small software program asking the user to score their current stress level.

<table>
<thead>
<tr>
<th>Experienced stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observable</td>
</tr>
<tr>
<td>No dimension</td>
</tr>
<tr>
<td>Ordinal</td>
</tr>
</tbody>
</table>

2. Secondly, we identify what can be deduced from the identified variables. We perform a breadth-first search of the causal graph, following incoming causal relations, adding the found variables and relations to our application specific DWDM.
This results in the following model:

3. Once a satisfactory goal has been identified, we can stop searching. We repeat this process for each observable node. If we encounter an already discovered node during the search, thus connecting the observable variable (indirectly) to the graph, we also stop our search for that variable.

In the resulting model we can see that by trying to reduce “Stressors” such as “Task load” and improving aids like “Information support,” it is possible to reduce the “Experienced stress” of a worker. What cannot be seen, which was visible in the user-centric model, is that this will benefit the user’s “Mental well-being.” Similarly, in the user-centric model, the specific stressors were not shown.

6.3 A STEP COUNTER APPLICATION DWDM

This section describes the creation of an application specific DWDM for the case discussed in section 3.6 on page 28. We describe how to construct the DWDM using a user centric, and through a technology centric method, as we discussed in section 6.2.2. This process
is based on the reference well-being domain model detailed in the previous section, shown in Appendix B.

**User centric variable selection**

The first step entails the selection of the application goals. For this, we select “Physical well-being,” the application’s goal being the increase of this variable. This gives us the following initial model.

<table>
<thead>
<tr>
<th>Physical well-being</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Observable</td>
<td></td>
</tr>
<tr>
<td>No dimension</td>
<td></td>
</tr>
<tr>
<td>Ordinal</td>
<td></td>
</tr>
</tbody>
</table>

Secondly, the means to attain this goal are identified. As the application is to improve the user’s physical well-being by showing the number of steps taken per day, the “Physical activity” variable will need to be observed. We select this variable as the means for the application, resulting in the following model.

<table>
<thead>
<tr>
<th>Physical well-being</th>
<th>Physical activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observable</td>
<td>Observable</td>
</tr>
<tr>
<td>No dimension</td>
<td>IMA/day</td>
</tr>
<tr>
<td>Ordinal</td>
<td>Ratio</td>
</tr>
</tbody>
</table>

Thirdly, we explore incoming and outgoing relations to and from “Physical well-being.” We first find “Cardiovascular fitness” as having a positive causal relation to our goal variable. Next, we find an incoming relation from “Body composition.” We deem additional incoming causal relations, such as from “Recovery,” outside the scope of the application, and are therefore ignored.

Looking at the causal relations toward “Cardiovascular fitness,” we see that a positive relation from “Physical activity” exists. A similar relation exists between “Body composition” and “Physical activity.” As an observable variable has been found, we can conclude this process step, giving us this model:
The final step entails assertion that a path between the identified goal, “Physical well-being,” and the means, “Physical activity,” exists. Looking at the constructed DWDM, we see that two of such paths exist, concluding the construction process of the step counter DWDM.

Although the model now captures what is measurable using sensor technology or by asking the user, the idea behind this application is to keep it simple, and not disturb the user with questions. This entails the alteration of the measurability property of two variables: for both “Body composition” and “Physical well-being” a value may be obtained, either through complicated measurements, or by asking the user. However, the step counter will not be using these techniques of obtaining a value. Both variables are altered so they are now “derivable”. An application that is constructed from the resulting DWDM will base its view of the user’s physical well-being off the values obtained from a sensor that can measure physical activity, such as an accelerometer. The final version of the DWDM is shown here:
6.3 A STEP COUNTER APPLICATION DWDM

Technology centric variable selection

The first step of the technology centric variable selection method requires us to select the variables measurable by the hardware platform. If we assume that the hardware we have available only contains an accelerometer, the only variable we can observe is “Physical activity.” This will be the first variable of our DWDM.

Next, we perform multiple iterations of a breadth-first search over the incoming causal relations. After five iterations, we arrive at the following application specific DWDM. This DWDM includes the controllable variable “Feedback,” which should allow us to affect the amount of physical activity undertaken indirectly.
The DWDM we discovered now contains several variables that cannot be influenced directly or indirectly, namely “Self-efficacy,” “Feeling of well-being” and “Physical well-being.” As we are dealing with a technology centric way of creating the DWDM, we remove these variables from the model. The resulting model only contains variables that can (in)directly be affected by a context-aware system.
6.4 DISCUSSION

In current literature, we find systems that are used by health care professionals in order to classify the health of a patient. Examples of such classification systems are the International Classification of Functioning, Disability and Health (ICF) [135] and the International Statistical Classification of Diseases and Related Health Problems (ICD) [133], both of which are international standards created by the World Health Organization (WHO). Although these systems contain information about all currently known systems and functions of the human body (in case of the ICF), and the known diseases (ICD), no visual overview is provided and no relations between the elements documented. It is therefore not possible to easily reason over the captured knowledge or deduce what actions a person should undertake in order to improve his/her physical or mental well-being. This is also the reason why it is not possible to cross-check our DWDM model with the ICD and ICF: the classifications are structured in a tree-shape, with no relations existing between leaves. Furthermore, the information provided by these sources is not easily readable by application developers. This is something that is possible in the reference well-being model provided in this chapter.

The generic well-being domain model discussed in this chapter captures mental and physical well-being aspects considered by the COMMIT/SWELL project. For future purposes, however, it may be needed to add detail to the model. Detail can be added to the model in two ways. The first technique is already used in the current generic model: a variable that adds detail is added with a causal relation to the more general variable. An example of this is the “stressors” variable, which has incoming relations of several specific stressors, such as “task load” and “distractions.” The last two provide us with more information than the first. The second way of adding detail is through substitution. Using this method, the general variable is replaced by one or more variables with increased detail. This may be beneficial if the meaning of the new variables is clear without the original variable: if the “stressor” variable was replaced by the “task load” and “distractions” variables, information would have been lost.

The model discussed in this dissertation was created in a general way: it may be the case that influences from outside the modeled context affect causal relations in the context. An example of a
well-being application that implements additional causal relations is the Roessingh Research and Development Activity Coach [77], which aims to provide the user with feedback messages that increase the user’s self-efficacy regarding the physical activity undertaken. In our reference well-being model, only the person’s awareness is deemed influenceable by providing feedback messages. The Activity Coach adds a positive causal relation from “feedback” to “self-efficacy” (Appendix G, page 262, Figure 40). As this is specific to the application (all feedback messages increase awareness, but not all enhance self-efficacy), these changes are not adopted in the reference domain model.

Although it was our intention to be correct when formulating the domain model, we did not claim that it is complete. Model completeness is challenging to claim and prove for systems with clear scoping, let alone the broad domain of well-being. The only claim we can make regarding the model is that the knowledge captured in it represents the knowledge of those that created it, with the scoping of their own expertise, at the time of writing. This does not mean it has little value. It is a starting point for discussion with other domain experts to inquire their view on physical and mental well-being. Furthermore, it can be used as a starting point for the creation of application specific domain models. Regular reiterations and validations should be made to guarantee that the model still represents the current state of the art regarding well-being knowledge, and with respect to the technical aspects captured in the models, such as the measurability of the variables.

6.5 Conclusion

Using variables and causal relations to capture the knowledge about the well-being domain can help clarify how concepts are related. This chapter describes how the DWDM language can be used to model an overall view of the well-being domain. Although scoped by the vision and focus of the COMMIT/SWELL project, this reference model can be used as a starting point for additional expert discussion, and for the development of context-aware well-being applications. More discussion among and with experts may result in alterations in the reference domain model, whereas the creation of application specific models may require the addition or alteration of causal re-
lations. Such changes are only intended for the specific application domain and are not meant for the reference domain model. We provided two methods for the creation of DWDM models: creating the model from scratch, or basing it off a reference model.

In this chapter, we provide answers to research question RQ2.3, i.e. designing a development method that improves current methods with regard to the requirements posed in earlier chapters. The method for creating domain models presented here improves current methods by reducing the time required by the domain expert (R7) and by reducing the chance for software errors (R9): domain experts are only needed to create the domain model, which can then be used in the rest of the development process, as we show in part III.

The reference model presented in this chapter contains domain knowledge that links the mental and the physical well-being domains. When using one of the two model derivation methods, i.e. user centric or technology centric, we can create application specific models. Because these application specific models use the knowledge provided by our experts, the applications based on them will use this knowledge as well, reducing the chance of incorrect assumptions regarding the domain.
In chapter 5, a modeling language for the representation of the well-being domain was introduced. In chapter 6, this language was used to create a reference model of well-being. This model, however, was based on the expert views of two people; one of them active in the domain of physical well-being, the other operating in the field of mental well-being. It should be verified that their views and opinions also reflect those of their peers.

In this chapter we discuss the validity of both the DWDM language we introduced in chapter 5 and the reference domain model we described in chapter 6 at the same time. First we discuss the research we designed to answer this problem (section 7.1). Next, we describe the execution of the research (section 7.2), and detail the results (section 7.3) and discuss them (section 7.4). Finally, we draw conclusions.

We work toward answering the following question:

**RQ3.1 [kq]** Do domain experts think the modeling language is suitable to capture the domain of well-being?

### 7.1 Research Design

In the research presented in this chapter, we aim to establish the validity of the domain modeling language and the generic domain model proposed in chapters 5 and 6. We will not ask domain experts whether they think our DWDM language is suitable, as this is unlikely to yield satisfactory answers: the domain experts do not have an expertise in modeling languages, but in the domain of well-being. We ask the experts about their opinion on the generic domain model instead, and deduce the suitability of the modeling language from their answers.
This section discusses the selected objects of study, treatment design, measurement design, and possible threats to the validity of the research design.

7.1.1 Objects of study

We constructed the reference well-being domain model with the help of two experts. We assumed that the knowledge shared by them, and represented in the domain model, was based on both knowledge of current and past literature, and experiences in practice. To validate this, we presented the model to the experts’ peers, i.e. other experts in the physical and metal well-being domains, and asked them whether they agree with the relations in the model.

We distinguished two groups of experts: those in the physical well-being field, and those with knowledge of mental well-being. Although some experts had knowledge on some of the subjects of the other field, their opinions was not be asked for these subjects.

Our object of study was the knowledge an expert has on physical or mental well-being, our population being the set of all experts in these fields. We applied generalization by analogy, assuming that the knowledge and experience of the interviewed experts is similar to the extent that much of their expert knowledge should be the same across experts. Experts from the COMMIT/SWELL project and researchers from the University of Twente were asked to participate. Those taking part in the questionnaire or interviews did so out of free will and without provided incentives. All experts had multiple years of research and/or practical experience in their fields.

7.1.2 Measurement design

The reference model of well-being captures information regarding both mental and physical aspects. However, asking an expert whether the model as a whole is correct would unlikely yield a satisfactory answer: the model is too big and contains too much information to analyze at once by a single expert. Instead, we split the model into sub-models. The sum of these encompassed the total domain model, including some overlapping variables or causal relations. The sub-models were small enough to be described in a single sentence. The sentences were used to ask the experts about
their opinions in interviews. By describing the sub-models in a single sentence, we mitigated the risk of the participants not being able to read the models correctly. Additionally, the sub-models and accompanying sentences were used to create an online questionnaire which could be filled out without the need for an interviewer to be present. Here, the participants were able to choose either “Agree,” “Do not know,” or “Disagree.” In case of disagreement, the questionnaire asked for an explanation. Again, participants were asked to respond to the sentences, rather than to the model. We counted the number of times each answer was given per model. Experts filling out the questionnaire could select “Do not know” for questions about elements that were not in their domain of expertise.

If an expert indicated that the information represented by the model was faulty, his/her argument was analyzed and judged. If multiple experts disagreed, their arguments were compared to see whether they were in agreement with each other. If the majority of arguments agreed, this was adopted as the new truth.

For the questionnaires, experts answered in a fixed format, with the option to give free-format explanations. During face-to-face interviews with experts, free-format answers were given. The interviews were recorded, interpreted, and the answers provided mapped to the fixed format answers of the questionnaire. Experts were not questioned on sub-models that covered elements not in their domain of expertise.

Because the answers given by the experts had to be interpreted. It is therefore possible that we interpreted the answers in a biased way to favor our desired outcome, causing a threat to the internal validity of our experiment. Although not completely preventable, we aimed to mitigate this risk by asking the interviewed experts to either agree or disagree with the statement, after which they could support it with claims.

A possible threat to our conclusion validity arises from splitting the model. We run the risk of reasoning with fallacy of composition [8]: not all “wholes” are equal to the sum of their parts. The context of the variables might for example influence the validity. We did not specifically address this issue in the research, as we thought that the method used was the only practical way of conducting the interviews/questionnaires. Even if the entire model would have been shown to the experts, they would only comment about the elements relating to their own field, resulting in similar composition
1. An increase in task load will result in an increase in computer activity, which causes the number of stressors to increase.

2. An increase in information support will decrease the number of stressors.

3. Distractions cause an increase in stressors.

4. An increased perceived stress is caused by an increase in the number of stressors. If a person has a higher locus of control, the experienced stress will be reduced.

5. The experienced stress can be reduced by teaching a person to cope with stress.

6. If somebody has the feeling s/he is good at his/her job, this will result in stress being experienced to a lesser degree.

7. Hobbies aid recovery.

8. An increase in the experienced stress will result in a decrease in energy.

9. Department feedback is beneficial for social interaction. This will result in increased mental well-being.

10. Increased energy will increase mental well-being.

11. If a person’s self-efficacy increases, this will result in an increase in the physical activity being undertaken.

12. Resting aids recovery, which will result in a person having an increased feeling of physical well-being.

13. If the feeling of well-being decreases, this will cause a person to undertake actions to change his/her current situation.

14. By giving feedback about the undertaken activity, the person will gain awareness in his/her situation.

15. Increased awareness will result in motivation, which will cause the person to be more physically active.

16. If a person increases his/her physical well-being, this will have a positive effect on his/her overall feeling of well-being.

17. Physical activity will result in improved body composition.

18. Improved cardiovascular fitness will result in a decreased resting heart rate.

19. Increased cardiovascular fitness will result in an improved feeling of physical well-being.

20. Improved body composition will increase the feeling of physical well-being.

Table 11: Questions asked to establish reference well-being model validity

issues. A full validation of the model would then only be possible when asking people who are experts in both the field of physical and of mental well-being. However, the risk of this issue invalidating our results regarding the reference model are deemed limited, as the interviews conducted provided more information than a binary “yes” or “no” with regard to the validity of sub-models: the context of variables and sub-models was also discussed, and nuances were recorded.

The statements used are listed in Table 11. Some of these were asked as questions in the interviews. The sub-models accompanying these questions are listed in Appendix C.

As the participants taking part in the experiment were known through the COMMIT/SWELL project, or employees of the University
of Twente, it is possible that the answers provided were “desired,” i.e. what the participants thought the interviewer wanted to hear. This risk is more prevalent in the face-to-face interviews. This caused a threat to our external validity. To mitigate this risk, the experts interviewed were always asked to support their opinion with arguments, preferably citing literature.

7.2 RESEARCH EXECUTION

This section reports on the execution process of the research specified in the previous section.

7.2.1 Subjects

In the experiment executed, we collected data in two different ways. First, we interviewed experts, either in person or through phone calls or Skype. All interviews were recorded for processing at a later time. Second, we distributed questionnaires for experts to fill out at their own discretion.

The experts had varying levels of experience. The least experienced subjects were Ph.D. candidates with over three years of professional experience. These subjects did have a relevant study background, so they have additional previous experience in the field. The most experienced subjects were practitioners who had been working in the field for decades.

A total of twelve experts were questioned: five experts were interviewed, seven responded to our questionnaire. The experts that answered the questionnaire were self-selected, responding to an e-mail request. This e-mail was sent to members of the COMMIT/SWELL project. Of the twenty people active in this mailing list, seven participants responded.

We summarized the information about the participants in Table 12.

7.2.2 Case

The first step in the execution of the experiment entailed the creation of a questionnaire. This questionnaire was based on sub-models of the reference domain model. We decided that the sub-
models were to be as small as possible. We evaluated each causal relation in the reference model if it would be understandable if only this relation and the related two variables, i.e. the source and target of the relation, were taken as a sub-model. This was the case for relations such as $\text{Self-efficacy} \rightarrow \text{Physical activity}$. Other relations, however, required additional causal relations and variables to be added in order to be understandable, such as $\text{Rest} \rightarrow \text{Recovery} \rightarrow \text{Physical well-being}$.

When all sub-models were created, we made sentences to describe the information modeled. These sentences were in the form of statements.

Using the questionnaire functionality of Google Drive\(^1\), we made forms that adhered to the following template:

- A depiction of the sub-model.
- Sentence describing the information in the diagram.
- Options: “Agree,” “Do not know,” and “Other.”.

In the questionnaire description, we explained that the “other” option should be regarded as “disagree.” This choice, however, was

\(1\) https://drive.google.com

Table 12: Model validation experiment participants

<table>
<thead>
<tr>
<th>Method</th>
<th>Age</th>
<th>Field of expertise</th>
<th>Experience (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaire</td>
<td>25–30</td>
<td>Software</td>
<td>0–5</td>
</tr>
<tr>
<td></td>
<td>35–40</td>
<td>Behavioral change</td>
<td>0–5</td>
</tr>
<tr>
<td></td>
<td>25–30</td>
<td>Health care</td>
<td>0–5</td>
</tr>
<tr>
<td></td>
<td>40–45</td>
<td>Software</td>
<td>15+</td>
</tr>
<tr>
<td></td>
<td>40–45</td>
<td>Occupational Safety</td>
<td>15+</td>
</tr>
<tr>
<td></td>
<td>25–30</td>
<td>Software</td>
<td>0–5</td>
</tr>
<tr>
<td></td>
<td>30–35</td>
<td>Software</td>
<td>10–15</td>
</tr>
<tr>
<td>Interview</td>
<td>40–45</td>
<td>Behavioral change</td>
<td>15+</td>
</tr>
<tr>
<td></td>
<td>25–30</td>
<td>Health care</td>
<td>0–5</td>
</tr>
<tr>
<td></td>
<td>45–50</td>
<td>Health care/Software</td>
<td>15+</td>
</tr>
<tr>
<td></td>
<td>35–40</td>
<td>Behavioral change</td>
<td>15+</td>
</tr>
<tr>
<td></td>
<td>25–30</td>
<td>Behavioral change</td>
<td>5–10</td>
</tr>
</tbody>
</table>
not named as such, because of limitations in the questionnaire software: only the option named "other" allowed an additional input field asking for an explanation.

The interview questions consisted of the same sentences used for the questionnaire, this time formulated as questions, rather than statements. The goal of this change was to get more elaborate answers from the experts than a simple agree/disagree.

7.3 RESULTS

The results obtained are twofold. Firstly, we have the results gathered through the questionnaire. Secondly, there are the results gathered by interviewing the experts. We will discuss the results obtained per question number, as listed in Table 11. We have indicated the parts of the model the questions are about in Figures 10 and 11.

1. An increase in task load will result in an increase in computer activity, which causes the number of stressors to increase.

   QUESTIONNAIRE Only two participants agreed with this statement, five others disagreed. They all agreed on the fact that it is not necessarily computer activity increasing if the task load increases, this depends on the type of task.

   INTERVIEWS The experts agreed that this could indeed be the case, noting that an increase in computer activity can be part of the result of increased task load, not all work is done on the computer.

   CONCLUSION Even though it appears the two groups of experts are in disagreement, looking at their reason for their answer makes it clear they do agree with each other. The consensus over the statement is agreement: if there is more computer activity, this can be caused by, and as such imply that there is, an increase of task load.

2. An increase in support to manage information will decrease the number of stressors.

   QUESTIONNAIRE Of the seven participants, six agreed with this statement, one disagreed. The disagreeing participant mentioned
that good information support could help, but distracting information support would only add to the problem.
7.3 RESULTS

Figure 11: Elements the mental well-being model referenced to in the questionnaire

INTERVIEWS Noting that information support will likely prove the most beneficial for those who are not competent themselves in finding information, the experts agreed with the statement. However, they also noted that if people are used to finding information themselves, offering them support may result in the opposite, i.e. it may become a hindrance.
CONCLUSION Both groups of experts agree with this statement, so no changes are needed in the model.

3. Distractions cause an increase in stressors.

QUESTIONNAIRE Three people disagreed with this statement. The first mentioned that as distractions are a type of stressor, there is no causal relation between the two: it is inherently true that an increase/decrease in distractions results in the number of stressors being increased/decreased, as distractions are stressors. The second participant noted that distractions can be ways of introducing relaxation, while the third participant mentioned that distractions are no stressors if there is no fixed goal or pressure. Two participants agreed with the statement, two others did not know.

INTERVIEWS The question asked states “distractions.” The experts agreed, however, that some distractions can be beneficial to the person. If s/he is looking for some distractions in the form of drinking coffee with colleagues, this can be a good thing. However, distractions may also be a hindrance, which will be stressors.

CONCLUSION Both groups agreed that the term “distractions” does not fully cover what is intended in the model, being negative distractions. A variable that models positive distractions should be added.

4. An increased perceived stress is caused by an increase in the number of stressors. If a person has a higher locus of control, the experienced stress will be reduced.

QUESTIONNAIRE Of the seven participants, three indicated that they agree, with one of them noting that there is no such thing as “high” or “low” locus of control, only internal and external. Four participants indicated they did not know, with one also mentioning the discrepancy in the “high” vs “low” locus of control description.

INTERVIEWS The experts agreed with this statement, one referring to the self-determination theory [28, 85]. This theory states that the concepts of “autonomy,” “competence,” and “relatedness” are
positive factors for mental well-being. This question regards autonomy.

**Conclusion** Although he questionnaire results are inconclusive, the interviewed experts were in agreement with each other, citing sources to back up their statements. Because of this, we conclude that this relation does not need changing.

5. **The experienced stress can be reduced by teaching a person to cope with stress.**

**Questionnaire** Again three participants agreed, while four did not have enough knowledge to answer the question.

**Interviews** This statement was confirmed by the experts.

**Conclusion** With no expert disagreeing with this statement, the model will not need changing with regard to this relation.

6. **If somebody has the feeling s/he is good at his/her job, this will result in stress being experienced to a lesser degree.**

**Questionnaire** Five participants thought this statement was true, two did not know the answer.

**Interviews** One of the experts agreed with the posed statement, again citing the self-determination theory, this time relating the statement to the “competence” aspect. Another expert noted that although some people know they are good at their job, their experienced stress still increases; people suffering from this have the feeling that because they are good at their job, they should perform better than possible, i.e. good is never good enough. This will increase stress.

**Conclusion** Although one interviewed expert disagreed with the statement, we chose not to alter the model: the group of people for which the statement “an increase in feeling good at ones job will increase the level of stress” is a minority, and may be suffering from
psychological issues. As the domain model is aimed at the general population, such a minority cannot be taken into account.

7. **Hobbies aid recovery.**

**Questionnaire** One of the participants disagreed with this statement, indicating that not all hobbies aided recovery, but that some hobbies could be stressors as well. No further examples were provided. Four other participants agreed with the statement, while two did not know.

**Interviews** Hobbies may aid recovery, experts agreed, but there were reservations. Hobbies should, for example, be experienced as free time, rather than yet another obligation: not all hobby activities are experienced similarly, they may become a chore after a while. Also, there is a certain optimum with regard to free time: too much free time will result in a person no longer being motivated, causing a lower feeling of fulfillment. This has a negative impact on the feeling of mental well-being.

**Conclusion** The experts agreed that the statement holds in general, with some remarks that the real world is more subtle. No alterations are made to the model.

8. **An increase in the experienced stress will result in a decrease in energy.**

**Questionnaire** Two participants noted that stress can also result in (short term) increased energy, mentioning a certain level of stress is always required for people to be productive. In the long run, however, stress would reduce energy. Three participants agreed with the statement, two did not know enough regarding the subject.

**Interviews** According to the experts, increased stress will result in a decreased feeling of energy. One expert noted that it is therefore important to have a balanced work-personal life.

**Conclusion** With all experts in agreement, the model remains unchanged for this relation.
9. Department feedback is beneficial for social interaction. This will result in increased mental well-being.

**Questionnaire** Four of the responses to this statement were in agreement, however, three of them disagreed. Two of these disagreements agreed on that the effect of feedback is related to whether it entails positive or negative feedback. One participant noted that it depends on the personality of the person receiving the feedback: s/he might not want social interaction.

**Interviews** In general, the experts agreed, noting that it does matter what the contents of the meeting is for it to be benefit a positive experience. This statement could be described by the “relatedness” aspect of the self-determination theory.

**Conclusion** Overall, both groups of experts agreed with the statement, with both groups noting that this is dependent on the type of interaction. The reason for the difference in level of agreement between the two groups was likely caused by the possibility of expressing the opinion: those filling out the questionnaire were bound by the strict rules of the questionnaire forms, whereas the interviewees were more free in expressing their opinion.

10. Increased energy will increase mental well-being.

**Questionnaire** One person did not have enough knowledge to answer this question. Five participants agreed, while one participant noted that energy can be seen as a part of mental well-being.

**Interviews** The experts all agreed with this statement.

**Conclusion** The general consensus was one of agreement, so no changes to the model will be made.

11. If a person’s self-efficacy increases, this will result in an increase in the physical activity being undertaken.

**Questionnaire** With three people agreeing with this statement, and three people not having enough knowledge, one person dis-
agreed. They remarked that the person also needs to have the intention to undertake physical activity, not just knowing they are able to perform the activity correctly. Furthermore experts remarked that the effect “is probably not linear and has an upper limit.”

**Interviews** Although agreeing with this statement, one expert noted that the undertaking of activity is dependent on the activity people believe they are good at: if they think they will be good at walking, they will not suddenly start running, although this might be the case in the future.

**Conclusion** With the experts in agreement, no change is made to the model with regard to this statement.

12. **Resting aids recovery, which will result in a person having an increased feeling of physical well-being.**

**Questionnaire** Four of the participants agreed with this statement. One participant, however, noted that “too much rest is not beneficial.” Two participants neither agreed, nor disagreed.

**Interviews** Experts agreed that resting aids recovery, which is good for the feeling of well-being, but noted that the duration of the rest is important too. Resting too long may result in them becoming too passive: they may be over-compensating for the activity undertaken.

**Conclusion** Both groups of experts agreed with the statement, both making note that too much rest is not beneficial. As such, the model will be adapted, adding an upper limit to the “Rest” variable.

13. **If the feeling of well-being decreases, this will cause a person to undertake actions to change his/her current situation.**

**Questionnaire** Five participants in total agreed with this statement, one noting they did not have enough knowledge to answer. One participant disagreed, mentioning that an increase in the “feeling of well-being could increase the intention to change in another
domain.” What other domain was intended here, was not mentioned.

**Interviews** The experts partly agreed on this, noting that it is highly dependent on the person. Some people indeed undertake actions to change the situation, whereas others might not see the problem with the situation, or accept the situation as it is. One expert noted that, depending on the feedback presented, people might also want to change the current situation even though they already are happy; changing the situation may result in further improvement of how a person is feeling, regardless of how happy they currently are.

**Conclusion** Although not without making mention of subtle implications of the statement, the experts agreed with the statement in general. The model will not be altered for this causal relation.

14. **By giving feedback about the undertaken activity, the person will gain awareness in his/her situation.**

**Questionnaire** One person did not know the answer to this question, three agreed. Of three disagreeing, one mentioned that this was a too simplistic view of reality.

**Interviews** The experts agreed that people will likely become more aware, one expert noting that this has not been fully established in literature and this is a current active field of research.

**Conclusion** The experts filling out the questionnaire and those being interviewed disagreed with each other in this statement. The primary difference between the groups might again be in the way answers are provided, the interviewees being able to express their answers in a free format, rather than only a choice from three options.

15. **Increased awareness will result in motivation, which will cause the person to be more physically active.**
QUESTIONNAIRE Three people did not agree with this statement. A comment made was that awareness ("I am aware that smoking is bad.") does not always lead to change (quitting smoking). Three others agreed, and one person did not have enough knowledge on the subject.

INTERVIEWS As with question 13, the experts noted that this will be highly dependent on the person; as an example, smoking was mentioned: even though people know smoking is bad for their health, they do not quit their habit. The right motivation has to be found to persuade people to alter their lifestyle.

CONCLUSION The statement did not receive either agreements or disagreements from both groups of experts. The experts did agree that how a person copes with increased awareness will differ for each individual. As neither agreement, nor disagreement was found, we have chosen not to alter the model: when following the line of reasoning made by the experts, either a positive change can happen, or no change is made, i.e. the strength of the relation may differ. A different type of causality is highly unlikely. For example if a person is made aware smoking is bad, this might result in a change: s/he might reduce his/her smoking, or remain at the same level, but an increase is unlikely.

16. **If a person increases his/her physical well-being, this will have a positive effect on his/her overall feeling of well-being.**

QUESTIONNAIRE All participants agreed that an increase in physical well-being would increase the overall feeling of well-being. In the questionnaire, this question was posed as "If physical and/or mental well-being improve, this results in an overall improved feeling of well-being, and vice versa." Two participants noted that this "vice versa" relation was not realistic. As this would result in an unrealistic situation of ever improvement, the question was altered for the conducted interviews. The result from this questionnaire statement, was used when making the alterations to the reference domain model.

INTERVIEWS All experts agreed on this.
CONCLUSION As stated, the original domain model is to be altered such that there no longer is a relation from “Feeling of well-being” to both “Physical well-being” and “Mental well-being.”

17. Physical activity will result in improved body composition.

QUESTIONNAIRE A small majority of the participants agreed with this statement, three noting they did not know.

INTERVIEWS As with the previous question, all experts agreed with this statement, one mentioning that there is, however, an optimum to this; the expert was of the opinion that some professional level athletes are no longer healthy. During the interviews, the concept of “body composition” had to be explained to the experts.

CONCLUSION Body composition was found to be a term not generally used by the experts. The model should be altered to be more clear.

18. Improved cardiovascular fitness will result in a decreased resting heart rate.

QUESTIONNAIRE Although this question is based on basic physiological knowledge, four participants did not feel comfortable agreeing or disagreeing. Three participants agreed with the statement.

INTERVIEWS Without discussion, all experts agreed with this question.

CONCLUSION As experts did not disagree, the model will not change with regard to this relation.

19. Increased cardiovascular fitness will result in an improved feeling of physical well-being.

QUESTIONNAIRE Of all the participants, four agreed with this statement. No participants disagreed, while three did not know.
VALIDATING THE GENERIC DOMAIN MODEL

Figure 12: Results of the well-being domain model questionnaire

INTERVIEWS Again, no discussion or arguments were posed, all experts agreeing.

CONCLUSION With only agreement, we assume this relation too is modeled correctly.

20. **Improved body composition will increase the feeling of physical well-being.**

QUESTIONNAIRE None of the participants disagreed with this statement. Three participants agreed, while four indicated they had no knowledge on the subject.

INTERVIEWS This question was answered in agreement as well.

CONCLUSION With only agreement by the experts, we again assume this relation to be correct.

The results are summarized in Figure 12.
7.4 DISCUSSION

Based on the results obtained through the questionnaire and the interviews, we can draw conclusions about the use of the DWDM modeling language and about the validity of the reference commit/swell domain model.

7.4.1 Results compared

When we compare the results obtained from the questionnaire and the expert interviews, we find that both groups have similar views on the well-being domain. Even though some questionnaire participants indicated for some questions that they did not agree with a statement, from their answer it became apparent that they agreed, but had some reservations regarding the rigor of the statements. The experts interviewed phrased such answers as “Yes, but . . .”. Due to the format of answering questions, i.e. fixed versus free format, answers seemed different at first glance, but were similar after further inspection.

During the expert interviews, we only asked questions relevant to their field of work. This was not the case for the participants of the questionnaire, who were asked all questions and were provided the option not to answer. We therefore expected that for each question a consistent number of participants would indicate they did not know the answer to the question. This was not the case. From this, we can conclude that there have been participants answering questions outside their specific field of expertise, or that they considered their knowledge of the other domain sufficient to answer these questions. As this reduces the value of the answers provided (we cannot assume that all answers were only provided by true experts in the particular field), we value the answers and opinions provided during the interviews higher.

7.4.2 Domain model

Looking at the answers given by those participating in the questionnaire and by the experts interviewed, we find that in general both groups agreed with the information captured in the model and with
each other. Additions and alterations to be made to the model are as follows:

- Altering the “distractions” variable, renaming it to “hindrances,” i.e. a negative, unwanted distraction, and adding a variable “diversions”, i.e. a positive, desired distraction, with a negative causal relation to “experienced stress.”

- Removing the causal relations from “Feeling of well-being” to “Physical well-being” and “Mental well-being.”

- An upper limit to “Rest” should be added.

- Adding more detail by removing the “Body composition” variable, and adding variables such as “Body fat percentage” and “Lean body mass,” as it was found that the term “Body composition” was too abstract to properly reason over.

- Removing the variable “Heart rate,” as this caused confusion. As a result, “Resting heart rate” and “Active heart rate” remain and should be altered to be observable.

The improvements proposed here have been applied to the reference commit/swell domain model. The new model is shown in Figures 13 and 14.

7.4.3 Modeling language

While evaluating the domain model, we also obtained information that lets us evaluate the modeling language in which the model was created. Shortcomings can be identified by finding statements made by the experts or questionnaire participants that cannot be modeled using the modeling language.

Looking at the questionnaire and interview responses, it becomes clear that personalization is a highly important aspect of the well-being domain. Many answers given were in the form of “Yes, but …”. Such nuanced views cannot be modeled in the DWDM language at the moment.

Quantification of data is also a potential problem. Whereas “observable” variables inherently have a value and dimension, this is not the case for abstract concepts such as “work efficacy,” or “cardiovascular fitness.” Allowing to quantify these would ease reasoning over them.
The DWDM language has three levels of measurability. Many of the variables in the mental well-being field can, strictly speaking, not be captured using any of these classifications: users should provide these. These variables are currently denoted as observable, as we can regard the questionnaire used to obtain the value as a measurement device. We could add a new measurability level such as “askable” to increase the expressiveness of the models.

Another addition to the modeling language, would be the ability to model temporal aspects. Although not mentioned by those interviewed, the ability to model time, e.g. how long until an effect is at its maximum, how long will it last et cetera, would greatly improve the expressiveness. We did not consider this feature when developing the language. Experts did mention that personalization is of great importance when modeling the domain of well-being; the ad-
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Figure 14: Improved reference COMMIT/SWELL domain model: Mental well-being

dition of temporal aspects would improve the ability to personalize the models.
In chapters 5 and 6 we proposed a modeling language to capture the well-being domain and a reference well-being domain model. Through a questionnaire and expert interviews, we aimed to validate both in this chapter, answering research question RQ3.1: do the domain experts think the modeling language is suitable to capture the domain of well-being. We used the same questions in the questionnaire and the interviews, which were derived from the causal relations captured in the reference model.

Results from the questionnaires and the interviews indicate that the current model, in general, is a correct representation of the knowledge available in the domain. What also became apparent, is that personalization is highly important: basic physiological processes will be the same for everybody, but the way people interpret feedback and adhere to advice will be different from person to person, and even from day to day.

The DWDM language seemed, judging by the expressiveness required by the additional statements made by the experts, suited to capture the well-being domain. We summarized additions and changes to it to improve this expressiveness. As such, we have to answer research question RQ3.1 with a tentative yes: although the modeling language appears to be suited to capture the domain of well-being, some improvements should be made to enhance it.

In the application development process, as we discuss in part III from page 123 onward, we have used the original domain model instead of the improved model discussed in this chapter. The model was perceived useful by the participants of the development experiment described in chapter 9. As such, we argue that the improved version of the model will be perceived equally useful.
Part III

MODEL-DRIVEN DEVELOPMENT OF CONTEXT-AWARE WELL-BEING SYSTEMS
In the previous part, we used the DWDM language to capture well-being domain information. In this part, we use the resulting models to develop applications. This chapter discusses a model-driven method as an application development approach. The process consists of two parts. The first phase of application development consists of converting the information depicted in the DWDM into models which are more traditionally used in software engineering. The second phase entails the generation of application code from these models. This model-driven process was derived from general principles of Model-Driven Engineering. We created this method to improve development speed and reduce effort of developing context-aware well-being applications.

This chapter first discusses the concept of modeling and model-driven development (section 8.1), after which we present the modeling levels, as recognized in the Model-Driven Architecture (section 8.2). Continuing, the development process is detailed (section 8.3), and means of automation are discussed (section 8.4). We work toward answering the following research question:

**RQ2.3 [DP]** Design a method for developing context-aware well-being systems that improves current methods with respect to the requirements specified in chapter 3.

### 8.1 Model-Driven Development

According to Kurtev [58] “A model represents a part of the reality [...] and is expressed in a modeling language. A model provides knowledge for a certain purpose.” Models allow us to capture knowledge about the real world, and represent it in an abstract form. The
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The act of converting real world knowledge into such an abstract form required is called modeling. Modeling has become common practice in nearly every field, from (software) engineering to business.

We can identify two broad groups of modeling languages. The first are the general purpose modeling languages. The best known example of such a language is the Unified Modeling Language (UML). Languages like these can be used to model a broad range of domains and are primarily used in software development: while modeling, the software engineer defines objects and relations between them, which model the subject domain, i.e. the domain in which the software will operate. These objects are, when writing the software, translated into software objects. The idea is that, when executing the software, the objects that exist at run-time represent real world objects that exist in the domain of interest.

Despite the claim of these languages that they are general purpose, the need may arise to create models that are aimed at a particular field of interest. Such models are created in a Domain Specific Language (DSL). Rather than allowing any domain to be modeled, the language prescribes the syntax of the models more strictly, using a terminology common to the subject domain. For example, in a domain where people are modeled, rather than having an object “Person” of which the “name” attribute should be instantiated at run-time, a DSL can have elements that directly represent individuals, identified by their names. DSLs have the ability to lower the level of abstraction, which allows the experts in the domain to express their knowledge using the terminology they are accustomed to; this is not always possible when presenting them a model created in a general purpose modeling language such as UML, as the level of abstraction might be too high for them to instinctively work with.

To define a modeling language, either general purpose or domain specific, we need a language to write the definition. This second language is usually defined so that it can be used to define many modeling languages, including itself. These principles are described by the Meta-Object Facility (MOF) [76], which is a standard of the Object Management Group (OMG). The MOF specifies how modeling languages can be defined by using four modeling levels. We list these levels in Table 13.

The use of metamodels and models as a primary development artifact is common in Model-Driven Engineering [54]. In MDE, mo-
### 8.2 Modeling Levels

The models used in a model-driven development process can reside at different levels of abstraction and detail. We use the three levels introduced by the Object Management Group in the Model-Driven Architecture (MDA) [68] to classify these modeling levels.

<table>
<thead>
<tr>
<th>Level</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3</td>
<td>Metametamodel</td>
<td>Metametamodels specify a language to describe metamodels. A model at M3 is an instance of itself. OMG’s MOF and Eclipse’s Ecore are examples of metamodeling languages.</td>
</tr>
<tr>
<td>M2</td>
<td>Metamodel</td>
<td>Language for describing models, which is an instance of the metamodel. Domain specific languages are defined at this level. Modeling languages as the Business Process Modeling Notation (BPMN) and the Unified Modeling Language (UML) are examples of entities residing at this level.</td>
</tr>
<tr>
<td>M1</td>
<td>Model</td>
<td>Instances of metamodels. Most modeling tools allow users to work at this level. A Class diagram is an example of an M1 entity.</td>
</tr>
<tr>
<td>M0</td>
<td>Model instances</td>
<td>Runtime instances of the models of the M1 level reside at this level. Entities at level M0 should not be regarded as models. An example of an M0 entity is a Java class file.</td>
</tr>
</tbody>
</table>

Table 13: Levels of the OMG Meta-Object Facility [76]

dels are the important design artifacts. By establishing standards for working with these models, such as having all models in the same process adhering to the same metamodel or metametamodel, it is possible to achieve interoperability between models at different stages of the development process. The Model-Driven Architecture [55, 68] is such a standard for MDE developed by the Object Management Group (OMG). Model transformations can be part of this process. In a model transformation, an input model, which is an instance of a certain metamodel, and a model transformation definition are fed to a model transformation engine which produces an output model that in turn is an instance of a metamodel; this second metamodel can be the same or a different metamodel from the input metamodel. The model transformation definition uses the structure of both the input and the output metamodels.
8.2.1 Computational Independent Models

The highest level of abstraction for models, is that of the Computational Independent Model (CIM). Models at this level do not contain any information regarding the use of implementation technology or means of processing this information, they do not provide a specification of functionality. Models created in the DWDM language are at this level: elements and their relations are discussed, but how these should be used in the resulting software system is not considered.

8.2.2 Platform Independent Models

Models at the Platform Independent Model (PIM) level of detail include the same information as CIMs, i.e. elements in the domain and the relations among them, but add additional information regarding computations. This information is described in a way that does not include technology platform specific methods. We use the Unified Modeling Language (UML) for expressing models at this level. We distinguish between two types of models: those that represent the structural aspects of the system under development, and those dealing with behavior. In the process detailed in this chapter, we use UML Class diagrams to capture the software’s components and their relations, and use UML Activity Diagrams to depict the behavior of these specific components.

8.2.3 Platform Specific Models

Models at the Platform Specific Model (PSM) level include, in addition to the information present in the PIM level models, details about the implementation platform, such as specific method and API calls. We use UML diagrams in the process described in the next sections. From these models, we are be able to generate application code.

8.3 Development Process

The process of creating a context-aware well-being system based on DWDMs consists of two phases. The first phase entails adding
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Figure 15: Overview of the partially automated development process.

detail to models, moving from the CIM level to the PIM level, and finally to the PSM level. The second phase regards the generation of code from these models, and the assembly of this code to form a compilable application. We show the structure of this process in Figure 15. In this section, we describe the steps a developer should take to move from one model to the next. Parts of this process can be automated, which we show in section 8.4.

8.3.1 CIM to PIM

After we created a CIM level model, i.e. an application specific domain model, using the method discussed in section 6.2, we used the information captured in this model to define both static and dynamic application structures of a PIM level model.

Static structure

We based the basic structure of the platform independent models on the general architecture for well-being systems as proposed by Bosems et al. [20]. This architecture is shown in Figure 16. The architecture was constructed during a workshop session with commit/swell members; during this workshop, the Class-Responsibilities-Collaboration (CRC) method as described by Beck and Cunningham [10] was used to determine the required components and the way they interact. It would be possible to use
a different reference architecture, as long as the basic components such as sensors and actuators were available. Changing this underlying architecture would not alter the model-driven method itself, the steps would remain the same. However, the CIM to PIM model transformation would need to be altered to reflect the structure of the new architecture, and the architecture of the resulting application would change, altering qualities such as modularity and maintainability.

We transform the DWDM models into UML Class diagrams, so software engineers can work with them during the software development process. The names used for the classes in the architecture diagram differ from terms used in the DWDM. This choice was made, because Class diagrams are aimed at creating a solution (which consists of (software) sensors, actuators and storage), whereas DWDMs are there to capture the problem domain.

The architecture consists of several classes, with Storage (representing means of storing data), Sensor (representing means of measuring data) and Concept (representing data that should be reasoned about by combining information measured through sensors) being abstract, i.e. these cannot be instantiated directly, but should be extended by other classes. The Storage and Sensor classes have methods that allow for the querying of the value of the variable represented by the class, whereas instances of the Concept class have methods to influence the represented variables value.

The components shown in the overall architecture have predictable ways of interacting with each other. We recognize three ope-
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Figure 17: Component interaction when obtaining data

...rations the application will carry out: (i) obtain data and information, (ii) perform reasoning, and (iii) perform interventions. When obtaining data and calculating information about concepts, the interaction between components is as shown in Figure 17. The interactions are as follows:

1. The DataInterpretation component requests new sensor data from the Sensor component.
2. The Sensor component returns the most recently read value.
3. The DataInterpretation component queries the Concept component to calculate a new value.
4. The Concept component returns the calculated value.
5. The DataInterpretation component stores the obtained and calculated data in the Storage.

We should note that this flow depends on the actual components used. Some sensors might be event driven, sending data as events occur rather than waiting for a query. Furthermore, not all applications have Concept components, so steps 3 and 4 might not always be needed.

The second type of interaction, performing reasoning, consists of the PlanAction component retrieving information from the Storage component, and using internal algorithms to decide whether to pose an intervention. If an intervention is required, the component interaction is as we show in Figure 18.

1. The PlanAction component retrieves data from the Storage component
2. The Storage component returns the requested data.
Now that we have an overview of the relations between components, we can start defining the process of creating an application. As a first step in this process, we create extensions to the abstract classes. We do this by looking at the measurability property of the variables in the domain model. If the variable’s measurability property is “observable,” a new class that extends the Sensor class is created in the PIM diagram. The name of this new class is the name of the variable, appended with the phrase “Sensor.” To allow for causal reasoning, we store information regarding the DWDM variable in a class property (measuredVariable), and a way of retrieving this information (getVariable). Additionally, the class has a method to initiate the data collection from the hardware sensor (collectData()). For “derivable” variables, we add classes that extend the Concept, which also has the variable information and means retrieval, and a method for getting which sensors could indirectly provide information regarding the direction of change of the variable’s value (getSensors()). Variables which are “controllable” result in the creation of classes that extend the Actuator class. Again, such classes include information regarding the original DWDM variable, but also include a method to retrieve the current state of the actuator (getStatus()), and a method that can set the status of the actuator (setStatus()). If no “controllable” variables exist in the DWDM, it is not possible to instantiate actuators. In such a case, the software developer should manually implement a user interface that can convince the user to change his/her behavior such that the relevant elements identified in the DWDM are altered. An example of such a
persuasive UI, is that of the Activity Coach [77], which is discussed in more detail in Appendix G.

We can apply this process to our running example of the step counter application. We start by looking at the elements in the DWDM diagram. Here we find one observable variable, being “Physical activity”. For this variable, a class extending the Sensor class is generated; this class is called “PhysicalActivitySensor”. The other variables are derivable, causing the generation of three classes extending the Concept class: “BodyCompositionConcept,” “PhysicalWellbeingConcept,” and “CardiovascularFitnessConcept.” As no controllable variables exist, a UserInterface class, extending Actuator, is generated. The result is shown in Figure 19.

Dynamic structure

Where the static application aspects are dependent on the measurability of domain variables, the dynamic structure is determined by four DWDM aspects: the dimension of variables, the causal relations between variables, and norms.

Dimension From the dimension of a variable, we can learn whether a single sensor value can be used to determine its value, or multiple data points have to be consulted. For example, if a heart rate sensor stores a data point for every heart beat, we have to count these for the last minute to provide the correct variable value, i.e. the number of beats per minute. This calculation requires the sensor information from the heart rate sensor, and the time. Alternatively, we can count the number of beats in the last few seconds and calculate the beats per minute based on the taken time frame.
Whether calculations based on a smaller time frame are possible depends on the resolution of the sensor that is used. An example of sensor data collection from a sensor that requires only a single value can be found in Figure 20a, while the calculation of a value based on multiple data points is shown in Figure 20b.

**Causal relations** The properties of the variables dictate how the variable values are calculated. However, not all variables in DWDMs are immediately readable through sensors: the value of some variables has to be derived through reasoning. This can be done by employing *causal reasoning*. We discussed this process in section 5.2.4 on page 69. To translate this process to the application, all classes that extend the `Sensor` or the `Concept` class are given a `getValue()` method. If a variable is derivable, i.e. in the application it is an implementing class of `Concept`, the `getValue()` method calls the method with the same name from the classes corresponding to DWDM variables that have outgoing causal relations to the class. We clarify this process in the steps below. Observe the following
In this DWDM, the variables “Recovery” and “Coping” are observable, the variables “Energy” and “Experienced stress” are derivable. Because of these properties, the values of “Recovery” and “Coping” can be determined directly, for example through a questionnaire, but the values of “Energy” and “Experienced stress” have to be reasoned about. If we call the getValue() method of each of these classes, the values of them would be obtained in the following way:

- **Recovery**: direct
- **Energy**: Recovery.getValue() - ExperiencedStress.getValue()
- **ExperiencedStress**: -Coping.getValue()
- **Coping**: direct

The way derivable variables are quantified in this example is simplified when compared to calculations that may be required in practice. “Energy” has to be calculated by determining the value of “Recovery”, the value of “Experienced Stress”, and as such, the value of “Coping”. A derivable variable will cause calls to the getValue() method of other derivable variables, until an observable variable has been found of which the actual value can be used. This is summarized in Listing 1. From this code it becomes apparent that a DWDM without observable variables cannot yield a system that is context-aware.

The polarity of the causal relations should be taken into account when quantifying derivable variable values. In this example, the only method of this quantification is by adding/subtracting the values of the variables that have outgoing causal relations to the derivable variable.

Causal reasoning is also used to determine how variable values should be affected. Every class representing a variable is equipped with an increase() and a decrease() method. If either of these methods is called, reverse causal reasoning is used: we want to identify
which variables should be affected such that the value of the variable that should increase/decrease changes. To do so, the `increase()` or `decrease()` methods of the classes representing variables that have outgoing causal relations to the variable that the application intends to affected are called similarly to the `getValue()` method discussed earlier, i.e. the class can alter the value directly, or calls the method of another class. Instead of performing this method execution until a `Sensor` class is reached, the application executes the method until a class derived from a “controllable” variable, i.e. a class extending the `Actuator` class, is encountered. We show the pseudo-code for this in Listing 2.

Listing 1: Obtaining the value of a derivable variable

Listing 2: Increasing a variable’s value
The final aspect captured in DWDMs that can affect the system behavior, are the norms that can be added to the variables. Where the behavior described until now concerns obtaining variable values, norms dictate what interventions should be posed and when these interventions should occur. We can perform causal reasoning to determine long-term plans, but if a measured variable’s values are currently outside the scope that is deemed normal, the system based on the information captured in the DWDM has to take actions more quickly. For the system to be able to take these actions, an if-then-else construct that is called every time a sensor value is obtained is generated for each variable-norm pair. For example, we can calculate the average maximum heart rate as $206.9 - (0.69 \times \text{age})$. This value can be set as the upper bound norm for the heart rate variable. If a heart rate is measured and the value is greater than this norm, the system might alert the user to slow down his/her physical activity and relax immediately. The example is shown in Figure 21.

When generating the dynamic structure of the step counter application, several models are created. Firstly, there are those modeling the way the value of the represented variable is to be obtained. For the PhysicalActivitySensor class, this model is identical to the one shown in Figure 20b, as physical activity is an observable variable of which the value has to be calculated over a period of time. Additionally, the physical activity variable has a norm associated with it,
causing the generation of an additional behavioral model. We show this in Figure 22. The dynamic structure generated for the class representing the physical well-being variable is shown in Figure 23, the diagrams for the classes representing the cardiovascular fitness and body composition variables being similar. A difference between Figures 22 and 23 is that the first includes decision nodes, which are absent in the second diagram. This difference is caused by the presence of norms: if a variable does not have an associated norm, the application cannot alert the user if a certain variable value is calculated, as it has no knowledge about “right” or “wrong” variable values.

8.3.2 PIM to PSM

Platform Specific Models add detail to the Platform Independent Model level by introducing technology and implementation information. If the modeling language used for the PIM level model has enough expressiveness, it can be reused to create the PSM level model. If UML Class and Activity Diagrams are used for the PIM level
models, it is possible to reuse them for the PSM level models. Because of dependencies on the actual implementation platform, we will not discuss the specific platform mapping details, but will give an overview of the steps to be taken instead. Programmers familiar with the implementation platform should be able to create the PSM level models using these steps.

We distinguish four areas where technology details should be added. We do so through the following steps.

1. We have to create platform specific mappings between the Sensor classes and the sensor interfaces offered by the underlying platform. The most convenient way of doing so is by using Application Programming Interfaces (APIs) supplied by the platform. If no APIs or other hardware abstraction is offered, we have to manually create bindings to the hardware.

2. Make platform mappings that concern output. As is the case with the mappings of the input devices, the exact code and method calls depend on the implementation platform of choice. Every operating system or platform that offers a graphical user interface to the user allows for the use of graphi-
cal frameworks to render the application interface. We should take care to adhere to UI design standards of the intended platform; offering an application with the _look and feel_ of an iOS app on Windows Phone will cause confusion with the user. As we deem UI development outside the scope of this dissertation, we will not elaborate on this.

3. We make mappings to classes to affect other domain variables indicated as "controllable." These might, however, not all be approachable through programming interfaces. Again, this would require direct hardware bindings to be created.

4. We should construct mappings regarding the storage method. There is a wide selection of technological solutions to store data obtained from sensors, the inferred information, reasoning steps performed, and other data. For example, limited, but fast internal memory can be used for temporary storage, the data residing here being sent to a slower, but more sizable method of storage, such as internal hard disks, flash storage, or external storage providers, if it is deemed no longer of immediate need. The choice for a storage medium or method, such as files in the operating system file system, or relational or NoSQL database, is highly dependent on the performance requirements and system infrastructure.

We can apply this PIM to PSM process to our step counter example. Looking at the class diagram, there is only one sensor in our design, namely the `PhysicalActivitySensor`. We can bind this sensor to the accelerometer API of the implementation platform, like the `Sensors.Accelerometer` on Windows, the `CMMotionManager` on iOS, or the `TYPE_ACCELEROMETER` on Android.

Next, we bind the actuators to the platform. Our step counter only contains one actuator, being the user interface. Current modern operating systems allow programmers to create application user interfaces by specifying the layout of screens using XML. No specific bindings are required, only the layout description. We will not go into detail on the subject of user interface design.

The last addition we do to the PSM model are means to store data obtained through the sensors. This can either be done on the device itself, or (a summarized version of the data) can be stored on an external (cloud) platform such as Microsoft HealthVault [67],
CommonSense [94], or Apple HealthKit [7]. By doing so, the need for storage space on the smartphone is eliminated. Additionally, the data is accessible by other applications. The downside is, however, that a network connection should be used in order to transfer data to the server, affecting battery life negatively.

For our step counter, we opt to store the data on the smartphone device itself in a small SQLite\(^1\) database. We add a class that will perform the database operations to the design. The final class diagram for the application is shown in Figure 24.

### 8.3.3 PSM to code

Up to this point, we focused only on the creation and manipulation of models. We should translate these models, after all information needed to reason about the execution of the system is added, into programming code. This is under the assumption that the execution platform of choice does not operate through the interpretation of PSM level models.

As per the previous steps, we have two types of models. The first, the structural models defined a UML Class diagrams, can, for most object-oriented languages, immediately be translated to code. For example, when moving to the Java platform, a new file is created per diagram class, and attributes and methods are added. As this is common practice in object oriented software design, we will not elaborate on this further.

We should translate the behavioral models created in the previous phase as well. We created Activity diagrams for the methods dealing with the gathering of values or the affecting of them in all

---

\(^1\) [https://www.sqlite.org/](https://www.sqlite.org/)
classes extending Sensor, Concept, and Actuator. We can directly translate these Activity diagrams to code which can be inserted in the code files created from the Class diagrams.

We performed the PSM to application code for the step counter example, translating the UML diagrams into Java code. This code was executable, although we had to use a fake activity sensor: instead of using real hardware, we opted to read previously collected activity sensor information from a file.

8.4 Process Automation

After following the process of mapping elements from one model to the next, a software developer will have obtained a platform specific model of the context-aware application. This process is highly structured which makes it a candidate for (partial) automation. In this section, we discuss which parts of the process can be automated, which can ease the process of software development. We propose to automate the process using technologies offered by the Eclipse project [112].

The first technology we need, is one for representing the models at different levels of abstraction. We selected the Eclipse Modeling Framework (EMF) [35] for this. To start, we described the DWDM modeling language in a metamodel in the Ecore metamodeling language [113]. We showed this metamodel in Figure 2 on page 63. Only a language specification does not allow for the user friendly creation of models, so we constructed an editor for the DWDM language using the Eclipse Graphical Modeling Framework (GMF)
This set of Eclipse plug-ins enabled us to create a graphical editor for the DWDM language based on the DWDM metamodel. We describe this editor in more detail in Appendix A. For the representation and editing of UML models, we integrated the Eclipse UML2Tools plug-in in this editor. This structure is depicted in Figure 25.

Secondly, the automation of the process requires the use of techniques that allow for the manipulation of the models created. For this, general purpose programming languages, such as Java, may be used, or we can use a domain specific language. In this case, the domain is the manipulation of models represented in a language that adheres to a certain metamodel. We have opted for the use of a domain specific language, choosing the Atlas Transformation Language (ATL) [12, 111], as this language has shown to be the fastest performing among current model transformation languages [118]. Additionally, ATL has an active development community of users and is well maintained.

Thirdly, after constructing models at the PSM level, we should translate them into code. As with the model-to-model transformations, we have to make a choice between a general purpose and a domain specific language. We opted for the use of the Epsilon Generation Language (EGL) [114].

Finally, we should combine everything on the technology platform of choice. We have opted for the Java platform for the first development iteration of the system. As we cannot derive all logic from DWDMs, we have created a general framework that allows us to coordinate the collection of sensor data and the control of actuators. This framework follows the static application structure discussed in section 8.3.1. In addition, this framework takes care of the storage of information and provides extensibility for reasoning algorithms. The creation of algorithms that derive common behavior from data and provide feedback based on these is outside the scope of this work. It also offers a textual interface to observe the ongoing processes, allowing developers to inspect the collection of data and the results produced by the reasoning engine. This interface should be replaced by a user-friendly GUI if the application is provided to users.

If we apply these techniques to the development process described in section 8.3, we obtain a partially automated process, such as shown in Figure 26. In this figure, we can identify four model
transformations, all of which we can perform automatically. T1 and T2 map different aspects of the input domain model (represented using the DWDM language) to structural and behavioral models respectively (both represented in UML, the structural model in a Class diagram, the behavioral model in Activity diagrams), following the pattern described in section 8.3.1. The structure of such a model transformation is shown in Figure 27. This structure was inspired by the work performed by Kurtev [58].

We can summarize model transformation T1 using the code shown in Listing 3 on page 224. T2 is shown in Listing 4 on page 226. Note that we have written both these listings in a pseudo code, providing a high level overview of the working of the transformation. The transformations programmed in ATL are written declaratively, working on low level UML2 metamodel elements.
In Figure 26 we have not shown the platform mapping that should be performed to obtain PSM level models, as we discussed in section 8.3.2 and shown in Figure 15. We currently only automatically refine the structural- and behavioral models for a subset of a specific platform to move from a PIM to a PSM level. As a proof of concept, we only implemented the transformation for the ActivitySensor, translating it to a platform mapping to Microsoft Windows. We show this transformation in section A.2.1 on page 227. If we want this model transformation to work fully, we have to create model transformation rules to all specific implementation platforms, binding sensors which are to be recognized by name in the PIM to platform specific sensor and API calls.

Using model-to-text transformation T3, we obtain application code. Transformation T4 generates initialization code from the DWDM: based on the DWDM variables, their measurability, and causal relations between them, this code will perform the steps re-
quired to map the structure of the causal model to an internal system representation which can be used for reasoning.

The implementation of the model transformations described here is reusable for context-aware well-being applications for which the CIM level model is represented in the DWDM language: the transformations operate on the basis of the metamodels of the input and output models, instead of being tailored to specific model instances. The output of the transformations is a skeleton: the underlying reasoning functionality is offered, but no means of interacting with the user are provided.

After we have executed the model transformation steps, we can integrate the generated code. Currently, this has to be done by hand, but is limited to copying files to the appropriate folders in the structure of the framework. The result is an application that can collect and store data, and reason which interventions should be posed, such as increase variable A’s value such that B’s value decreases. The application presents this in a textual interface. We can now extend the code to create a graphical application that offers user friendly messages.

8.5 Discussion

This chapter we briefly mention means of quantifying derivable variables by adding or subtracting the values of variables with positive or negative causal relations to the derivable variable. Although this may be enough to serve as a placeholder calculation, it will in most real-world situations be an approach that is too simplistic. We should therefore look at means of quantification for each situation individually, with domain experts providing the way of calculating these values. If we cannot create such improved calculations, the simplified calculations suggested here can be used to derive a direction of change of the variable value, but the calculated number should be treated as being on an ordinal scale.

Although it may be argued that the model-driven process discussed in this chapter does not further the field of model-driven engineering, as it is a specific implementation of a development process that is discussed in more general terms in the MDA Guide [68], we argue that the use of causal domain models for well-being in such a process is indeed novel. By using such models, it is possible to
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capture the domain in a more detailed way than is the case with general purpose modeling languages. The advantages of the DWDM language over general purpose languages have been discussed in chapter 5.

It is currently possible to execute part of the process we discussed automatically: the automatic generation of structural and behavioral models, and of application code from these is possible. We mentioned that our current tool implementation does not support the automatic mapping from PIMs to PSMs, as this would be a time consuming task. Instead of offering such automatic mappings, however, the development tool could supply the developer with a list of PIM methods that should be enhanced with platform information, and aid him/her in the process of selecting the proper platform bindings. Although more extensible, as adding a new platform would only require a new list of bindings, rather than a full new implementation of the model transformation rules, the initial cost of implementing such tooling would be higher. Such an investment would only be sensible if a multitude of target platforms is expected, or rapid changes in these platforms is anticipated.

Another step we did not automate, is the combination of multiple generated pieces of code. However, if the code is annotated properly, which can be done during the generation process, search and replace algorithms could provide for rapid code combination.

The application we generated in this chapter roughly consists of four modules: (i) data collection, (ii) data processing and reasoning, (iii) feedback, and (iv) data storage. It is, however, not necessary that all these modules are located on the same physical device. Historical data could, for example, be stored on a remote location that is accessible through a network connection, or have data be processed by remote servers and only displaying the result on the end-user device. Different physical distribution strategies will have advantages (smaller storage requirements on the device) and disadvantages (longer processing times because data has to be downloaded) which should be taken into consideration.

A current trend in software engineering is the use of agile [39] or rapid development methods such as Scrum, as described by Schwaber and Sutherland [93]. In such methods the result of the process is more important than the development process itself: rather than going through the phases of requirements engineering, development, testing and release in a linear way, small iterative steps are
taken to add functionality to the software under development with the goal to have a potentially releasable product at the end of each iteration. Desired new features are provided by a product owner who is not part of the development team; the product owner should have the wishes and demands of the end-users in mind when requesting new features. An agile way of working can increase the speed at which a product is developed. In this dissertation, however, we focus on the top-down method of software development. We argued earlier that users are unable to specify requirements regarding the product up front and are only able to do so while using it. As users cannot formulate their requirements and feature requests, the product owner cannot do this either. As a result, it might require several iterations of development and testing to formulate feature requests in such a way that they align with user in-situ requirements. We argue that the development of a DWDM in the first process iteration, and basing the software on this model, will result in an increase of development speed, also when used in an agile software development process. While developing software in an agile way, A/B testing is often used to provide two sets of users with two different application iterations to increase development speed even more: the feedback from both groups of users can be used to improve the application in the next development iteration. This too can be done using our modeling language and development method: the developer should create two different models, generating the A/B versions of the application from them.

In the design process we describe in this chapter it is possible to model a domain in which a future context-aware application may operate to aid its users, and move from such a DWDM to an application. Designers and developers of these applications, even when supported by model-transformations, will need to make certain design decisions. The formulation of a rationale for such decisions made during the development phase is currently not explicitly captured in the development method we describe here. This might, however, be required when developing medical applications and the developer has liability regarding the operation of the application. Looije et al. [62] describe a methodology they call situated Design Rationale (sDR). Using this method, designers can formulate objectives, methods used to achieve these, functions that serve the methods and bring about effects, and the instruments to measure effects. These are similar to what we called goals and means
to achieve these goals. What the authors call instruments are observable variables in our DWDM language. In order to improve the DWDM language, annotations could be added to capture the design rationale in a way similar to the sDR method.

8.6 conclusion

The development of context-aware well-being systems is challenging. In this chapter, we provided answers to research question RQ2.3: design a method for developing context-aware well-being systems that improves current methods with regard to the requirements specified in earlier chapters. We have described a model-driven development process. The process uses causal domain models, represented in our DWDM language, as input. The process follows the levels as described in OMG’s Model-Driven Architecture, moving the detail of models from only capturing domain information, to models that describe the system independent of implementation techniques, and models that describe all details of the system implemented using given technology. After this, code can be created from the models. This highly structured approach satisfies our requirement R5 (clear relation between requirements and domain information, and software design) and R2 (clearly structured process), but still follows the regular process steps, allowing for the use of existing process management methods (R8).

We have shown that, because of well defined mappings between modeling levels, it is possible to automate this process through model-to-model and model-to-text transformations. This reduces the chance for software errors (R9), as the human element is removed from the process. As parts of the process require human creativity, not everything can be generated automatically. The transformations, however, do allow for increased productivity. Furthermore, because the process is based on existing tools (EMF, UML, ATL and EGL), existing tools to support the designer can be used (R3 and R4).
“There are two ways of constructing a software design: One way is to make it so simple that there are obviously no deficiencies, and the other way is to make it so complicated that there are no obvious deficiencies. The first method is far more difficult.”

– C.A.R. Hoare (computer scientist)

In chapter 8 we discuss how we can use DWDMs to design and develop context-aware well-being systems in a model-driven fashion. The claims made are verified in this chapter. In the experiment we performed for this verification, Computer Science Master students executed the development method discussed earlier in this work. The participants filled out a questionnaire to give their opinions regarding the way of working. In addition, we analyzed the work produced according to a set of metrics, looking at the requirements specified by the participants and the structure of the models produced. We describe the research problem in section 9.1 and the research design in section 9.3. We discuss the results obtained from the experiment in sections 9.4 and 9.5. The method used in this chapter was inspired by Vriezekolk et al. [124].

9.1 RESEARCH PROBLEM

The design and development method described in chapter 8 is based on the assumption that the information regarding the context required to develop context-aware well-being systems can be captured in DWDM models, and if a domain model is created for a specific application domain, that this model can be used throughout the development process. The process uses techniques that have been used throughout other domains in the past, but are yet to be utilized to move from abstract well-being domain models to concrete
applications that are to support the well-being parameters depicted in these models.

Our interests in this experiment are twofold. Firstly, we aim to verify that the use of DWDMs as artifacts driving a model-driven development process is possible in principle. Secondly, if this is indeed possible, is such a process better than a similar process being executed without DWDMs being used.

We answer the following research question:

RQ3.2 [kQ] To which extent does the MDD method satisfy the requirements?

9.2 Research Design

This section describes the research designed for the validation of the model-driven development method for context-aware well-being systems. First, we identify the objects of study, second we discuss the treatment performed, third we detail means of quantifying results, and finally, we elaborate the threats to the validity of the results.

9.2.1 Objects of study

To answer the research problems, we decided to test our development method through a controlled lab experiment, in which students of the Master program in Computer Science at the University of Twente fulfilled the role of system developers. To ensure participants are acquainted with the concepts of (meta) modeling and model transformations in general, and the use of the ATL transformation language specifically, we decided to recruit participants among students who had taken a course in Model-Driven Engineering.

Even though the use of professional software developers to test the method proposed has preference over using students for this purpose, using students does not invalidate our experiment and it does not pose a threat to our external validity. Although results obtained from students can not be mapped directly to industry settings, lessons learned regarding the usage of the development process by students will be similar to the usage by industry professionals, as view and correctness of task execution is similar between both groups [44, 101, 108, 115].
9.2.2 Treatment design

The development of context-aware well-being systems goes through a number of phases, as we discussed in chapter 8. In this validation experiment, we are primarily interested in the model-driven process, such as depicted in Figure 15 on page 127. Because of this focus, subjects will not be asked to design an application specific DWDM, or create application code. The subjects will not be creating a DWDM. During a tryout execution of this experiment, four participants were unable to construct DWDMs; we think this might be due to their focus on implementing software, rather than describing the problem domain first.

During the experiment, we also did not ask participants to derive application code from Class and Activity Diagrams, as this is already common practice in software development. Instead, the focus is on the transformation of the given domain model to structural and behavioral models.

The resulting experiment requires the evaluation of the description of a specific case, the creation of requirements for this system, the analysis of the domain model, and the generation and verification of structural and behavioral software models. This leads to three threats to the validity of the experiment.

1. Subjects might not understand the model-driven method they are about to use or how Dynamic Well-being Domain Models should be interpreted or used.

   To make sure the subjects understood the intention of the experiment and were able to read the DWDM model provided, a short presentation was given to provide an overview of the process and the structure and grammar of the DWDM language. After this, participants were given a similar explanation in writing. Furthermore, participants are encouraged to ask questions regarding the model if at any time during the experiment anything is unclear.

2. Even if the participants understand what they will be doing during the experiment, lack of experience can cause the quality of the created artifacts to vary, and can cause a need for more time to finish the described tasks.
To ensure a basic level of participant experience, the subjects were all chosen from students who had successfully completed a 5 ECT course on Model-Driven Engineering.

3. If tasks, for any reason, take longer than anticipated during the design of the experiment, other tasks cannot be performed by the participant. If key questions are asked regarding these final tasks, they cannot be answered.

Time requirements per task were given so participants could keep track of time. This would not eliminate the risk of them running out of time, but allowed for planning in advance.

We provided the participants with descriptions of the DWDM language and of the case in which they were to apply to development method. We included this material in Appendix D. The text of the assignment consisted of the following:

- A short (5 minutes) presentation about the process that is to be followed and an introduction to the DWDM language.

- A written description of the DWDM language:

  “The notation of the Dynamic Well-being Domain Model (DWDM) is primarily inspired by the Causal loop diagram (CLD) notation. CLDs consist of boxes (modeling variables) and annotated arrows (modeling causalities). A causality may be either positive or negative: a positive causality from A to B (denoted as $A \rightarrow B$) indicates that an increase in the variable value of A (eventually) causes an increase in the value of variable B. A negative causality from A to B (written as $A \rightarrow B$) indicates that an increase in A causes a decrease in B.

  If a variable can be directly read through sensors, we say it is observable. If the application can directly influence the variable’s value, it is controllable. If the application should reason about the variable’s value using the value of other variables, it is derivable.

  Variables can also have a unit of measurement (“km/h” for speed, for example).”
A written description about the case to which the participants will apply the method:

“In this experiment, you will be designing an “Activity Coach” [77]. It is a smartphone application that is to help the user in managing his/her activity throughout the day. This coaching/management can go both ways: if a user is too active during the morning, the application should warn the user that this might leave him/her tired in the afternoon, if the user is not active enough, s/he should be encouraged to be more active.

The application uses sensors (tri-axial accelerometers) to monitor the user throughout the day. These sensors measure acceleration in three directions (x, y, z). For a full day, the desired amount of activity measured in IMA (sum of all the acceleration measured) should be 10,000. The user should be able to see his progress toward this goal at every time, preferably through a graph showing his/her activity and the desired norm.

We now have to identify the other aspects of the app. Firstly, the application should run on a mobile device, so battery power and storage capacity are limited. Because of this, recalculating and reevaluating the user’s goal progress every time a new sensor value is read might not be the best approach, just like saving all data for all time. Secondly, the application might be part of a bigger system where data storage and even the calculations are performed by other devices (cloud storage and computing). The app designed here should be able to cope with such future changes, the adaptations required to allow for these should be limited.”

A list of tasks. The participants were asked to perform the following:

1. Comment on an existing DWDM model, discussing whether the domain model depicted is complete.
2. Elicit a set of requirements based on the domain model and the case description.

3. Generate a UML Class diagrams using the provided model transformations.

4. Verify the UML Class diagram, and alter it if elements are missing or incorrect (based on the judgment of the developer).

5. Match the UML Class diagram and the requirements.

6. Generate a UML Activity diagram using the provided model transformations.

7. Match the UML Activity diagram and the requirements.

We did not ask the subjects to validate the Activity diagrams, as these models could not be presented in a visual format. We could only provide the participants with a textual representation of the UML models, which we deemed unreadable in this format.

- An editor for the DWDM language.

- Model transformations from the DWDM model to the structural and behavioral models.

- A DWDM model capturing the domain described in the case description. This model is shown in Figure 37 on page 251.

- A total of 90 minutes to complete all tasks, after which they were asked to fill out the questionnaire.

As the participants had previous experience with similar editors, we kept the explanation regarding the editor itself short.

Due to the complexity and sensitivity of the well-being domain, we designed the context-aware well-being application development method to use DWDMs as a process input. We therefore provided the participants of the experiment with a DWDM for the case described in the assignment. The risk here, however, is related to the complexity and sensitivity of the domain: if the case and the model did not contain enough complexity or sensitivity, the participants were essentially asked to create a regular application, rendering the use of the method void. Moreover, if the case used was too complex, the
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1. How experienced are you with gathering requirements? (1–5)
2. How experienced are you with modeling application structures? (1–5)
3. How experienced are you with modeling application behavior? (1–5)
4. How experienced are you with model-driven engineering techniques? (1–5)
5. Are there steps in the design process that you would have done differently if you would not have had the supplied tools?
6. Did the Dynamic Well-being Domain Model provide you with information that you could not obtain from the case description, but was needed to land you with your current documentation/design?
7. Would you have liked to have more information? If so, what was unclear?
8. Did you have enough time to consider all of the exercise steps, or was more time needed?
9. Did you have to make alterations to the models that were generated? If so, to which models and what did you change?
10. Did using the DWDM editor and the model transformations ease the development?
11. Do you see room for improvement with regard to the DWDM editor?
12. Do you think that the design process could have been faster if you did not have used the DWDM editor and model transformations?
13. If you would be asked to redo the experiment, would you chose to use the DWDM editor again, or would you use tools of your own choice?

Table 14: Exit questionnaire model-driven process experiment

Allotted time for the experiment would have been insufficient. Both of these are threats to our construct validity.

The case we provided to the participants was a simplified version of an existing context-aware well-being system. As such, we considered it to be suitable both with regard to the complexity of context-awareness, and the sensitivity of well-being. Furthermore, due to the simplification, participants would find it easier to identify problems, than when confronted with the full case description.

9.2.3 Measurement design

As the primary focus of the experiment is the usage of the model-driven method, an exit questionnaire and our observations during the experiment are used for a qualitative assessment. The questions provided to the participants are listed in Table 14.

During the experiment, participants are asked after every process step whether they are satisfied with the models presented/generated, or some of the model’s content is to be changed. We specified
metrics for all tasks to be performed. The metrics are listed in Table 15. Starting the process with the gathering of requirements, the first four metrics deal with the number of requirements gathered, how many of these are defined in an ambiguous way, i.e. they do not capture concrete or measurable information such as “The system should use efficient algorithms”, how many are conflicting, the number that deals with the case description, and how many are “outside the box,” i.e. requirements not taken directly from the case description, but which are relevant to the development.

The metric five concerns structural models. This metric is used to compare the models submitted by the participants with the models that are generated from the original domain model. We measure the average Coupling Between Objects of the class diagram, which gives an indication to which extent the system components are related, and as such provides an indication of the maintainability of the system.

Using the last three metrics, we measure coverage of models. First, we relate the classes in the diagram to the requirements created by the participant: if we cannot find software components that contribute to satisfying a requirement, we deem the model incomplete. Second, the metric for the behavioral models also measures the coverage of the requirements by the Activity Diagrams. Third, we measure the coverage of the Class Diagrams by the Activity Dia-

<table>
<thead>
<tr>
<th>Metric name</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Number of requirements.</td>
<td>Count</td>
</tr>
<tr>
<td>2. Number of ambiguous requirements.</td>
<td>Count</td>
</tr>
<tr>
<td>3. Number of conflicting requirements.</td>
<td>Count</td>
</tr>
<tr>
<td>4. Number of requirements covering case description.</td>
<td>Count</td>
</tr>
<tr>
<td>5. Number of relevant requirements not dealing with case description.</td>
<td>Count</td>
</tr>
<tr>
<td>6. Coupling Between Objects</td>
<td>#relations / #classes</td>
</tr>
<tr>
<td>7. Coverage of requirements by Class Diagram</td>
<td>% of requirements</td>
</tr>
<tr>
<td>8. Coverage of requirements by Activity Diagram</td>
<td>% of requirements</td>
</tr>
<tr>
<td>9. Coverage of Class Diagram by Activity Diagram</td>
<td>% of classes</td>
</tr>
</tbody>
</table>

Table 15: Model metrics for evaluating changes made to models by participants
grams: are behavioral models created for the elements of the Class diagrams that are dynamic in nature, such as methods.

Similarly to the experiment performed in chapter 7, it is possible that the answers provided by the participants were biased, favoring those the participants deemed better for the researcher, posing a threat to our external validity. As the explicit opinions of the participants regarding the way of working was asked, this threat to the validity of the results cannot be mitigated. However, another part of this experiment was to gather objective data about the way of working to determine if it is more efficient with regard to the requirements posed earlier. This objective data, consisting of models and time requirements, is not subject to bias on the part of the participants.

9.3 RESEARCH EXECUTION

During a single experiment session, the research design discussed in the previous section was implemented and performed by a group of subjects. This section discusses this execution process.

9.3.1 Subjects

The students who were to take part in our experiment, were recruited among those who had participated in a course on Model-Driven Engineering six months prior to the experiment. The group of participants was self-selected, rather than randomly. As a motivation, the students were promised a compensation of €20,-. In total, eight students participated in the experiment. Due to the small number of participants, no statistical inference can take place. Any generalization is therefore based on reasoning by analogy.

9.3.2 Case

The case to which the participants applied our development method, was a simplified version of the RRD Activity Coach, as described in Appendix G. The concepts of “Feedback,” “Self-efficacy,” and “Body composition” were left out from this model. The purpose of the application was to motivate people to attain a certain level of activity, rather than focusing on different types of motivational
feedback. The participants were told that the level of activity could be measured through accelerometers, and that the result should be displayed in a graph.

**Environment during application** Participants working on the case were all in a single university classroom. During the experiment they did not communicate, either through speech or otherwise, as to make sure all submissions were indeed individual pieces of work.

### 9.4 Results

The execution of the experiment took participants anywhere between 58 minutes, and 1 hour and 36 minutes, the mean being 1 hour 15 minutes. We obtained three types of results through the experiment:

1. The answers to the exit questionnaire (Table 14), which we can use for a qualitative assessment.
2. An analysis of the artifacts created in the experiment using the defined metrics (Table 15), and the comments made can be used for additional qualitative analysis.
3. Remarks made by the participants regarding the tasks performed.

#### 9.4.1 Exit questionnaire

The first four questions of the exit questionnaire were concerned with the level of experience of participants on four subjects related to design and development. The answers provided are summarized in Table 16.

1. **Experience gathering requirements** With all participants being master students in computer science, we expected that each of them would indicate to have at least some experience regarding this subject, which would translate to a score of 3 out of 5. Two participants scored their experience lower than expected, giving themselves a 2 out of 5 score.
Table 16: Model-driven development experiment: exit questionnaire results, level of experience on a 5 point scale

2. **Experience modeling structures** Since their first year at the university, computer science students have been modeling software systems. As such, scores of 3 out of 5 or higher were expected here. Two of the participants scored themselves 2 out of 5 here, the rest feeling more confident. The participants seemed more confident about experience modeling application structures, than regarding their experience gathering requirements. This might be due to the computer science curriculum focusing more on modeling than on requirements analysis.

3. **Experience modeling behavior** Although modeling behavior is part of the participants’ education, experience shows that students tend to focus less on this aspect of software design. The scoring reflects this, with seven of the participants giving themselves a 3 out of 5.

4. **Experience with model-driven development** As the participants were likely to only have encountered MDD over a single course on the subject, scores here were expected to be low. On average, however, the scores were similar to the experience modeling behavior: two participants scored themselves 2 out of 5, and two scored themselves 4 out of 5. The other four gave scores of 3 out of 5.

Overall, none of the participants thought of himself as having no experience in the fields, one participant thinking of himself as an expert in requirements gathering. This is the only 5 out of 5 score in the questionnaire.
5. Are there steps in the design process that you would have done differently if you would not have had the supplied tools? Standard practice for software engineering entails the gathering of requirements, creation of structural models, creation of behavioral models, after which the code is implemented. During the education of students, this process is repeated to them. Surprisingly, almost half of the participants indicated that they would have started by creating a structural model, after which the code is to be produced; this skips two steps in the process that has been taught to the participants. This choice may be explained due to the case being relatively small: participants may have had the idea that a following a full development process would be unnecessary for the development of the activity coach. Two participants mentioned they would have followed the “traditional” process. Two participants noted they did not know how they would have proceeded, and one participant mentioned he would use the process as used in the experiment.

6. Did the Dynamic Well-being Domain Model provide you with information that you could not obtain from the case description, but was needed to get you to your current documentation/design? All participants responded positively to this question. Especially the ability to visualize causal relations between variables was deemed useful: seeing the way changes in variable values affect other variables in the domain was thought of as having added value over only a case description. One student mentioned that it is not always clear how values of derivable variables should be calculated.

7. Would you have liked to have more information? If so, what was unclear? Although the case description and the provided application specific DWDM appeared to be clear with all participants, most would have liked more technical information regarding the metamodels, models and model transformations. These details were purposely omitted in the experiment, as the inclusion of such an explanation would have required substantial additional reading time.

8. Did you have enough time to consider all of the exercise steps, or was more time needed? All but one participant indi-
cated they had enough time to complete the exercises. The participant claiming not having enough time mentioned he was only allowed one hour, rather than the hour and thirty minutes promised. An analysis of his self-reported start- and end time, however, showed he did use 10 minutes less than other participants, which was caused by him arriving too late.

9. **Did you have to make alterations to the models that were generated? If so, to which models and what did you change?** Half of the participants did not make alterations to the generated models, the others did change something. Of those who did not make changes, one participant did make notes regarding the changes he would have liked to make.

10. **Did using the DWDM editor and the model transformations ease the development?** All participants thought the use of the DWDM editor and the model transformations eased development. As primary reason they noted the availability of the reusable artifacts of the development method, such as the metamodel, the model transformations and the editor.

11. **Do you see room for improvement with regard to the DWDM editor?** As the DWDM editor and model transformations are at an early stage of development, we expected that the participants had feedback regarding the current working of the program. In the version of the tool used in the experiment, the visualization of Activity Diagrams is not yet available; this had been noted beforehand. Participants remarked that the visualization of these models would indeed benefit usability. Furthermore, people did not like the lay-outing of the models. Finally, remarks were made regarding the visualization of the DWDM models, suggesting additional coloring or graphical elements to emphasize the measurability of the variables and their measurement scale.

12. **Do you think that the design process could have been faster if you did not have used the DWDM editor and model transformations?** Although some participants argued that it is hard to say whether the process would have been faster for other cases (even though this was not asked), the general consensus was that our method is likely to be faster than using traditional methods. Some participants noted that using just UML
and Java for the development would be faster in the short run as this case only entails the creation of a small application. It should be noted that the answers given are based on the participants being provided with a ready to use DWDM and model transformations. If these were not given to them, answers may have differed. Also, the answers given may be influenced by what participants thought would be socially acceptable.

13. **If you would be asked to redo the experiment, would you chose to use the DWDM editor again, or would you use tools of your own choice?** Five participants noted they would re-use the DWDM editor and transformations. As with the previous question, these answers may have been given because they were thought to be socially acceptable. Three participants noted they would rather use their own tools, one out of curiosity regarding the difference in development effort, the other two because they were more accustomed to their own work flow.

9.4.2 **Artifacts**

We categorize the artifacts created by the research participants into four groups: DWDM application model, requirements, structural model, and behavioral model. Measures for these were defined in Table 15.

**DWDM application model**

Although a model for the domain of the envisioned application was provided to the participants, they were free to alter this model. Only one participant did so, adding the notions of “Encouragement” and “Feedback.” “Encouragement” can arguably be seen as a type of “Feedback”, however, the addition was interesting to see, indicating that, even without explicit instructions regarding the editor, the editing of the models was not too difficult.

**Requirements**

In the first tasks, participants were asked to create requirements based on the application DWDM. The requirements were specified on all levels of detail, ranging from high level, i.e. “The app should delete stored information as soon as it becomes useless,” to low level,
e.g. “The processing unit of the sensor should have a low-pass filter, so spikes in the measured data of the sensor is averaged out.” On average, we deemed 2–3 requirements to be ambiguous per submission, e.g. “It should cope with errors” or “The system should have server connectivity.” During the computer science curriculum, students are taught to specify requirements in the form of “The system shall . . .”. One of the participants specified the requirements in the form “The user should . . .”.

None of the requirements described by the participants were conflicting. This judgment was made by looking separately at the requirements selected by each participant. It is possible that requirements created by multiple participants were conflicting, but as there was no communication among participants, this was expected.

The “creativity” of the participants varied. On average, 4–5 of the requirements resulted directly from the exercise text, e.g. “Include a graph of activity of the day including goal”, an average of 3 requirements dealing with elements that were not explicitly stated in the case description, e.g. “Use modular setup to be able to swap storage and computing platform”. This varied between participants, with two participants only stating information from the provided case. The difference between participants may be a result of experience or interest in the domain at hand, or with the development of (context-aware) applications in general.

**Structural model**

The participants had to check the structural model generated from the application DWDM and alter it if they thought this was needed. To measure to what extent models were changed, we used the Coupling Between Objects (CBO) metric [25]. This metric is defined as the total number of relations between objects, divided by the total number of object classes. A relation between two classes will be incoming for one, and outgoing for the other class. Because of this, a single link between two classes should be counted as 2. We did not expect the metrics specified by Chidamber and Kemerer [25] to change by alterations made by the participants, so these were not taken into account. The CBO of the class diagram created from the provided DWDM was calculated at 2, so values different than this would indicate changes were made.
Only a single participant altered the class diagram such that the CBO’s value changed, going from 2 to 1.67, indicating a relation had been removed. Another participant added a class, but as this class was connected to existing classes using a single relation, this addition did not alter the initial CBO of 2.

When looking at the percentage of classes contributing to the requirements specified, we find that this number was highly diverse: the lowest percentage of requirements that could be fulfilled was 0%, the highest number 80%.

**Behavioral model**

The final model to be generated during the experiment was a behavioral model. The model generated would, by default, include method descriptions to calculate values for derivable variables. We chose not to have the participants create a user interface, or define any form of user interaction. This caused the metric regarding the coverage of requirements by the activity diagram to be low: the mean coverage was found to be 12%, with a standard deviation of 13%. The highest coverage percentage in the models generated by the participants was 33%.

The analysis of the behavioral diagrams showed that none of the participants had altered or added to the models. High percentages of coverage therefore indicate that the participant apparently had not included a lot of requirements regarding user interaction.

9.4.3 Remarks

In addition to filling out the exit questionnaire and creating artifacts by executing specific tasks, participants commented on the tasks performed.

Not all participants liked the structure of the DWDM, some suggesting specific changes to be made, such as adding causal relations, or changing polarities or measurability properties. The remarks made showed both insight into the domain, but also a technology minded view on the problem: the suggested changes included motivation on how to measure currently denoted “derivable” variables, and process flow-type structures. Rather than seeing the relations as causalities, they were treated as “first this, then that” structures.
When looking at the requirements elicited, we find that many of these deal with user interaction and storage of data. However, the class diagrams that were generated were not edited to facilitate these requirements: to allow for user interaction, we expected that a class UserInterface and classes extending Storage were added to the diagram. Only one participant added a class to the diagram, but this class was not intended for communication of information or other parties, or to facilitate storage of data.

Although not added to the models, some participants made remarks on what changes were intended. Here, user interfaces and means of storage were discussed. Furthermore, the addition of `get` and `set` methods for various classes were suggested.

The suggestions made by the participants will be used when developing the next version of the tool.

**9.5 DISCUSSION**

We tried to provide the participants with a case description that was realistic enough for them to see how the tools and techniques would be used in a real-life development process, yet small enough so the entire case could be covered in the limited time available. All participants but one indicated they had enough time to cover the described tasks; some of them noted they would have liked to have more (technical) information regarding the case and the implementation of the tooling used. The participants also remarked that the case described was quite minimalistic, which may have caused participants to underestimate the complexity of context-aware systems in general.

The tool used during the experiment was provided to the participants as a stand-alone Eclipse product with all the needed plug-ins readily installed. Because of their background, the participants had previous experience with the tooling environment, making it relatively easy for them to get started with the tasks. This might account for the high number of positive remarks regarding the tool.

The model transformations and the tool provided for use in the experiment were part of continuous research and development. As such, their level of maturity is not as high as commercially available software. For example, the DWDM-to-Activity diagram transformation generated models that were not yet compatible with the
generator tool for visualizing Activity diagrams. This resulted in participants having to verify the structure of these diagrams using the default Eclipse EMF model editor, which provides the user a hierarchical tree view of the model. Although the participants had experience with this way of inspecting models, this way of visualizing is not user friendly and can be confusing in case models have many interrelated elements. This may have caused the lack of changes or additions to the behavioral models. In contrast, the Class diagram editor was fully functioning, allowing the users to work with the models in a graphical way. This did not result in changes being made to the structural models. Other remarks made regarding the tool, and the visualization of DWDMs specifically, were expected: the tool used by the participants was generated using the Eclipse GMF without adding graphical details. Improving the layout of diagrams may make them easier to work with; adding redundant modeling information can be beneficial for understanding [13].

Although we attempted to formulate the exit questionnaire questions in a neutral way, not guiding the participants to a certain answer but asking an opinion supported by reasoning, it is possible that some questions may have been written in such a way that they indicated to the participants what answer would be the desired one. Especially those questions with regard to the usefulness of the domain model and the tool, questions 6 and 10 in Table 16, may have suffered from this, the unanimity of participant answers being an indicator of this. This does not, however, invalidate our experiment as the subjects of both questions is also covered by other evaluation questions.

The contents of question 6, inquiring about the usefulness of the DWDM provided, is also covered by questions 5 and 7, i.e. whether the participants would have done things differently without the tools and whether more information would have been useful. Answers provided for these two questions indicate that participants would have preferred detailed technical information and starting the application development as quickly as possible without considering the domain model first. Combining these and the answers given to question 6, we argue that although participants indicated the usefulness of the DWDM model, they would have preferred to start writing an application without considering the domain themselves; in a real-life scenario they would not have stopped to construct the
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In chapter 8 of this dissertation, we proposed DWDMs as a primary development artifact: we suggested that they could be used to drive the development of context-aware well-being systems when used in an MDE process. We tested this theory in this chapter, answering research question RQ3.2: to which extent does the MDD method satisfy the requirements posed in earlier chapters?

To verify that DWDM driven development is a good way of creating context-aware well-being systems, six single case experiments were executed. Participants of this experiment were computer science master students, modeling professional software developers for our purpose of testing. The participants designed requirements, a static application structure and behavioral models, taking an average of 1 hour and 15 minutes. After this, an exit questionnaire was answered.

Participants remarked that the DWDMs provided them with more insight into the case, even though no more information was modeled than was provided in the case description. Especially the visualization of causal relations was considered useful.

Participants could generate structural and behavioral models from DWDMs using model transformations. They liked this feature, as it eased development. Especially when working on multiple, yet
similar projects, the participants thought that this automation could increase development speed.

Not all aspects of the used tool were liked. As the tool was still under development, some features were missing. Examples of such features included the ability of graphically explore Activity diagrams, and improved user interface elements for the visualization of DWDMs.

During the experiment, comprising both the trial run and the final experiment, we made several observations regarding the development of software using DWDMs and our model transformation driven process:

- During the trial experiment, participants were unable to successfully construct a DWDM. Rather than looking at the problem domain and trying to capture this, participants focused on constructing models similar to UML Class diagrams. The DWDM language, however, is not suited for this way of modeling, as relations between classes in a Class diagram have a different meaning than the relations between variables in a DWDM diagram. To mitigate this problem, participants of the final experiment where provided a ready to use DWDM.

We think that this difference in focus originates from the experience participants have when designing and developing software: students are often taught to develop software based on a given set of requirements, rather than have them gather requirements and look at the problem domain themselves. To prevent such issues from arising when using our development method in production environments, DWDMs should be constructed by people with experience in domain modeling.

- The participants could quickly work with the tool, and knew where they could find the required features, such as the model editors and how to start the transformation. These results, however, are biased, as all of our participants had earlier experience with using similar model editors and transformation tools. To allow developers without prior experience with the Eclipse Modeling Framework and the ATL model transformation language to work with our tool, visual aids can be added to make the process of modeling, transforming and editing more clear. The Eclipse Graphical Modeling Framework, for
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example, includes a dashboard (Figure 28) that guides the developer through the steps of the development process.

- The tool provided to the participants was still a work in progress. As such, parts of the tool did not work as intended. One of these parts was the editor for UML Activity Diagrams, which was needed to model the dynamic structure of the application. For the tool to be useful when modeling behavior, this must be repaired.

The case provided to the participants was relatively small and had a clear, fixed scope. The choice for the scoping and size of the experiment was chosen to allow for timely completion of the task. The times required by the participants were comparable to each other. Real life situations, however, are never this clearly defined. To get a better understanding of the required time in total and per development step, an experiment should be undertaken where the scoping is less clear.

Looking at the results, we can positively answer our research question, namely that the MDD method satisfies our requirements by allowing software designers to reason over the domain information (R1), the process steps are clearly documented (R2), the software designer is supported by a tool which is similar to tools already known to the designers (R3 and R4), it relates domain information and software design (R5), and the chance for errors is minimized due to automation (R9).
Part IV

BEHAVIOR PREDICTION
“The best way to predict the future is to study the past, or prognosticate.”

– Robert Kiyosaki (businessman)

The DWDM language has been presented as a tool to capture the specifics of the well-being domain in general and the domain of specific systems, and to drive the design and development process of context-aware well-being applications.

As mentioned earlier, the models constructed in the DWDM language are also used to describe how a system could influence the context. In this chapter, we use this quality to predict whether this behavior is in line with the goals posed for the system by its designers. If this is not the case, the system may not be able to reach its goal. Minimizing this chance of software errors is requirement R9 of our method, as we discussed in chapter 3.

This chapter first details the analysis process which will allow us to predict the context behavior (section 10.1), after which details and limitations of this analysis method are discussed (section 10.2).

The following research question is answered in this chapter:

RQ2.4 [DP] Design an analysis method that reduces the chance of incorrect application scoping.

10.1 ANALYSIS PROCESS

The context behavior analysis method consists of twelve questions a designer should answer while developing the application. The application specific DWDM for the system under development should be used as an input for this process. If the developer cannot answer the questions in a satisfactory way, or unexpected answers are encountered, this could indicate that the application might not achieve
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the goals set for it, or that problems might arise during execution. The developer should alter the design of the system under development accordingly.

Developers and testers can also use the questions to find problems in existing applications: if an application is not achieving its goals, developers can use our analysis method to find the cause of this, and update the application’s functionality to repair this. Again, those answering the questions should base their answers on the application specific DWDM of the system they are validating.

The questions that should be answered by the application designer or tester are listed here. Developers should answer some of these questions at design time, however, as we created this method to be useful for existing applications too, these questions are asked again here.

1. **What is the goal of the application? Which variables are to be increased/decreased?** Every well-being application has a goal. Such a goal is realized by increasing or decreasing the value of one or more of the domain variables. By this requirement, we restrict the applicability of our analysis method to applications whose goals we can represent by the values of domain variables. By identifying this goal, the underlying application logic can better be explained.

2. **Which variables are to be affected by the application in order to satisfy the goal?** At design time, the means, i.e. the variables that are to be affected in order to attain the goal, are decided upon. Means may either be direct (“increase A to attain goal B”), or indirect (“alter A, such that C changes, which allows us to attain goal B, C being the indirect means”). The direct means are those variables which are directly influenced by the system, indirect means are affected by direct or other indirect means, such that the goal variable’s value changes. It should be possible to create a path from the means to the goal variable(s). Means for which this is not possible do not contribute to the goal.

3. **Which variables will be measured by the application?** In a DWDM, sensors can directly measure the value of observable variables. We must determine whether all the observable vari-
ables in the domain model are indeed monitored, or whether they serve another purpose for the application.

4. **Are goals and means directly related?** If goals and means variables are directly related through a single causal relationship, rather than through indirect relationships, achieving the goal will be easier for the application and potentially undesired side effects can be minimized. The same is true if the application can directly influence the goal, i.e. the goal is a means.

5. **Which variables will be directly affected by changes in the means?** If the application is introduced in the domain, it will affect context variables. By identifying which variables are directly affected by the application’s operation, we can predict potential side effects up front.

6. **Which variables are indirectly affected by the changes made?** As the domain model may contain more variables than those affected by the system, we want to know what other variables are influenced. To do so, we draw a tree by exploring the domain model in a Depth First Search fashion. Loops are not modeled, and if a variable already exists in the tree, it is captured again.

For example, observe the following DWDM:

![Diagram of DWDM]

If A were a means to achieving goal D, the tree of affected variables would be the following:
As we can see, the D variable appears twice in this tree, and no loops exist. In these trees, we are only interested in the causal relations, the variable properties are not modeled.

7. **Are there variables that are not affected?** Some variables might be part of the domain, influencing the context of the user. However, in some systems, not all of these are monitored or controlled. Not using these variables, however, may have effects on the user’s experience of the application.

8. **Are there conflicting effects?** Observing the DWDM provided in question number 6, we see that an increase in A will cause an increase in both B and C, however, this results in different changes for D, depending whether the causal relation B – D or C – D is regarded. Such situations are conflicting. The result of a conflicting situation is unpredictable: as no temporal aspects are modeled, we do not know which change will occur first and which second, or if they occur simultaneously. Depending on the order of effects, one of the causal relations may be prevalent over the other, or effects of either one are negated. In the case of the example mentioned here, the effect of increasing A may either be an increase in D, a decrease in D, or no change at all.

9. **Can conflicting effects be prevented by using other means?** If other variables are affected, but the goal still attained, can conflicts be prevented?

10. **Which loops can be identified?** Loops in DWDMs indicate exponential growth or a stable situation, modeled by reinforcing or balancing loops respectively. Exponential change is rarely desirable.
11. **Are reinforcing loops compensated by balancing loops?** As discussed, a reinforcing loop models exponential growth. Situations like this are both highly unlikely to exist and undesirable in the context of well-being systems. As such, attempts should be made to prevent them from occurring. One way of doing so is by having one or more of the reinforcing loop’s variables consisting in a balancing loop. This balances the reinforcing loop’s effect.

12. **Observations** After following these steps, we formulate an overall observation of the application DWDM, naming observations not captured by the questions.

When all steps have been taken, we can predict certain application behavior and identify potential pitfalls:

1. The application should not have too many goals, as this indicates a lack of application focus.

2. An increased number of means allows the application to achieve its goal through several different ways. This is a positive property.

3. As with the increased number of means, an increased number of measured variables indicates the possibility to chose from the data collected. If data collected through one source proves insufficient or unreliable, the application can use additional sources.

4. Goals and means that are directly related have a close connection. Increasing distance between means and goals may reduce the strength of causal relations between them.

5. By creating an overview of all variables affected by or affecting the system, we can identify which variables are not affected: the system does not influence them, but they are part of the system’s context. This might not be a problem, however, as these unaffected variables do affect the domain and are influenced through means not included in or measured by the system, the choice not to affect them might have negative consequences on the effect of the application.
6. Conflicting causal relations may cause unanticipated results due to the temporal effects of causal relations not being documented. Such resulting behavior may include changes caused by one relation immediately being negated by another, or being negated after a period of time.

10.2 DISCUSSION

The analysis and prediction of a context-aware application’s domain and influence through the use of Dynamic Well-being Domain Models is powerful, yet easy. By approaching the exploration of DWDMs in a top-down fashion, starting from a goal and set of means to achieve those goals, going into more detail, exploring graph structures, an in-depth view of the domain’s workings can be obtained before fully developing, testing, and implementing the application in said domain. However, some limitations have to be taken into account.

Firstly, we can only analyze those elements captured in the DWDM, even though other factors might also influence the domain. For example, the graphical user interface presented by the application, or other means of presenting information to the user and allowing for input from the user, cannot be captured by the domain model. However, the way in which the system interacts with the user is also related to the success of user-centric applications.

Secondly, the application specific DWDMs are based on norms found in the fields of medical and well-being research. However, these norms may not necessarily hold for individual users. For example, providing certain feedback may be aimed at improving a user’s self-efficacy, but because of interpretation by the user may cause the opposite. Such differences in interpretation may be caused by differences in background, education, beliefs, and other personal properties. For this user, the application will fail its goal as the means used are not suitable for the specific user. Run-time tailoring of feedback is then needed in order to realign the application’s interaction with the user.

Finally, developers or designers can perform the current process discussed by hand only if the input DWDM is not too large, and does not contain an abundance of cycles and variables that are affected through multiple paths. When constructing trees from com-
plex domain models, this process can become long and error prone. Automated graph exploration and analysis would be required in such cases.

10.3 CONCLUSION

In this chapter we have proposed a method to predict the effects a context-aware well-being application might have on the user’s context when implemented. This analysis process is based on the structured analysis of an application specific Dynamic Well-being Domain Model. By moving from high-level questions regarding the application’s goal to details such as the relations between domain elements and the way the system is to interact with these to achieve the identified goals, it is possible to identify what pitfalls the system could encounter when introduced into the envisioned context.

We provided an answer to research question RQ2.4 in this chapter: design an analysis method that reduces the chance of incorrect application scoping. By using the structured analysis method described, designers and developers can verify the scoping of the domain model. The application created based on this domain model will inherit these scoping properties. This satisfies our method requirement R9: minimize the chance for software errors.
Most software development processes are iterative, going back to the evaluation phase after the product deployment in order to improve the application. If developers find improvements, often based on user experience, they adapt or extend the application design, and revalidate and reimplement it, as in the engineering cycle proposed by Wieringa [131].

The developers and designers often evaluate software systems based on a comparison between services offered and requirements gathered at design time (adherence), or by gathering feedback from actual users. This is a time consuming task. We proposed to use DWDMs to predict the effects of context-aware well-being applications when introduced in the context in chapter 10. Developers can use this method at design time, reducing the chance for errors at run-time, and thus the need for additional evaluation iterations.

In this chapter, we use three applications to validate this analysis method, i.e. to test if the predictions regarding the behavior are accurate. We start by discussing the research problem (section 11.1) and design for a validation experiment (section 11.2), after which results are presented (section 11.4) and discussed (section 11.5).

11.1 Research Problem

We have already established that the development of context-aware systems is not straight forward: the use of multiple sensors to obtain information regarding different context elements may promise to
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provide a better overall picture about the system environment in theory, but will result in increasingly complex system architectures and processing algorithms in practice. If designers chose to use different context elements, this may cause conflicting situations in the reasoning algorithm used by the application. Additionally, the measurement and influencing of certain context variables may seem useful to attain the application’s goal, however, this may not always be the case. As we can see, the ability to predict run-time behavior of the application under development can help prevent future issues.

In this experiment, we are interested in the use of DWDMs to predict application behavior. We will not be able to exactly say what parts of the system should be changed, but we can pinpoint potential problems that can hinder the application’s adoption. We answer the following research question:

**RQ3.3 [KQ]** Which scoping mistakes can be prevented when using the method?

### 11.2 RESEARCH DESIGN

We discuss the planned validation process for the DWDM based application context behavior prediction method, which we described in chapter 10, in this section.

#### 11.2.1 Object of study

To test the analysis method proposed, we will use it to predict the behavior of existing, readily available applications. We selected three applications of which we obtained the documentation regarding the design rationale and end-user studies. These applications and end-user studies were all executed without our involvement. We applied the analysis method to this.

The object of study of this experiment is an instance in which the analysis method is used to predict the run-time behavior of a context-aware well-being application.

#### 11.2.2 Treatment design

We will verify the analysis method for the DWDM based prediction of run-time application behavior by analyzing currently existing ap-
applications that have already been evaluated by users. As the analysis results yield predictions regarding strong points of the system and potential problems, we should compare them against existing user experiences.

We do not intend to improve the design of the existing applications we research using our analysis method. Rather, we focus on the validation of the method, and provide pointers where the applications could have been improved if they had used our method during the initial development process.

First, we selected existing applications, and created DWDMs which we could analyze. For this we used the checklist described in chapter 10 on page 173. We answered all checklist steps, after which we draw a conclusion. These conclusions entail predictions regarding context-aware well-being application behavior and if we can expect problems to occur at run-time. Next, we gathered and analyzed the user studies that have previously been performed for the application, and we summarized the results. Finally, we compared the analysis results and the user studies. As we performed multiple validation experiments simultaneously, we based this experiment on the original reference DWDM model, not taking the suggested changes posed in section 7.4 into account. Big changes to this reference model could therefore pose threats to the construct validity of our experiment.

We used the following in the treatment process:

- Documentation of the selected application which contains requirements and design rationale.

- The analysis method.

- User evaluation documentation.

For the validation of the analysis method, we had to research suitable use cases. A case is suitable if it is of similar size and complexity as other applications in the same field: two applications tracking just physical activity are likely to be similar, however, if one of them is also tracking sleep patterns, its complexity will be higher.

Of the cases we selected, two of the systems focus on improving physical well-being (the mBeats application [119], and the Activity Coach [77]), one aiming at improving mental well-being (the Fishtualization [91]), focusing on both aspects of well-being. Not all
cases have similar complexity: while the mBeats application only operates on a smart-phone device, the Activity Coach is part of a larger tele-treatment infrastructure. To mitigate this issue, we only considered the Activity Coach itself in the analysis, disregarding the back-end processes. For all cases, the information we found in literature and design documentation was confirmed or supplemented by information obtained from informal interviews we conducted and presentations that were given by the application designers.

In this experiment, the same person performed the analysis method and the execution of this validation experiment. As a result, bias may exist regarding the execution of the validation process due to experience and due to a positive expectation by the creator of the method, causing threats to the external validity. To prevent such bias, we described the analysis method as a list of questions that will be answered similarly, regardless of the person performing the analysis; the questions are closed, no free-form answers are possible. We therefore expect the conclusions drawn from these answers to be similar to what other people would have answered.

11.2.3 Measurement design

The focus of the treatment is the accuracy of the analysis method. However, as the artifacts studied are only available in a textual representation, and we analyze the contents, rather than the shape or size of the text, presenting numerical measures for the accuracy is not possible. Instead, we count the number of potential problems or mistakes, i.e. the expected functionality of the application differs from the application goals, identified by the analysis, and compare this with the number of exhibited problems by the evaluated application. The difference between these provide an indication whether the analysis over- or underestimates potential issues.

We list the analysis questions to be answered for each of the cases in Table 17.

11.3 Research execution

We executed the experiment according to the research design. As we are not interested in time efficiency, we did not measure the required time.
11.3 RESEARCH EXECUTION

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Which variables are to be increased/decreased?</td>
</tr>
<tr>
<td>2.</td>
<td>Which variables will the application have an effect on?</td>
</tr>
<tr>
<td>3.</td>
<td>Which variables will be read by the application?</td>
</tr>
<tr>
<td>4.</td>
<td>Are goals and means directly related?</td>
</tr>
<tr>
<td>5.</td>
<td>What other variables will be directly affected by changes in the means?</td>
</tr>
<tr>
<td>6.</td>
<td>What other variables are indirectly affected by the changes made?</td>
</tr>
<tr>
<td>7.</td>
<td>Are there variables that are not affected?</td>
</tr>
<tr>
<td>8.</td>
<td>Are there conflicting effects?</td>
</tr>
<tr>
<td>9.</td>
<td>Can conflicting effects be prevented by using other means?</td>
</tr>
<tr>
<td>10.</td>
<td>Which cycles can be identified?</td>
</tr>
<tr>
<td>11.</td>
<td>Are reinforcing cycles compensated by balancing cycles?</td>
</tr>
</tbody>
</table>

Table 17: DWDM analysis questions to predict application behavior

11.3.1 Cases

We used three cases for the execution of this experiment:

**TNO/SWELL Fishualization** The TNO/SWELL Fishualization, as described by Schavemaker et al. [91], offers a way of providing visual feedback to a group of employees regarding their working habits. The tool consists of a small application that is installed on the user’s desktop computer. It tracks keyboard and mouse activity, the applications opened (Microsoft Word, PowerPoint, Outlook, et cetera) and how often switches are made between these applications. The system aggregates the data from all the installed client applications and visualizes it on a monitor at a central location, such as a coffee room. This allows colleagues to compare working style. The idea behind the system is to improve both personal insight in working habits, and to initiate conversations among colleagues about experienced work stress. We provide more information on the Fishualization in Appendix E.

**Philips/SWELL mBeats** Rather than focusing on the mental well-being of the user, the Philips/SWELL mBeats application, as discussed by van Dantzig et al. [119], wants to improve a user’s cardiovascular fitness. The system consists of two parts: a smartphone application and a heart rate sensor that the user should wear on his/her wrist at all times. The application can
display a target heart beat for the user to achieve in order to improve his/her fitness. If the user’s heart rate is within this range, the system rewards him/her points ("mBeats"). We describe more details about the mBeats application in Appendix F.

**RRD Activity Coach** Like the mBeats application, the Activity Coach aims to improve the user’s physical well-being, as op den Akker et al. [77] describe. In contrast, the Activity Coach is targeted at patients suffering from Chronic Obstructive Pulmonary Disease (COPD), which eventually causes a decrease in physical fitness due to a decrease in physical activity. The Activity Coach guides its user to spread out physical activity over the course of the day, teaching them not to be too active in the morning, as this would result in a lack of energy in the afternoon, but overall being increasingly active to improve endurance. To measure the user’s activity, the Activity Coach uses a tri-axial accelerometer, the sensor data of which is used by a smartphone application. Unlike the other two applications, the Activity Coach was designed to be part of a tele-treatment intervention, being provided and explained to the user by a health care professional [77]. Appendix G provides more information on the Activity Coach.

### 11.4 RESULTS

We first analyzed the selected applications using the method proposed in chapter 10. We started this analysis by creating a DWDM from the available design documentation. We carried out the analysis based on this DWDM and documentation. We compared the results with user evaluation studies.

#### 11.4.1 TNO/SWELL Fishualization

**Application analysis**

1. **Which variables are to be increased/decreased?** The application should increase the variable “Mental well-being.”
2. Which variables will the application have an effect on? The application will increase “Feedback” and “Department Feedback,” decreasing “Experienced stress” in the process.

3. Which variables will be read by the application? The system uses “Computer activity” as input.

4. Are goals and means directly related? No.

5. What other variables will be directly affected by changes in the means? By influencing “Feedback,” “Awareness” is directly affected. Changes in “Department feedback” influence “Social interaction” directly.

6. What other variables are indirectly affected by the changes made? We provide an analysis of these variables in Figure 29.

7. Are there variables that are not affected? No.

8. Are there conflicting effects? No.

9. Can conflicting effects be prevented by using other means? Not applicable.

10. Which cycles can be identified? The cycle “Mental well-being” – “Feeling of well-being.”


Observations

- The application does not deal with causes of stress.

- No attempt is made by the application to increase the user’s way of coping with stress, or with stress recovery. The tool will give insights, but nothing is done about the actual problem.

- The system uses two separate ways of improving the user’s well-being, increasing the likelihood of success.

- Potentials for application failure: (i) the provided feedback does not increase the locus of control and so does not help to reduce perceived stressors, (ii) department feedback does not lead to social interaction, (iii) the increase of feedback and awareness only increase experienced stress, e.g. the user gets confirmation that s/he indeed is busy.
Figure 29: Variables influenced by the TNO/SWELL Fishualization when introduced into the context

Analysis results
The Fishualization aims at decreasing the user’s experienced stress as to improve their mental well-being. In addition, it should improve the social interaction among coworkers by encouraging conversations about stress and how to prevent it. The current design of the application provides users with feedback about their work, providing a monitor regarding their computer behavior. The application recognizes stress caused by computer work, means of measuring this are shown in the domain model. However, the application currently does not aim to affect these stressors. The application design is based on the assumption that providing feedback regarding the current working conditions is enough to reduce the user’s ex-
11.4 RESULTS

experienced stress and result in conversation among colleagues. The application does not provide feedback on how to reduce the experienced stressors, and how to cope with stress, i.e. how to recover while at work or during free time. Because of this, the application might be interesting to the user at first due to the novelty, however, in the long run it might not be enough to keep the user engaged. Additionally, the application does not value the amount of work/computer input performed. As such, it only informs the user what the objective values of the perceived stressors are, not whether this is deemed high, low or average.

User study

The target of the Fishualization, was to increase both the user’s and their colleague’s insight in their well-being and levels of working pressure. However, a user study [57] among participants of a Dutch high-tech company showed that the social interaction that was aimed for, was lacking. Users did report an increase in their own insight of their energy levels, but the fish tank did not result in additional conversation and discussion regarding stress and stress prevention among colleagues. 14 employees of an independent Dutch research company indicated the same. These employees especially reported improved insights into personal working patterns and well-being at work. Group awareness and social interaction with colleagues, however, remained at the same level.

Analysis comparison

When we analyzed the Fishualization, we found that the application uses a dual mode of influencing the user: firstly, the application provides feedback to the user as an individual, secondly, the group of users is given overall feedback. The chance for the application to succeed in its goal was estimated to increase because of this, with the remark that department feedback might not lead to an increase in social interaction.

Comparing our predictions to the user experience reports, we find that users indeed did not engage in more talk about work stress, as we predicted through our analysis of the application specific DWDM. However, due to the duality of feedback, users did receive their own feedback on their work, which did result in a feeling of
better insight into their energy levels. We also predicted this increased likelihood of success through our analysis method.

Additionally, our analysis method showed that providing users with feedback regarding stressors, but not providing means of reducing these stressors, might actually increase the stress a user experiences. If the designers of the Fishualization had used our analysis method during the design of the application, they could have added feedback and means to prevent this.

We can conclude from this case analysis, that our method overestimates problems, rather than underestimating them, which can help designers to be more cautious when developing systems, i.e. keep problems in mind that might not occur.

11.4.2 Philips/SWELL mBeats

Application analysis

1. **Which variables are to be increased/decreased?** The goal of the application is to increase “Physical well-being.”

2. **Which variables will the application have an effect on?** The application will directly affect “Feedback.” This is done to increase “Active Heart Rate.”

3. **Which variables will be read by the application?** The application will measure the variable “Heart rate.”

4. **Are goals and means directly related?** No.

5. **What other variables will be directly affected by changes in the means?** By affecting “Feedback,” “Awareness” is changed.

6. **What other variables are indirectly affected by the changes made?** We show an analysis of these variables in Figure 30.

7. **Are there variables that are not affected?** The application does not affect the variable “Self-efficacy.”

8. **Are there conflicting effects?** Yes, an increase in “Physical activity” causes an increase in “Active heart rate” and a decrease in “Resting heart rate.” These both cause an increase in “Heart rate.”
9. **Can conflicting effects be prevented by using other means?**

No. We do note that the conflicting nature of this relationship is only caused by both types of heart rates being concepts, rather than measurable values: a “Heart rate” can be measured only by observing additional context elements can we determine whether the user was active or resting.

cal activity” – “Cardiovascular fitness” – “Physical well-being” – “Feeling of well-being.”

11. Are reinforcing cycles compensated by balancing cycles? Yes. Cycle (i) is a reinforcing cycle that is balanced by both (ii) and (iii).

Observations

- The application does not affect the user’s self-efficacy.
- We can only say something about the effectiveness of the application by measuring the heart rate.
- The application does not measure activity, so no guarantee can be given regarding the state of the heart rate, i.e. whether the user is active or resting.
- The application is to improve the feeling of well-being through both improvements in body composition and cardiovascular fitness, improving the chance of success.
- Potentials for application failure: (i) feedback is not received by the user or does not align with user ideas, (ii) the user does not recognize a problem (caused by previous point), (iii) the user’s heart rate measurement is inaccurate (user is active while measuring resting heart rate or vice versa).

Analysis results

The mBeats application aims to increase the user’s physical well-being. It will attempt to provide the user with feedback, as to make him/her be active more, increasing their heart rate. We expect both body composition and cardiovascular fitness to improve, which both have a positive effect on the user’s overall feeling of well-being. However, the application is only intended to provide the user feedback about the current and past levels of their heart rate; no feedback is given regarding the way this heart rate is achieved, i.e. the application does not influence the user’s self-efficacy. Because of this, users might not know whether they have performed the activity properly, which could result in a decline in motivation. Additionally, as the application does not measure the user’s activity (the focus of the application is solely on heart rate), the user might wonder how the cumulative heart rate was calculated, i.e. which activities were undertaken to achieve said heart rate.
User study

van Dantzig et al. [119] documents the requirements, design process, and user study and evaluation of the Philips/SWELL mBeats application. The authors primarily wanted to see the effect of providing the user with historical feedback, or solely providing them with their current heart rate; however, we can still draw conclusions about the overall working of the application from the user evaluations. Although participants mentioned they liked the idea of the application, some remarks were made.

Firstly, the users noted that only providing feedback regarding current heart rate was insufficient to keep them motivated; they would have liked more feedback on how to achieve the heart rate required for cardiovascular fitness improvement.

Secondly, users did not know which activities contributed to getting their heart rate to the right frequency, as the application did not perform activity tracking or recognition. Most users would have liked to be provided with an overall view of the undertaken activity throughout the day.

Thirdly, as the application did not aim at affecting the user’s self-efficacy through encouraging feedback, users lost confidence in their ability to meet the applications target throughout the test period. Users mentioned they would have liked motivational messages from the application.

Fourthly, due to connectivity issues between the measuring device (Mio Alpha heart rate sensor) and the storage device (smartphone), data was frequently lost. This annoyed the users.

Finally, half of the participants would have liked more feedback regarding their activity, such as “speed, distance and calories burned”, suggesting GPS tracking for this purpose.

Analysis comparison

When we analyzed the mBeats application, the primary problem we found was that the application did not affect self-efficacy. Looking at the user evaluation, we see that this was indeed the main reason for people not liking mBeats. Users wanted to be provided with feedback and encouraging messages regarding their activity, but did not receive these. If the designers had used our analysis method at design time, this issue could have been avoided.
Another potential problem we found in the application design was the lack of activity recognition and tracking. Users indicated this would be useful as it would provide additional insight into the way the application measured their activity. Designers could have prevented this problem if they had used our analysis method.

Our analysis did not anticipate that users would have certain specific requirements regarding user interface elements and proper connectivity between sensor and storage device. This is a weak point in our analysis method, which we can attribute to the fact that such non-functional requirements cannot be deduced from DWDMs. This also holds for user complaints regarding connectivity issues.

11.4.3 RRD Activity Coach

Application analysis

1. **Which variables are to be increased/decreased?** The goal of the Activity Coach is to increase “Physical well-being.”

2. **Which variables will the application have an effect on?** The application will increase “Feedback” in order to increase the user’s “Physical activity.”

3. **Which variables will be read by the application?** The application measures the variable “Physical activity.”

4. **Are goals and means directly related?** No.

5. **What other variables will be directly affected by changes in the means?** The application can affect “Awareness” and “Self-efficacy” through the “Feedback” variable.

6. **What other variables are indirectly affected by the changes made?** We show this analysis in Figure 31.

7. **Are there variables that are not affected?** No.

8. **Are there conflicting effects?** No.

9. **Can conflicting effects be prevented by using other means?** Not applicable.

10. **Which cycles can be identified?** We find three cycles, namely (i) “Feeling of well-being” – “Physical well-being,” (ii)
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Figure 31: Variables influenced by the RRD Activity Coach when introduced into the context


11. Are reinforcing cycles compensated by balancing cycles? Yes, reinforcing cycle (i) is compensated by balancing cycles (ii) and (iii).

Observations

- No redundant variables exist in the domain model.
- We found a total of four ways through which the feeling of well-being is improved.

- Potentials for application failure: (i) feedback is not received by the user or does not align with user ideas, (ii) user does not recognize a problem (caused by previous point), (iii) the user cheats with the device (putting it down when s/he should not be active, shaking it to simulate activity).

**Analysis results**

The goal of the Activity Coach is similar to that of the mBeats application, namely to increase the user’s physical activity, in order to improve the user’s physical well-being. The means through which this is to be achieved, is by looking at the user’s activity (rather than heart beat), and by providing feedback regarding historical activity and improving the user’s self-efficacy. Due to this duality of feedback, the chance of the application succeeding to influence the user is increased. When we look at the variables that are influenced by the application, we find that there are no variables are unaffected. Chances of application success and longterm adherence are therefore high.

**Analysis comparison**

When analyzing the Activity Coach, we did not anticipate problems with the application, other than potential usability issues. Comparing our analysis with the various user studies performed, this prediction was confirmed. Users rated the application as highly usable, the feedback resulting in an increase of physical activity over the trial period.

Our analysis method predicted potential problems if a user would either not understand the feedback, or would decide to “cheat” the device. We did not find evidence of this occurring in the user studies. However, the usage of the Activity Coach did differ from the way the other applications were used: rather than being used by people who wanted to improve their own feeling of well-being or get insight, the Coach was tested for tele-treatment of COPD patients. Because of this, the problem was likely prevented or mitigated outside the application’s control.
11.4.4 Measurements

For each of the applications we identified a number of problems. When we compare these analysis results to the actual user studies, we obtain the following results.

We identified three potential problems for the Fishualization. Of these three, one was confirmed to be a problem ("department feedback not leading to social interaction"), one other ("providing feedback not increasing the locus of control and so not helping to reduce perceived stressors") was related: the users did report an increase of insight in their own energy levels, but no relation to perceived stressors was noted. No unanticipated problems were reported.

Three potential problems were also noted for the mBeats application. Of these, one problem was confirmed by the users ("feedback is not received by the user or does not align with user ideas"), whereas the other two ("user does not recognize a problem" and "user’s heart rate measurement is inaccurate") were present in a different form. The user not recognizing the problem was caused by a misunderstanding of the user interface: no specific feedback was provided, so the users thought they were not active enough (their heart rate did not increase past the set threshold). Inaccurate heart rate measurements were present in the form of communication errors between the smartphone and the sensor; rather than inaccurate sensor data, no sensor data was received for some periods of time. Users made two remarks regarding the user interface that were not anticipated.

The analysis of the Activity Coach yielded three potential problems for the application. None of these were identified as problems ("feedback is not received by the user or does not align with user ideas," "user does not recognize a problem", and "the user cheats with the device") during the user evaluations. No unanticipated problems were found.

11.5 Discussion

Using our method we were able to correctly identify potential problems in the applications studied, and over-estimated slightly; no issues were left unidentified. If our method would have been used while developing the applications discussed, special attention could
have been paid to the found issues, resulting in a better experience for the user.

Although we identified the behavior of the applications correctly, the analysis method does have certain limitations. These limitations are primarily caused by the input models used.

Firstly, it is not possible to predict the effect of different user interaction and feedback strategies. The method can identify which variables the feedback should concern, but the application developer should still define and evaluate the specific feedback messages and method.

Secondly, we cannot capture properties regarding quality in DWDMs and as such cannot reason about them using our analysis method. Reliability, efficiency and usability are all highly important to users of well-being applications and services: if these are not satisfied by the application to the levels desired by the user, s/he will stop using the application. We have seen reliability issues occurring in the Philips/SWELL mBeats user evaluation, causing issues in the user experience. Additionally, the user interface provided by the application should align with what the user is expecting, providing the user with the information s/he needs to perform the intervention suggested by the system.

Thirdly, as we do not capture temporal information in the DWDMs, we cannot make predictions regarding the timing of effects. Being able to do so would be beneficial when dealing with contradicting causal relations.

Finally, we cannot present security and privacy aspects of the application under development in DWDMs, so we will have to reason about these through other methods. As the domain considered consists of highly personal and private data, such requirements are important when aiming for large scale user adoption: users have to trust the application and related services, or they will not use them.

11.6 CONCLUSIONS

We started this experiment by analyzing design documentation for three applications that aim to improve well-being. Based on these documents and our reference well-being domain model, we created application specific domain models, which were subsequently analyzed using the analysis method we proposed in chapter 10. Based
on this analysis, we came to several conclusions per application, indicating potential problems. After this analysis, we consulted user study documentations in order to analyze whether anticipated issues arose as applications were used in practice.

Taking the limitations of DWDMs into account, we were able to create an analysis that accurately indicated potential problems and success factors in the design of the selected applications. The Fishualization application does manage to influence the user’s mental well-being, but only doing so because of its duality of feedback. The mBeats application did not provide self-efficacy feedback, resulting in negative user feedback. Additionally, users had a desire for activity feedback, which was also anticipated in our analysis. The Activity Coach application, being a more mature product than the other two applications, did not suffer problems, users indeed increasing their cardiovascular fitness and physical well-being.

When we count the number of issues identified through our analysis method, and the number of problems reported by users, we find that in all three cases our analysis either correctly identified the potential problems, or overestimated them: users did not experience one of the Fishualization issues, all mBeats problems were mentioned (all user interface problems together are counted as one here), and none of the Activity Coach issues were confirmed. Such overestimation can, when the analysis method is used in the development of applications, lead to more careful considerations of design choices.

While we performed the analysis, we found it was possible to find problems regarding functional user requirements, but not possible to identify lacking non-functional requirements. We can trace this issue back to the limitations of the DWDM language, and as such the models described in it: we can deduce (desired) functionality from these models, which is not possible for non-functional elements such as user interface design or methods of feedback. This does lead to a remark regarding our analysis method: if we find no problems when analyzing the application, this does not mean no problems exist. If the analysis does yield problems, however, they can certainly hinder the success of the application. Designers using the analysis method should therefore still check which non-functional requirements exist using other design methods.

In this chapter we answered research question RQ3.3: which scoping mistakes can be prevented when using the method. The mista-
kes we found regarded a lack of user feedback. Either the user was not engaged enough by the application (Fishualization), or the application did not influence self-efficacy properly (mBeats). We did find other reasons for potential application failure, but we could not confirm these based on the user studies we found. The majority of the found potentials for failure are about feedback, rather than incorrectly or redundantly measuring unrelated variables. We can conclude that if designers of context-aware well-being systems incorporate our analysis method in their development process, they can identify potential problems at design time, rather than when testing a prototype of the application.
Part V

CONTRIBUTIONS AND CONCLUSION
CONCLUSIONS AND FUTURE WORK

We started this dissertation by posing three overall research questions, which can be summarized as: how are context-aware well-being systems currently designed, how can this development process be improved, and are these improvements valid?

After introducing the Dynamic Well-being Domain Model language, we proposed that this language is suitable to capture the well-being domain, described a reference model of well-being, used DWDM models in a development process of a context-aware well-being system which was supported by a partially automated model-driven techniques, and predicted the behavior of context-aware well-being systems by analyzing their DWDMs. We tested the validity of these through a series of experiments.

In this last chapter of this dissertation we use the research results to answer the research questions we asked in the first chapter (section 12.1), suggest directions for future work (section 12.2), and provide overall concluding remarks (section 12.2).

12.1 ANSWERS TO RESEARCH QUESTIONS

Throughout this dissertation, we have been working toward answers for research questions which we asked in the first chapter. We provide these answers in this section. We start with the sub-questions, after which we answer the main research questions.

**RQ1.1 How are context-aware systems and well-being defined?**

Context-aware systems are systems that can obtain information about their real world and virtual surroundings through hard and software sensors, and can adopt their behavior to better support the user based on this information. Well-being is defined as “the state of being happy, healthy, or prosperous.” We regarded three different types of well-being: (i) physical, (ii) mental, and (iii) social. We answered this question in chapter 2.
RQ1.2 Which requirements engineering approaches have been proposed for context-aware systems?

In chapter 4, we looked at 11 methods for requirements engineering. Of these, only three authors each satisfied two of the nine requirements for a development method for context-aware well-being systems, as we specified in chapter 3. These authors were Seyff et al. [96, 97], Desmet et al. [29] and Jorgensen and Bossen [50]. Sawyer et al. [90] satisfied only one requirement.

RQ1.3 What challenges are specific for the design of context-aware systems and how are they addressed by current methods?

We looked into related work regarding the design and development of context-aware well-being systems in chapter 4. The primary challenge we encountered when working with these systems is how to deal with an ever changing context. All elements that together make up the setting in which a person can be, i.e. where s/he is, who s/he is with, the time, physical and physiological parameters et cetera, will change over the course of the operation of the system. Designers have to find ways of providing the user with feedback and the content of these feedback messages should be adapted to suit the context the user is in.

Current research efforts aim to adapt the traditional method of software engineering to the specific demands and challenges of context-aware system design: authors propose in-situ requirements engineering to be used, they suggest modeling languages to better capture the technical challenges of the system, and implement intelligent run-time adaptation of behavior and requirements. The focus, however, remains primarily on solving technical issues, rather than aiming to provide the user with the best possible experience, regardless of the encountered context. Those solutions that do aim to be user-centric do so by being goal, rather than requirement, oriented, allowing the application to adapt at run-time to continue satisfying the user’s goal.
RQ1 How are context-aware well-being systems currently designed and developed?

Context-aware systems are currently primarily developed in a technology centric way. When gathering requirements for these systems, authors mainly propose iterative approaches, or gather requirements in-situ. Most authors, however, assume the future context of operation is well known. Design and development methods for context-aware systems, both model-driven and "regular" are equally technology centric, aiming to improve the amount of context information gathered, or the quality of this context information. Additionally, authors propose methods to improve the degree to which a software system can react to changes in the environment.

12.1.1 RQ2.1 Define and motivate the requirements for developing context-aware well-being systems.

In chapter 3 we performed a stakeholder analysis for development methods for context-aware applications. Although these stakeholders are similar to those of regular applications, the added challenges of context-awareness does result in stricter requirements regarding the relation between requirements and domain information, and the design of the application. We elicited a total of nine requirements to which a development method should adhere.

12.1.2 RQ2.2 Which MDD methods for developing context-aware systems currently exist?

Also answered in chapter 4, we found that the current model-driven methods for context-aware application development are heavily based in technology. Rather than taking a user centric approach to development, taking what is needed by the user as a starting point, current methods primarily focus on new ways of capturing software and hardware components, and how the context can be measured using these.
RQ2.3 Design a method for developing context-aware well-being systems that improves current methods with respect to the requirements.

The basis of our solution direction was a domain modeling language that took the specifics of the well-being domain into account. We described it in chapter 5. This modeling language, called the Dynamic Well-being Domain Model (DWDM) language, was inspired by the Causal Loop Diagram (CLD) language, and allows stakeholders, domain experts, and designers to discuss, model, and reason about the domain and future context of an application under development. Designers can use DWDMs to capture variables, i.e. dynamic properties of the context, and causal relations, i.e. how changes in one variable affect other variables. We gave variables properties to indicate their measurability, their dimension, and their measurement scale. In addition, we included norm values that could be assigned to variables.

Using the DWDM language we created a reference model of the well-being domain through the help of experts from commit/swell. Our aim when creating this model was to relate both the mental and the physical aspects of the well-being domain. We constructed the model to serve as a starting point for the creation of domain models specific for applications under development. We discussed the creation process in chapter 6. We described two ways of creating an application specific domain model: from scratch, or based on a reference model. When using this second method, designers can take a user-centric approach, looking at what is needed by the user and basing the requirements on hardware on this, or a technology centric approach, where the designer takes the available technology platform as a starting point.

To streamline context-aware well-being application development, we designed a model-driven method with DWDMs being positioned as the input models. Through semi-automated steps, we created and generated structural and behavioral models, these models becoming more detailed throughout the process. The result of this process is an application that can support a specific part of the well-being domain. The process description can be found in Chapters 8. This process follows the Model-Driven Architecture steps of moving from a Computational Independent Model (CIM), to Platform Independent Model (PIM), to a Platform Specific Model (PSM). The PSM can then be used for code generation. We create our CIM level
models in the DWDM language, building the PIM and PSM level models in the UML. We use the Class diagram notation for the static application structure, and Activity diagrams to capture the dynamic application behavior.

**RQ2.4** Design an analysis method that reduces the chance of incorrect application scoping.

Predictability of well-being systems is important, but may be challenging if the system is context-aware. We can anticipate the behavior of the application, regardless of context by analyzing a DWDM created for a specific application, and comparing this analysis result with the intended, documented goals and means. We discussed this method in chapter 10.

**RQ2** Improve the design and development of context-aware well-being systems.

Based on the overview of current methods obtained, we proposed three directions for the improvement of the design and development process of context-aware well-being systems: (i) a reference model of the well-being domain, (ii) a model-driven process, and (iii) an analysis and behavior prediction method. Together, these improvements were to adhere to requirements we specified in chapter 3.

We created the reference model in a new modeling language we called the Dynamic Well-being Domain Model (DWDM) language. We used application specific derivations of this model in a model-driven process. Through the model-driven process, we refined the input model in two steps, moving from Computational Independent Models to Platform Independent Models, and finally to Platform Specific Models and code. Additionally, we created an analysis method for DWDMs to find possible shortcomings of applications based on them.

**RQ3.1** Do domain experts think the modeling language is suitable to capture the domain of well-being?

By interviewing a group of five experts in the domains of physical and mental well-being, we validated/evaluated the modeling lan-
guage and the reference domain model. In addition and with the same goal, we provided a group of experts with a questionnaire. Of this group, seven people responded. The questions we asked during the interviews and in the questionnaire encompassed the total of the constructed domain model, inquiring whether certain relations seemed valid to the expert. We summarized and compared the results of the interviewed experts and the questionnaire participants. We discussed these in detail in chapter 7.

In the evaluation, we found that overall the data represented in the model seemed valid. We proposed some alterations, consisting of the addition, removal or alteration of certain variables or causal relations. Similarly, the DWDM language was capable of modeling all required relations, but again we suggested some changes.

During the model evaluation, we put emphasis on verifying the correctness of information captured in the domain model. We did not check the modeling language directly, and we made no attempts to verify whether the domain model was complete. Information regarding completeness, however, is already known: as the focus during the creation of the model was on knowledge used in the commmit/swell project, the model can not be complete for all situations. When working on a specific application it is, however, possible to replace existing variables with additional, more detailed other variables if the specific domain calls for more detail in certain parts of the model.

Experts, during interviews, stressed numerous times that personalization is highly important is the application to become successful. They stated for several relations we included in the model that they may uphold in general, but might not work for individuals. We think that this is an important aspect to note: no matter how good the reference model may represent the knowledge in the domain, there will always be exceptions to established rules. This holds especially true for those elements focusing on the mental aspects of well-being. While physical aspects of the human body tend to adhere to fixed physiological principles, although even here exceptions exist, this is rarely the case for mental functions. As such, general statements and information known to be correct in general can be included in a reference or application well-being model, but there should always be room for additional interpretation, reasoning, and adaptation by the application.
In the discussion of the completeness of the modeling language DWDM in section 7.4.3, we noted that some improvements should be done to enhance the expressiveness of the language. One of these improvements would entail adding temporal information to the causal graph, indicating the average time for an effect to take place, when the effect is at its maximum strength et cetera. The main issue with modeling this information is that it is often highly personal or even unmeasurable. For physical or physiological interventions it is possible to measure or calculate this, but that may not be the case for interventions that are to change mental processes. For example, how would the time-to-maximum-effect of a feedback message be measured? If such values can be calculated, they will be different from person to person. They may even be different for the same person at different moments in time. So even though the addition of temporal aspects can be an improvement to the language, the use of them in practice will not be trivial.

RQ3.2 To which extent does our MDD method satisfy the requirements?

We provided the answers to this question in chapter 9.

We did not automate all of the steps of the described development process for context-aware well-being applications through tool support. The creation of the application specific DWDMs relied on the knowledge and expertise of domain experts. This was also the case for the creation of bindings to a specific implementation platform.

To test the process and the tools created to support the application development method, we provided them to eight subjects who had, as self reported, some experience with model-driven development. Although in the end the majority remarked they liked the tool and would use it again for similar experiments, the participants did pose remarks for improvement. Among these was the desire for more (technical) information, such as details regarding the construction of the input DWDM, the metamodels, and the model transformations. Furthermore, the participants suggested improvements regarding the tool and its interface. Finally, they mentioned that using “traditional” tooling or just writing application code would have likely been faster than using our DWDM tool in this specific case, using our tooling would probably be easier and faster when dealing with larger, more complex systems.
Although the alterations to the model editor proposed can be made with little development effort, larger changes are required to make the tool and model transformations ready for larger scale testing. These changes are primarily related to the way the model transformations currently function. Firstly, PSM level models are not yet generated through automated transformations. It is possible to add support for the creation/generation of such models by showing the developer classes taken from the PIM level model and a list of platform elements. A developer could add mappings manually this way: as the PIM classes have no fixed names, automatic matching will not be possible. Secondly, the code that is generated from PSM models has to be integrated by a developer: behavioral models and structural models provide for separate parts of the overall application. This integration can be done through model transformations, the transformations being defined as N-to-1 transformations (N input models, one output model). Thirdly, the code generated is not executable on its own. For this, we described a framework on page 144. For the build process of the application to be more efficient, the framework code should be added automatically.

3.3 Which scoping mistakes can be prevented when using the method?

For our validation, we used three applications for which user studies had already been performed. We analyzed the applications and compared the shortcomings identified by this analysis with the end-user evaluations. Of the three cases studied, the analysis method over-estimated the number of potential problems in all cases: for two of these the overestimation was one, for the other it was three. In none of the cases we found any unanticipated problems, i.e. not identified by the analysis method but present in the user evaluation results.

The evaluation showed a tendency of the analysis method to overestimate the number of potential problems. At the point in the development process where developers perform this analysis, however, we think this is not a problem: it can be seen as being too careful, rather than not careful enough (underestimating issues). As we argued that predictability is important, we think that having designers re-evaluate the design and the rationale behind it is a better
option in the long run than adding features based on faulty assumptions.

A shortcoming of the analysis method when applying it to applications that heavily rely on influencing and convincing users, is that the result of user feedback provided by the application cannot be anticipated: information regarding this is not included in the domain model. Although we cannot analyze this part of the system, this only concerns the exact feedback messages, which are inherently difficult to properly pose to the user: as we noted when discussing the domain model, we can only reason about fixed physiological with a degree of certainty; when involving subjective mental elements, we cannot be sure what the results of interventions will be.

We answered this question in chapter 11.

**RQ3 To which extent does the method satisfy the requirements?**

We validated the improvements suggested as solutions for RQ2.1 – RQ2.4 to be correct. Through a set of experiments, we tested the modeling language DWDM, the reference well-being domain model, the model-driven development process, and the behavior prediction analysis method. We detailed the process of validation and the results in Chapters 7, 9 and 11.

To create the commit/swell reference model, we organized sessions in which domain experts talked about and reasoned over the domain, and added to the model themselves, which validates requirement R6 (models should be readable by domain experts). We verified the model by interviewing additional experts. At the same time, we tested the expressiveness of the language: can we depict the suggested improvements to the model in the DWDM? We found the language to be expressive enough, and implemented the suggestions to the model. We then used application specific derived models in a model-driven development process to create a well-being application. The knowledge of the domain experts was not needed to derive these models, which satisfies requirement R7 (time required of experts should be minimized).

Using Computer Science master students, we tested the model-driven process, and found it to be helpful (validating requirement R1), but the participants suggested some improvements to the usability of the tooling. The process is structured similarly to ex-
Conclusions and Future Work

Existing model-driven processes, satisfying requirements R5 (well-documented relation between domain information and design), R8 (allow use of existing management methods), R9 (minimize the chance for software errors) and R2 (clearly documented steps), and uses tooling created in the Eclipse IDE. This satisfies our requirements R3 (the method should be tool supported) and R4 (the tools should be familiar to the developer).

We verified the behavior prediction analysis method by looking at three DWDM models of existing applications. This analysis showed potential shortcomings in these applications. We compared our findings with existing end-user studies, and found that our method had predicted (or overestimated) shortcomings. If our method had been used up front, these shortcomings could have been prevented. This too satisfies requirement R9 (minimize software errors).

12.2 Future Work

Based on the work proposed and validation experiments performed, we can formulate directions for future work. We do so in this section.

12.2.1 Dynamic Well-being Domain Model Language and Reference Domain Model

We constructed the DWDM language to capture the domain of well-being. According to the validation experiments conducted, it was well suited for this task. Future enhancements to this modeling language, however, can make it more useful.

Firstly, more types of measurability should be added, so direct user input, or answers provided by the user to questions asked may be properly classified. Currently, these are described as “observable,” with the observation device, arguably, the questions or questionnaire presented to the user. Additionally, it should be determined how such new classifications of measurability should be quantified.

Secondly, temporal elements should be added to the language to allow for the modeling of timed aspects. Timed aspects are of most use when adding them to causal relations to allow for the documentation of changes in variable values and their effects on other variables, e.g. the time required for the effect to be at its maximum. With
12.2 Future Work

this temporal data, enhanced reasoning may be performed which takes time into account.

Thirdly, means of modeling alternative causal relations should be added. During interviews with experts we found that some relations do not hold for all individuals. By adding an “alternative effect” construct to the language, such relations could be modeled as well, providing more information in the model.

Although the DWDM language is generic enough to be used in other domains than well-being, we did not test this. It would be interesting to see causal models be created for such other domains.

Even though the reference well-being model was generally deemed correct, we know it is not complete. Claiming full completeness for a reference model is too ambitious and any author doing so will be proved wrong at some point in time. However, we do see the possibility for the reference model to become more complete: by using the reference model as a starting point for the development of application specific domain models, adding detail regarding the specifics of the application domain, and adding these specifics back to the reference model, increased detail may be achieved. Care should be taken that causal relations altered by the application are not directly transferred to the reference model; only more detailed versions of variables should be included and application specific elements should be left out.

To create models in the DWDM language, we constructed a model editor using the Eclipse GMF framework. We described this in section 8.4 on page 140 and in section A.1.1 on page 221. Developers can only use this editor to model the DWDM; it is currently not possible to perform sanity or validity checks on the models created. Such checks would, however, improve the quality of the models created using the tool. Another check that could be added is one to verify the stability of the system described in the model, as discussed in section 5.2.4. A stable system would consist of only balancing loops, or have reinforcing loops balanced by other reinforcing loops. The tool can identify such loops by performing an analysis of the causal relations between the variables of the model. If such an analysis finds a situation which might indicate an unstable system, the tool can alert the developer of this.

In section 5.3.1, we argued that machine learning can play an important part in the operation and personalization of context-aware applications at run-time. Applications utilizing machine learning
algorithms require specific inputs, such as set boundaries for the adaptive behavior. Currently such boundaries cannot be explicitly modeled in DWDMs. Future research at the intersection of context-aware application development and machine learning algorithm development should evaluate whether the DWDM language is suited for this purpose or whether this would require additional language constructs.

12.2.2 Model-driven development using DWDMs

The model-driven process overall was well liked, however, some alterations can make it better, these changes are all related to the tooling used.

Firstly, the current model transformations could generate full Activity Diagrams, however, the diagrams generated cannot yet be visualized in an editor, significantly reducing their usefulness. Improving this transformation step would solve this issue.

Secondly, the PIM level diagrams cannot automatically be translated to PSM level models; this is to be fully done by hand. Tool support to aid this translation or even full automation, based on the execution platform of choice, would greatly increase the usefulness of the transformations.

Thirdly, the current models all include only parts of the overall system (static and dynamic elements), with no easy way of integrating them. Automatic assembly of these system parts would reduce developer effort required.

Fourthly, the model transformations provided allow for easy forward development of the desired application. It is, however, currently not possible to make automatic alterations to models that were created/generated earlier in the process if changes in later models are made, such as updating PIM level models from alterations PSM level models. As a result, models are no longer “in sync.” Some model transformation languages allow for bidirectional model transformations, but the language used in this dissertation, ATL, does not. Additional model transformation rules should therefore be written to allow for this.

Fifthly, we found that the editor for the DWDMs is currently only very basic and not visually appealing. Enhancements to the editor could include the ability to collapse unused diagram items, adding
12.2 Future Work

icons to variables to ease the identification of their measurability, and a real time simulator to visualize the results of changes in the value of a selected variable.

Sixthly, the software development process discussed in this dissertation is top-down oriented. As mentioned in chapter 8, current software development trends show an increase in the use of agile methods, in which the software product is developed in numerous small iterations, rather than through one large process. Although we argue that our method can also be used to improve such agile development processes, we have not tested this theory. We hypothesize that the development of a DWDM in an agile process, and its subsequent usage will not add significant additional burden to developers and could result in the benefits to the process and the product we have seen when used in a top-down development process.

Finally, we argued and referenced in chapter 4 that end-users are unable to properly formulate their demands regarding a context-aware application when they are not in the context at that moment. This was the basis for us to specify the modeling language we described in chapter 5: rather than basing an application on requirements provided by users in a workshop or other setting outside the context of use, we base it on the objective workings of the well-being domain as captured in a DWDM model. However, developers might still desire to include users in improvement iterations of the application. In the medical field, users will often include medical professionals using the context-aware application as a tele-treatment method. These professionals will be able to read the DWDM models, as these models are based on causal models, which are commonly used in the medical field. To improve readability even more, however, we could add annotations to the DWDMs to allow inclusion of design rationale, as we discussed in section 8.5.

12.2.3 Predicting application behavior using DWDMs

As the limitations identified for our behavior prediction method are caused by limitations to the DWDM language, future work on this part primarily depends on changes performed on the DWDM language. If such changes are made, additional questions should be added to cover those changes.
12.3 CONCLUSIONS

The field of well-being is highly diverse and complex. The support of people into obtaining and attaining a balanced life-style, as to improve their well-being, is becoming increasingly important, but also increasingly plausible with mobile sensor devices becoming the norm, often in the shape of a smartphone device.

The development of well-being systems that use the observed context to deliver the best possible service to their users is challenging and current methods primarily focus on solving technological problems. In this dissertation, we proposed user-centric methods for application development, allowing designers to capture and reason over the domain of well-being, develop the system while being supported by model transformations and tools, and predict the strengths and possible issues of the system under development.

We found that the proposed methods are a step in the right direction, allowing for more user focused design of context-aware well-being systems. However, we also found ways of improving our method, making it even more useful. If the DWDM language is extended by adding more types of measurability, the idea of temporal aspects, and additional types of causal relations, it would be even more expressive, which would enable developers to capture more information about the well-being domain. If developers model such additional information, they can add it back to the reference domain model to make it more complete.

The tooling we created for the model-transformation driven process we described should also be improved. Users of the tools currently cannot generate full visualizations of Activity Diagrams, or generate Platform Specific Models from Platform Independent Models. Also, future developers of the tools should add the possibility to generate full applications, rather than separate static and dynamic elements of an application. They should also look into reverse engineering/generation of models (moving from PSM to PIM models) and the visual presentation of the tool itself.
12.3 CONCLUSIONS

We only used the tools and development methods in the scope of the commit/swell project, only postulating that they could also be used in domains other than well-being. Future research into the DWDM and the tools surrounding it should be performed in such other domains.
Part VI

APPENDIX
In parts II and III, we discussed the DWDM language and its usage. A modeling language or model-driven technique, however, requires tooling to be of use to software designers. We describe the tool we developed throughout this research in this appendix. This tool has been used as part of the validation experiments performed in chapter 9. Comments regarding the tools made there thusly apply to the software described here.

A.1 TECHNOLOGIES USED

The DWDM modeling language was developed before the editor was created. The language syntax was described in an Ecore metamodel, as we discussed in chapter 5. This metamodel could then serve as the input for the creation of the model editor. We describe how this was done in this section.

A.1.1 Editor Development

We used the Graphical Modeling Framework (GMF) \[110\] to create the graphical editors for our DSL. GMF provides us with a set of Eclipse plug-ins, allowing for the structured development of graphical editors for Ecore-based models. Using the GMF Dashboard view, three models were derived from the DWDM Ecore metamodel:

- A domain generation model (.genmodel), which allowed the plug-in to generate basic tree editors. These editors are not user friendly, and as such were not used during the experiments.

- A tooling definition model (.gmftool), which allowed the customization of the tool menus.

---

Parts of this chapter have been published before in Bosems and van Sinderen [17].
The graphical definition model, in which the graphical representation of the model was to be specified such as the shapes sizes, and contents of the boxes and arrows to be drawn.

By combining the tooling definition model and the graphical definition model (this is done through a build in model transformation, which is driven by a third model: the mapping model (.gmfmap)), a diagram editor generator model is generated. Using this last model, it is possible to generate the graphical editor for the modeling language.

To be able to graphically edit UML models and perform model transformations, we integrated the UML2Tools and ATL plug-ins respectively when building the Eclipse-based editor. The building of the editor was done by exporting the project as “Eclipse product,” building it for Windows, Linux and Mac OS X. With all modern day computers running 64-bit operating systems, no 32-bit versions were build.

A.1.2 Core Framework

At the center of our executable application, we have a core framework implemented in Java. This framework is based on the architecture discussed in chapter 8. It contains components that are deemed reusable and common for context-aware well-being applications. The application development process discussed in previous chapters extends this core framework with components that are specific to a single application.

The basic functionality offered by the framework includes a graph traversal algorithm that allows for simplified reasoning over an internal representation of the DWDM graph. By identifying which variable the application should increase/decrease, i.e., what is the goal variable of the application, the algorithm traverses the graph, determining whether variables in the graph should be increased or decreased. As the means of making this change are known, and the sensors to measure certain variable values are known, the application can reason what should be done when certain sensor values are obtained; if these are desired values, the user should continue doing what they are doing, if the obtained values are undesirable, i.e. the direction of change is not the desired one, the user should be motivated into altering his/her activities.
It should be noted that only the reasoning over the graph is currently performed by the algorithm. The presentation of advice is not implemented, as this is deemed part of the user interface design.

A.2 Model Transformation

In our development process, we identify both model-to-model and model-to-text transformations. We have opted for two separate solutions for these. For the model-to-model transformation, we selected the Atlas Transformation Language (ATL) as the best suited candidate. The ATL editor and transformation engine are provided as an Eclipse plug-ins. ATL outperforms other model transformation engines and has an active community [118]. For the model-to-text transformations, we opted for the use of the Epsilon Generation Language (EGL). In ATL, two types of model transformations were created, namely the DWDM to UML Class diagram transformation, and the DWDM to UML Activity Diagram transformation. In EGL, a single DWDM to Java initialization code transformation was created.

We discussed the structure of the model transformation process in section 8.4; we labeled the model transformations T1 through T4. We use the same labels in this section.

DWDM to UML Class (T1)

The transformation of DWDM models to UML Class diagrams consists of several phases. The first phase consists of the generation of the reference architecture model elements, such as depicted in Figure 16 on page 128. These classes need to be generated first, as later, application specific classes modeling the sensors, actuators and concepts will relate to these classes. The relations between these classes are added as well.

The second phase entails the generation of classes. First there are those classes that extend the Concept class. These classes are generated from DWDM variables with the annotation derivable. The classes generated here will get a name, and getters and setters for their properties which include an object representation of the variable they represent and sensors that can directly observe to their value. We can derive these values from the DWDM as well, namely from the incoming causal relations from variables with an observable annotation.
tation. The classes for variables that are observable and controllable are generated in a similar way, extending the Sensor and Actuator classes respectively. Both contain slightly different operations due to their different natures. Sensor classes contain operations to gather data, whereas Actuators have operations to affect, for example, what is presented on the user interface, or the value of a context element.

In the third phase, all generated elements are related to the UML “Model” element. This is the top-level element in a UML2 diagram, other model elements being children of it. This concludes the generation of the PIM level UML Class Diagram. The pseudo code for this transformation is shown in Listing 3.

**DWDM to UML Activity (T2)**

The primary behavioral models generated from the DWDM diagrams show how variable values should be gathered and processed. As such, this process only holds for variables with the derivable annotation; observable variable values can directly obtained through sensors. First, the transformation generates elements that will be common for all Activity diagrams. These include a starting and ending node, and a fork and join element. We generate these last two to allow for parallel execution of the process: if the value of a derivable variable has to be calculated, the application does so based on the values of other variables affecting it. Because of this, the values of variables which have edges toward the derivable variable should be evaluated, which can be done at the same time. When all values
have been collected, the process executes a join, and can calculate the value.

Second, nodes are created, the sum of which representing the calculation of the value of an incoming variable. Which calculation is to be performed, depends on the dimension of the variable. For variables which have values that can be used on their own, such as blood pressure or weight, the value can be gathered using the getPreviousProcessedValue() function of the respective class. Variables for which the value is dependent on multiple sensor readings, such as heart rate or respiration frequency, require more calculations:
public UMLActivity DWDM2UMLActivity (UMLM dwdm) {
    UMLActivity res = new UMLActivity();

    // Transform derivable variables into getValue() flows
    foreach (Variable v in dwdm) {
        ActivityFlow act = new ActivityFlow();
        act.add(startNode);
        // First, transform if the variable is observable
        if (v.measureability = observable) {
            if (v.isTimeDepended) {
                act.add(node("calculateInterval"));
                act.add(node("getDataFromInterval"));
                act.add(node("sumData"));
            } else {
                act.add(node("getLastValue"));
            }
        } else {
            act.add(node("return result"));
        }
        act.add(endNode);
        res.add(act);
    }

    // Second, transform if the variable is derivable
    else if (v.measureability = derivable) {
        foreach (CausalRelation c in v.incomingRelations) {
            act.add(node(v.name + " getValue"));
        }
        act.add(node("sumValues"));
        act.add(node("return result"));
        act.add(endNode);
        res.add(act);
    }

    // Transform norms into if-then-else control flows
    // These control flows are placed in monitoring loops
    foreach (Norm n in dwdm) {
        ActivityFlow act = new ActivityFlow();
        act.add(decisionNode(
            sensorClass.currentMeasurement > norm.max, // condition
            sensorClass.decrease(), // true branch
            null // false branch
        ));
        act.add(decisionNode(
            sensorClass.currentMeasurement < norm.min, // condition
            sensorClass.increase(), // true branch
            null // false branch
        ));
        act.add(controlFlow(monitoringLoop));
        res.add(act);
    }
    return res;
}

Listing 4: DWDM to UML Activity diagram transformation
1. Get the dimension. This will tell us what over what period of time the sensor values should be calculated: beats per minute, kilometers per hour, et cetera.

2. Based on the dimension, the exact begin and end moment of the time slot for which we want to know the value is to be determined.

3. Once the time slot has been decided upon, sensor data over that period of time should be gathered.

4. Summing the sensor values that have been read in the time slot will yield the desired result.

Third, relations are created between the model elements generated in the first step, and the calculation paths created in the second step. This concludes the generation of the `getValue()` method for classes extending the `Concept` class.

The pseudo code of this transformation is shown in Listing 4.

A.2.1 PIM to PSM (ActivitySensor)

We cannot directly translate PIM level models into code. For this, we first need platform specific mappings. Our current solution consists of implementing a mapping per sensor, per platform. First, we refine the UML Class diagrams. Because we perform the transformation on a per sensor basis, we iterate all classes in the model, checking whether the class name matches that of a sensor class we support. We show an example in Listing 5. If this iteration finds a supported class by name, the transformation creates a new class with the same name, but adds attributes that hold a reference to the platform run-time class and the current value measured by the sensor. Once this process is done, the transformation adds the refined class to the model. If the found class is not of a supported type, it is simply copied into the new model.

After refining the static application structure, we do the same for the dynamic structure. Similar to the refinement of the UML Class diagrams, we iterate over the Activity Diagram nodes of the existing PSM level model looking for nodes that contain a certain string. In this example, we are looking at an ActivitySensor, which is based on an observable variable. Because of this, the method in the
Listing 5: PIM to PSM level static structure model for the ActivitySensor

PSM level Activity Diagram we are interested in is the `getValue()` method. When the transformation encounters a node that contains the text `getValue()`, it constructs a sub-flow. It gives this sub-flow the name of the original node. The sub-flow contains method calls to the platform specific methods to first obtain and store the current sensor value. It then process this value, which is stored in a platform specific way, to return a value in a format that suits the application. In the case of the ActivitySensor on a Microsoft Windows platform, this processing entails getting the different directions of movement from the sensor reading, which is obtained with the type `AccelerometerReading`, and returning the values of the X, Y and Z directions of movement in an array. When this processing is finished, the sub-flow is added to the overall flow. As was the case with the Class diagram refinement, if a node is encountered that does not match our search criteria, the transformation simply copies it to the new model. We show this process in Listing 6.

**DWDM to Java initialization (T4)**

Before it can be executed, we have to initialize the framework discussed in section A.1.2. We can generate part of this initialization code from the application specific DWDM. This is done through a model-to-text transformation.
public UMLActivity PIMtoPSMAct(UMLActivity PIMact)
{
    UMLActivity PSMact = new UMLActivity();
    ActivityFlow act = new ActivityFlow();

    foreach (origNode in PIMact.nodes) {

        /* If the node indicates a getValue action, refine it to fit the 
         * platform specific action of getting the value */
        if (origNode.name.includes(getValue)) {
            // Create a nested activity flow that includes the refinement
            ActivityFlow newFlow = new ActivityFlow();
            newFlow.name = origNode.name;
            // Add nodes to include the actual implementation
            newFlow.add(startNode);
            newFlow.add(node("this.currentValue = sensor.GetCurrentReading()"));
            newFlow.add(node("return [this.currentValue.AccelerationX,
                this.currentValue.AccelerationY,
                this.currentValue.AccelerationZ]");
            newFlow.add(endNode);
            act.add(newFlow);
        } else {
            PSMact.add(origNode);
        }
    }

    return PSMact;
}

Listing 6: PIM to PSM level dynamic structure model for the ActivitySensor

We initialize the framework code by translating the graph structure of the DWDM to a data structure that is used by the application to reason over the domain. For this, the transformation generates code that instantiates the Variable class. The instances contain all variable properties, such as name and measurement scale, but also information regarding norms associated with it; these norms are represented through upper and lower bound values for the variable to have. If the actual variable value is higher or lower respectively, actions have to be undertaken to decrease or increase the value.

After the variables have been translated to the application, causal relations are added between these variables. This is done by instantiating the Causality class. Instances of this class are provided with properties such as the polarity of the causality, and the relation's source and target.
The objects instantiated this way are added to the storage used by the application, allowing for retrieval of data when required, but also for the alteration of causal relations to facilitate personalization of the application’s behavior.
REFERENCE WELL-BEING DOMAIN MODEL

B.1 INITIAL MODEL

The model we present here is the original model version as we presented it to the domain experts, as described in chapter 7. We have divided the model into two pieces, the first containing the elements relevant to physical well-being, the second containing the variables found in the mental well-being domain. The part of the reference model regarding physical well-being can be found in Figure 32, the elements concerning mental well-being are depicted in Figure 32.

Definitions of variables - Physical well-being

ACTIVE HEART RATE A person’s heart rate while s/he is undertaking physical activity.

AWARENESS Having knowledge of the current context or situation.

BODY COMPOSITION The percentage of body fat, water, and bone in a person’s body.

CARDIOVASCULAR FITNESS The ability of the blood-cells, heart and lungs to supply the body with oxygen.

FEEDBACK “Helpful information or criticism that is given to someone to say what can be done to improve a performance.” Merriam-Webster [64]

FEELING OF WELL-BEING A feeling of “being happy, healthy, or prosperous.” Merriam-Webster [64]

HEART RATE The speed at which the heart beats, measured in beats per minute.

INTENTION TO CHANGE The degree to which a person is willing to alter his/her behavior.

MOTIVATION “The condition of being eager to act or work.” Merriam-Webster [64]
PHYSICAL ACTIVITY “Any bodily movement produced by skeletal muscles that requires energy expenditure.”

1 http://www.who.int/topics/physical_activity/en/
**physical well-being** The feeling of well-being regarding a person’s physical fitness.

**recovery** “The act or process of becoming healthy after an illness or injury.” Merriam-Webster [64]

**rest** Not undertaking physical activity.

**resting heart rate** A person’s heart rate when s/he is not undertaking physical activity.

**self-efficacy** The degree to which a person thinks s/he can successfully perform an activity.

---

*Definitions of variables - Mental well-being*

**computer activity** Work performed at a computer.

**coping** The ability to deal with (stressful) situations.

**deportment feedback** Feedback provided by colleagues.

**distractions** Hindrances that take a person’s attention off their work activities.

**energy** The ability and motivation of a person to undertake activities.

**experienced stress** Subjective feeling of “mental tension and worry caused by problems in your life, work, etc.” Merriam-Webster [64]

**feeling of well-being** A feeling of “being happy, healthy, or prosperous.” Merriam-Webster [64]

**heart rate** The speed at which the heart beats, measured in beats per minute.

**hobbies** Activities performed as a form of leisure.

**information support** Automated feedback, advice, and suggestions to aid a knowledge worker in his/her daily activities.

**locus of control** The degree to which a person feels s/he can exert control over events in his/her life.
Figure 33: Reference well-being model - Mental

**Mental well-being** The feeling of well-being regarding a person’s mental state.

**Perceived stressors** Subjective sources of stress.

**Recovery** “The act or process of becoming healthy after an illness or injury.” Merriam-Webster [64]
rest Not undertaking mentally challenging activities.

resting heart rate A person’s heart rate when s/he is not undertaking physical activity.

social interaction A relationship between two or more people.

stressors Sources of stress.

task load The amount of work a person has to perform during his/her job.

work efficacy The degree to which a person thinks s/he can successfully perform his/her work.
Figure 34: Improved reference well-being model - Physical

B.2 IMPROVED MODEL

Based on the improvements proposed in section 7.4.2, we have made alterations to the domain model. The changed variables are indicated as gray model elements. The improved model for physical well-being is shown in Figure 34, the elements concerning mental well-being are depicted in Figure 35.
B.2 improved model

![Diagram](image)

Figure 35: Improved reference well-being model - Mental
This appendix lists the questions and sub-models provided to the participants in the reference model validation experiment, which is discussed in chapter 7.

1. An increase in task load will result in an increase in computer activity, which causes the number of stressors to increase.

2. An increase in information support will decrease the number of stressors.
3. Distractions cause an increase in stressors.

4. An increased perceived stress is caused by an increase in the number of stressors. If a person has a higher locus of control, the experienced stress will be reduced.

5. The experienced stress can be reduced by teaching a person to cope with stress.
6. If somebody has the feeling s/he is good at his/her job, this will result in stress being experienced to a lesser degree.

7. Hobbies aid recovery.

8. An increase in the experienced stress will result in a decrease in energy.
9. Department feedback is beneficial for social interaction. This will result in increased mental well-being.

10. Increased energy will increase mental well-being.

11. If a person’s self-efficacy increases, this will result in an increase in the physical activity being undertaken.
12. Resting aids recovery, which will result in a person having an increased feeling of physical well-being.

13. If the feeling of well-being decreases, this will cause a person to undertake actions to change his/her current situation.

14. By giving feedback about the undertaken activity, the person will gain awareness in his/her situation.
15. Increased awareness will result in motivation, which will cause the person to be more physically active.

16. If a person increases his/her physical well-being, this will have a positive effect on his/her overall feeling of well-being.

17. Physical activity will result in improved body composition.
18. Improved cardiovascular fitness will result in a decreased resting heart rate.

19. Increased cardiovascular fitness will result in an improved feeling of physical well-being.

20. Improved body composition will increase the feeling of physical well-being.
SUBJECT MATERIAL APPLICATION DEVELOPMENT EXPERIMENT

The text in this appendix was provided to the participants of the experiment discussed in chapter 9.

D.1 INTRODUCTION

In this experiment, you will focus on the process of working toward a context-aware well-being application, moving from the specification of requirements, to the design of the application structure, and application behavior, not the actual programming of the application.

When designing the application, use the Eclipse application from http://1drv.ms/1DHe3Cz. Download the version appropriate for your platform (Windows, OS X or Linux)

1. extract it, download the workspace.zip and extract it to the same folder as where you extracted the Eclipse package. Use this workspace when performing the assignments. The editor will allow you to create Dynamic Well-being Domain Models (DWDM, more information regarding these later), perform model transformations from such a DWDM to UML class diagrams and UML activity diagrams. You may need to set the binary as executable when working with Linux or OS X

2. You have up to 1.5 hours for the entire exercise. After that time, please save all your work and send all your artifacts and a compressed file with your editor workspace to s.bosems@utwente.nl, mentioning the number written at the top of this assignment in the subject.

D.2 DYNAMIC WELL-BEING DOMAIN MODEL AND EDITOR

The notation of the Dynamic Well-being Domain Model (DWDM) is primarily inspired by the Causal loop diagram (CLD) notation. CLDs consist of boxes (modeling variables) and annotated arrows

1 Alas, only the Windows and Linux versions have been verified to work.
2 You may do so using chmod a+x eclipse, or by right clicking the eclipse file, going to Properties → Permissions → Allow executing file as program.
(modeling causalities). A causality may be either positive or negative: a positive causality from \( A \) to \( B \) (denoted as \( A \rightarrow^+ B \)) indicates that an increase in the variable value of \( A \) (eventually) causes an increase in the value of variable \( B \). A negative causality from \( A \) to \( B \) (written as \( A \rightarrow^- B \)) indicates that an increase in \( A \) causes a decrease in \( B \).

If a variable can be directly read through sensors, we say it is observable. If the application can directly influence the variable’s value, it is controllable. If the application should reason about the variable’s value using the value of other variables, it is derivable.

Variables can also have a unit of measurement (“km/h” for speed, for example).

D.3 Case description

In this experiment, you will be designing an “Activity Coach” [77]. It is a smartphone application that is to help the user in managing his/her activity throughout the day. This coaching/management can go both ways: if a user is too active during the morning, the application should warn the user that this might leave him/her tired in the afternoon, if the user is not active enough, s/he should be encouraged to be more active.

The application uses sensors (tri-axial accelerometers) to monitor the user throughout the day. These sensors measure acceleration in three directions \((x, y, z)\). For a full day, the desired amount of activity measured in IMA (sum of all the acceleration measured) should be 10,000. The user should be able to see his progress toward this goal at every time, preferably through a graph showing his/her activity and the desired norm. You can see an example in Figure 36.

We now have to identify the other aspects of the app. Firstly, the application should run on a mobile device, so battery power and storage capacity are limited. Because of this, recalculating and reevaluating the user’s goal progress every time a new sensor value is read might not be the best approach, just like saving all data for all time. Secondly, the application might be part of a bigger system where data storage and even the calculations are performed by other devices (cloud storage and computing). The app designed here should be able to cope with such future changes, the adaptations required to allow for these should be limited.
Figure 36: The Activity Coach interface

**REQUIREMENTS**

**Task 1** Have a look at the DWDM provided (it is located in the “input” folder of your workspace, the model is called `in.cld_diagram`). You can also find it on page 251. This domain model depicts the domain of the Activity Coach. Do you think all aspects of the domain have been captured? If not, what should be added, removed or otherwise changed?

**Task 2** Provide 5-10 requirements for the application discussed. Think of how the system should behave (in certain conditions), how it should manage uncertainty, how the UI should look like, what the storage requirements are et cetera.

**APPLICATION STRUCTURE**

**Task 3** Generate a static application structure for an application that is to satisfy your requirements. Do so by executing the `DDM2UMLClass` transformation (right clicking the appropriate transformation, selecting “Run As”, and clicking “ATL transformation”).
Generate the visual diagram by right clicking the generated model, and chose “Initialize Class Diagram.”

**Task 4** Verify that the generated application structure fits your idea of a suitable structure for the application under development. If not, alter it.

**Task 5** Check if you are still satisfied with your requirements. If not, alter or add to them.

**APPLICATION BEHAVIOR**

**Task 6** Generate the application behavior. Use the DDM2UMLAct model transformation for this. Verify that the generated models satisfy your requirements. Due to the tool being pre-alpha, we can not generate the visual diagrams for these yet.

**Task 7** Verify whether your requirements still reflect your current ideas regarding the application. If not, improve them.

**D.4 ACTIVITY COACH DOMAIN MODEL**

We provided the participants of the experiment with a DWDM that was inspired by the DWDM we created for the RRD Activity Coach. To reduce the complexity of this model, we did not include the variables for “Self efficacy” and “Feedback.” Figure 37 shows this reduced DWDM.
Figure 37: The DWDM for the reduced Activity Coach case
The Fishualization [91] is a distributed application created by TNO in the commit/swell project. It consists of software installed on a user PC, a central database, and a website visualizing the information stored in the database.

E.1 OVERVIEW

The creators of the TNO/SWELL Fishualization recognize that there is an increase in work related stress among knowledge workers. Seeing that it may not be possible to conquer the causes of this stress, i.e. increasing work pressure, distractions, fragmented work et cetera, the idea arose to provide workers with insight into their own work, and that of their coworkers, allowing for group discussion about levels of work pressure.

E.2 GOAL

The goal of the Fishualization is to increase worker awareness of the causes of workplace stress. Additionally, the system aims to increase communication among colleagues, starting the discussion about stress. Both of these should help the worker cope with stress more easily, reducing the feeling of stress over time.

E.3 MEANS

To reach its goal, the Fishualization has two ways of influencing the user. Firstly, feedback is given directly to the individual, informing him/her about his/her current levels of work activity and energy. Secondly, department feedback is used. Rather than targeting a specific employee, an entire group is presented feedback.

For the group feedback, visualization of information was done through an virtual aquarium displayed on a television screen in a coffee corner. The aquarium is inhabited by fish, each fish represen-
ting an employee. As the information visualized can be personal in nature, the colors and patterns of the fish can be altered so the in-
dividual users know which fish is their own, but coworkers do not
know which fish belongs to which colleague. The way a fish swims
is caused by the way the employee uses his/her computer:

- The speed at which the fish swims is based on the speed of
  computer activity. Fast typing and mouse activity will cause
  rapid fish movement.
- The fish will change its direction of movement when the user
  switches his/her working context or task.
- The depth the fish swims at, is related to the energy level of
  the user: a fish swimming shallow, i.e. high on the screen,
  represents a user with high levels of energy.

In addition to the presence of fish in the aquarium, plants grow from
the bottom. Each plant represents a computer application, such as
Microsoft Outlook, Word, et cetera, its height being determined by
the total number of people using the application.

### E.4 SENSORS

To obtain the context information required to provide the user and
the group with feedback, two types of data collection are used. Fir-
ly, uLog [73] is used to collect information regarding key strokes,
mouse movements, and mouse button clicks. Furthermore, informa-
tion provided by the operating system is stored, such as the titles of
windows, which application is active, and when a switch between
applications is made. The data collected is aggregated on the user’s
own PC before it is sent to the aquarium display for visualization.

Secondly, data regarding the user’s subjective energy level is to be
collected. This is done through a small Java application called the
“Battery app.” The user can record his/her energy level here, the
application asking the user for this information in regular intervals.

### E.5 DOMAIN MODEL

A domain model in the DWDM language has been created for this
application. It can be found in Figure 38.
Figure 38: DWDM for the TNO/SWELL Fishualization
Philips/SWELL mBeats [119] is a smartphone application created by Philips in the context of the commit/swell project. It runs on Apple iPhone devices with version number 4 and higher.

F.1 Overview

Sartor et al. [89] describe that to prevent cardiovascular diseases, cardio-respiratory fitness, and so physical activity, is required. The authors discuss that cardiovascular diseases are increasingly becoming the primary cause of death in western countries. With increased physical activity contributing to a decrease in the risk of such diseases, the authors argue that, although the general population is aware of these problems, adherence to fitness regimes is low. Smartphone and smart watch applications are suggested as a solution direction.

F.2 Goal

The mBeats application aims to increase its user’s cardio-respiratory fitness (CRF) by motivating the person to have his/her heart rate within a “target heart rate zone,” i.e. within a personalized heart rate range, by engaging in physical activity. This zone is calculated in such a way that the CRF will increase over time if the user continues his/her adherence to the program.

F.3 Means

The application’s only way of influencing the user is by providing feedback and comments. This feedback is provided as:

- A “speedometer,” representing the full heart rate range of the user, including a coloring per zone to indicate which zones are good for CRF improvement, and an arrow to indicate the current heart rate.
- The current heart rate as a number.
- An “mBeats” score.

mBeats points are awarded when the user’s heart rate is within the calculated target zone. By giving the user points for “good behavior,” the application includes game elements, the rationale being that users will want to improve their own score.

### F.4 SENSORS

The application, as of writing, bases its reasoning logic on the input of a single sensor. The sensor used is the Mio Alpha\(^1\) heart rate sensor. This wrist worn device sends its data to a smartphone device running the mBeats application using Bluetooth Low Energy. The heart rate monitor uses an optical blood flow sensor to determine the heart rate. The sensor is not equipped with internal memory, so the smartphone device needs to be turned on, and within range to be able to store heart rate data.

Means of including other sensors in the application’s reasoning logic, such as accelerometers, are currently being researched.

### F.5 DOMAIN MODEL

A domain model in the DWDM language has been created for this application. It can be found in Figure 39.

---

\(^1\) https://www.mioglobal.com/
Figure 39: DWDM for the Philips/SWELL mBeats application
The Activity Coach [77], developed by Roessingh Research and Development, is a tele-treatment application that is to be used by patients while undergoing rehabilitation. This is different from the other two applications discussed, which can be used by people if they feel they should improve their own lifestyle.

G.1 OVERVIEW

Recognizing the need for reform in the field of rehabilitation treatment, Roessingh Research and Development created the Activity Coach as part of a larger overall tele-treatment platform [77], which included ways for health care professionals to observe patient progress remotely, for treatment plans to be better tailored to the patient, and for data storage. The application runs on smartphone devices with the Android operating system installed.

G.2 GOAL

The Activity Coach was specifically designed for the tele-treatment of patients suffering from COPD. For these patients, the management of energy expenditure throughout the day may be challenging. The goal of the system is to provide guidance to these people, preventing them from over-exertion in the morning so they do not have any energy left in the afternoon, but also avoiding patients becoming sedentary which will hurt their cardiovascular fitness in the long run.

G.3 MEANS

The Activity Coach has seen a number of development iterations, new versions including more elaborate ways of providing feedback. The primary way of showing a user how much energy s/he has
spent, is through a line graph. This graph depicts the total energy spent throughout the day; the x-axis showing the time of the day, the y-axis the cumulative energy expenditure. In addition, a reference line is shown. This is the cumulative expenditure users should aim for, preventing both over-exertion and a passive overall lifestyle.

Newer versions of the Activity Coach adapt the goal line, as to maintain a challenging, but attainable goal [21], and include persuasive feedback strategies [3].

G.4 SENSORS

The Activity Coach’s advice is based on measurements obtained from a tri-axial accelerometer and gyroscope. The device used for this purpose is the Inertia Technology ProMove 3D\(^1\). The user can clip the sensor to a belt, after which it sends the movement data through a Bluetooth connection to the smartphone running the Activity Coach.

G.5 DOMAIN MODEL

A domain model in the DWDM language has been created for this application. It can be found in Figure 40.

---

\(^1\) http://inertia-technology.com/promove-3d
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