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Abstract—Microrobotics is a promising field that can revolutionize fields such as minimally invasive surgery. Applications such as micro-manipulation can be performed more effectively using multiple micro-sized agents. These can be performed more accurately with the help of robust controllers. In this paper, we design a leader-follower controller that can be used to perform coordinated motion tasks. A prescribed performance controller is designed for the leader micro-agent whereas a synchronization controller is designed for the follower. The main difference between our method and the literature is that our method can achieve a pre-specified control performance. The position of the micro-agents are obtained using microscopic images and image processing. The velocities and accelerations of the micro-agents are obtained using state observers. The algorithm is tested experimentally on spherical magnetic microparticles that have an average diameter of 100 $\mu$m. Two types of experiments are performed. The first one is related to the leader-follower control, whereas the second one demonstrates the independent control of the two agents. The maximum value of the steady-state errors obtained in the leader-follower control experiments are 14.45 $\mu$m and 10.19 $\mu$m in x- and y- directions for the leader agent and 6.47 $\mu$m and 7.77 $\mu$m in x- and y- directions for the follower errors, respectively.

Index Terms—Micro/nano robots, automation at micronano scales, motion control.

I. INTRODUCTION

Utilizing teams of micro- and/or nanorobots instead of individual ones can facilitate their application to minimally invasive surgery, assembly and environmental remediation. The completion time of tasks can be reduced with the help of multiple robots. That being said, cooperative control of multiple microrobots has its own challenges [1]. It is difficult to embed onboard sensors and actuators on microrobots. Thus, such micro-agents are often designed to be magnetic and actuated wirelessly. In the case of magnetic actuation using a set of coils placed around the workspace, all the micro-agents receive the same control inputs (currents to be more specific). Consequently, the number of controllable degrees-of-freedom of the multiple micro-agent system is directly related to the number coils of the experimental setup [2].

Research on the control of multiple micro-agents has been done both considering their independent and cooperative control. For instance, the independent control of two millimeter-scale permanent magnets was investigated by using PID controllers and a Levenberg-Marquardt solver [3]. Another approach was based on using a combination of rotating fields and proportional and lag-angle feedback controllers up to three magnetic micro-agents in three dimensions [4]. The Levenberg-Marquardt solver requires the precomputation of the currents and lag-angle feedback controller requires a priori calibration which are both dependent on the precise knowledge of the dynamic model of the agents and external disturbances. Cooperative open-loop control of multiple magnetic micro-agents is investigated using a conical permanent magnet attached to a robotic manipulator to steer the microrobots [5]. Instead of designing a controller for each agent in cooperative control, the mean position of the swarm together with its variance are controlled in a simulated block-pushing task [2]. The application of the method to magnetic micro-agents is not straightforward since the agent dynamics is nonlinear with respect to the control inputs. Chao et al. presented a two-level planning framework in which a steering direction was computed for a swarm of magnetic nanoparticles in an open-loop manner [6]. The influence of environmental disturbances...
such as fluid flow and navigation in a microfluidic channel using an optimal controller has been studied for two magnetic microbeads [7]. In [7], though the results were promising, it was difficult to judge the asymptotic stability of the controller from the experiments. Besides the studies on the control of multiple magnetic beads, the control of multiple magnetotactic bacteria has also been investigated starting with the work of Martel and Mohammadi [8]. Multiple artificially magnetotactic bacteria are steered using ensemble control which has initially been applied to the control of multiple unicycle type mobile robots [1], [9], [10]. Chowdhury et al. presented a survey on the state-of-the art for controlling multiple microrobots [11].

Multiple microrobots can perform coordinated and cooperative tasks with the help of controlled synchronization [12]. The automation of these tasks requires using different modes of control, including the independent control of the agents at the initial phase of the task. A basic example of coordinated motion tasks is leader-follower type of task. In this work, we designed a leader-follower controller for two paramagnetic micro-sized agents. We obtain estimates of the positions of the micro-agents with respect to an inertial frame using an image processing algorithm. These positions are utilized to estimate the velocity and acceleration of the agents using suitable state observers. These signals are used in the design of a prescribed performance controller for the leader and a passivity-based synchronization controller for the follower micro-agent. The control forces are converted to currents using a relaxed semidefinite optimization approach. We designed a prescribed performance controller for an independent control task. Our approach differs from previous work in that the prespecified performance controller for an independent controller is fast and does not require a robust a priori precomputation of the control currents or initial solution contrary to Newton-based methods. Further, precomputation of the control currents or a priori calibration procedures are not required for our approach.

The major contributions of this work are:

- A leader-follower controller and an independent controller for micro-agents that can cope with modeling uncertainties and disturbances (Section III-A),
- A fast and initialization-free optimization-based solver that can minimize the electrical power (Section III-B),
- Experimental demonstration of prespecified control performance of both algorithms using two paramagnetic microparticles on different trajectory following tasks (Fig. 1) (Section IV).

II. MODELING MAGNETIC MICRO-AGENTS

In this section, we provide a mathematical model for micro-agents whose primary mode of actuation is electromagnetic. Further, the micro-agents move in a fluidic environment and contain soft magnetic material. Let \( \{I\} \) be inertial frame and \( \{B\} \) be a body frame fixed to the center of mass of the micro-agent, respectively. The position vector \( \mathbf{p}_{B/1}(t) \in \mathbb{R}^3 \), from \( \{I\} \) to \( \{B\} \) expressed in \( \{I\} \) is given by \( \mathbf{p}_{B/1}(t) = [x(t) \ y(t) \ z(t)]^T \). Here, \( t \in \mathbb{R} \) represents the time. The translational equations of motion of the magnetic micro-agent are given as follows:

\[
M_{\rho} \ddot{\mathbf{p}}_{B/1}(t) = \mathbf{F}_d(\dot{\mathbf{p}}_{B/1}(t)) + \mathbf{F}_{mag}(\mathbf{p}_{B/1}(t)) + \mathbf{F}_b + \mathbf{F}_y, \tag{1}
\]

where \( M_{\rho} \in \mathbb{R}_{>0} \) is the mass of the micro-agent. Further, \( \mathbf{F}_d(\dot{\mathbf{p}}_{B/1}(t)) \in \mathbb{R}^3 \), \( \mathbf{F}_{mag}(\mathbf{p}_{B/1}(t)) \in \mathbb{R}^3 \), \( \mathbf{F}_b \in \mathbb{R}^3 \) and \( \mathbf{F}_y \in \mathbb{R}^3 \) are the hydrodynamic drag force, the magnetic force, buoyancy force and the weight, respectively. We assume that the micro-agents operate in the low Reynolds hydrodynamic regime. For a spherically shaped micro-agent, according to the Stokes’ law the drag force can be computed as follows:

\[
\mathbf{F}_d(\dot{\mathbf{p}}_{B/1}(t)) = -6\pi \eta_r r_p \dot{\mathbf{p}}_{B/1}(t), \tag{2}
\]

where \( \eta_r \) and \( r_p \) are the dynamic viscosity of the fluid and the radius, respectively [13]. The weight and buoyancy forces are given as follows:

\[
\mathbf{F}_b = V_p \rho_f \mathbf{g}, \quad \mathbf{F}_y = -V_p \rho_p \mathbf{g}, \tag{3}
\]

where \( V_p \) and \( \mathbf{g} \) are the volume of the micro-agent and gravitational acceleration and \( \rho_f, \rho_p \) are the density of the micro-agent and fluid, respectively. The influence of the capillary forces can also be included in the dynamics formulation [14]. However, in our case the reservoir in which the micro-agents are placed is sufficiently large so that the capillary effect can be neglected (see Section IV). Finally, the magnetic forces exerted by an array of electromagnets on the micro-agent should be included in the model. Let \( n \) be the number of electromagnetic coils. We assume that the magnetic field of each coil varies linearly in the workspace where the micro-agents are controlled. Thus, the total magnetic flux density is computed by the superposition of the contribution of the \( i \)-th coil as follows:

\[
\mathbf{B}(\mathbf{p}_{B/1}) = \sum_{i=1}^{n} \mathbf{B}(\mathbf{p}_{B/1}^i) = \mathbf{B}(\mathbf{p}_{B/1}) Z, \tag{4}
\]

where \( \mathbf{B}(\mathbf{p}_{B/1}^i) \in \mathbb{R}^{3 \times n} \) is a position-dependent matrix evaluated at \( \mathbf{p}_{B/1}^i \) and \( Z \in \mathbb{R}^{n \times 1} \) is the vector of applied currents [15]. The magnetic force \( \mathbf{F}_{mag} \in \mathbb{R}^3 \) that the micro-agent experiences acting at a point \( \mathbf{p}_{B/1}^i \) is given by

\[
\mathbf{F}_{mag}(\mathbf{p}_{B/1}^i) = \nabla(\mathbf{m} \cdot \mathbf{B}(\mathbf{p}_{B/1}^i)), \tag{5}
\]

where \( \mathbf{m} \in \mathbb{R}^3 \) and \( \mathbf{B}(\mathbf{p}_{B/1}) \in \mathbb{R}^3 \) are the magnetic dipole moment and the global magnetic field given by (4), respectively. For soft magnetic materials with a spherical shape, neglecting hysteresis and saturation, the magnetic dipole moment is computed as follows:

\[
\mathbf{m}(\mathbf{p}_{B/1}) = k_{mag} \mathbf{B}(\mathbf{p}_{B/1}) \mathbf{I} = \frac{\chi_m V_p}{\mu_0 (1 + \chi_m)} \mathbf{B}(\mathbf{p}_{B/1}), \tag{6}
\]

where \( \chi_m \) and \( \mu_0 \) are the magnetic susceptibility and the vacuum permeability, respectively [16]. Here, \( k_{mag} \) is introduced to combine the magnetic parameters into a single constant. Consequently, the forces are related to the currents via the following map:

\[
\mathbf{F}_{mag}(\mathbf{p}_{B/1}, Z) = k_{mag}
\begin{bmatrix}
\mathbf{T}^T \
\frac{\partial}{\partial \mathbf{p}_{B/1}} \mathbf{B}(\mathbf{p}_{B/1}) & \mathbf{I}
\end{bmatrix}
\begin{bmatrix}
\mathbf{B}(\mathbf{p}_{B/1}) Z
\end{bmatrix}.
\tag{7}
\]
The currents corresponding to the desired magnetic forces are obtained by solving the inverse of the quadratic relations in (7) using the optimization technique described in Section III-B.

III. CONTROLLER DESIGN

In this section, we describe the leader-follower controller to enable the cooperation of two micro-agents. The control scheme can be extended to control more micro-agents which requires more magnetic coils. Consequently, the minimum required number of coils is the product of number of agents and number of degrees of freedom needed to control. In what follows, we omit the subscripts and superscripts regarding the frames of the position and velocity variables. Instead, we introduce subscripts for the leader (l) and follower (f) micro-agents, also known as the master and slave, respectively. First, the formation controller is introduced. This is followed by the formulation of the optimization algorithm.

A. Leader-Follower based Formation Controller

The leader-follower approach ensures the cooperation of multiple micro-agents where the leader is driven by a desired trajectory and the follower tracks the leader with a suitable synchronization controller. The controllers required for both agents make use of position estimates obtained from the image processing algorithm [17]. The pseudocode of the image processing algorithm is presented in Algorithm 1. The velocity and acceleration information for both controllers is obtained with the help of state observers. We first design a trajectory tracking controller for the leader based on the prescribed performance approach described in [18], [19]. For this purpose, let us first define the position and velocity tracking errors for the leader as follows:

\[ e_t = p_t - p_r, \]  \hspace{1cm} (8)
\[ \dot{e}_t = \dot{p}_t - \dot{p}_r, \]  \hspace{1cm} (9)

where \( e_t \in \mathbb{R}^3 \) and \( \dot{e}_t \in \mathbb{R}^3 \). Since the velocity \( \dot{p}_t \in \mathbb{R}^3 \) is not directly measured, its estimate \( \hat{p}_t \) obtained from the iterative learning observer is used [19]. The reference positions, velocities and accelerations are \( p_r \in \mathbb{R}^3, \dot{p}_r \in \mathbb{R}^3 \) and \( \ddot{p}_r \in \mathbb{R}^3 \), respectively. The combined position and velocity error can be defined as follows:

\[ s_t = \hat{e}_t + \Lambda_t e_t, \]  \hspace{1cm} (10)

where \( \Lambda_t \in \mathbb{R}^{3 \times 3} \) is a diagonal positive definite gain matrix. The combined error described by (10) draws its origins from the sliding mode theory. It is a stable linear filter with the input \( s_t \in \mathbb{R}^3 \) and output \( e_t \), respectively. According to the prescribed performance strategy, using the combined error (10), the following controller \( F_{s t} \) is selected for the leader agent:

\[ F_{s t} = -k_{s t} \ln \left( \frac{1 + s_{i t}}{\rho_{i t}} \right) \quad \text{for} \quad i \in \{ x, y, z \}, \]  \hspace{1cm} (11)

where \( k_{s t} > 0 \) is the control gain. In (11), the performance function \( \rho_{i t} \in \mathbb{R} \) on the combined position and velocity error (10) is defined as follows:

\[ \rho_{i t} = (\rho_{i t, 0} - \rho_{i t, \infty}) e^{-\alpha_{i t} t} + \rho_{i t, \infty}, \]  \hspace{1cm} (12)

where \( \rho_{i t, 0}, \rho_{i t, \infty} \) and \( \alpha_{i t} \) are the initial and final bounds on the combined error and the decay rate, respectively. The natural logarithm function given in (11) represents a coordinate transformation as a function of the scaled error \( s_{i t} \). When the initial value of the combined error (10) satisfies \( |s_{i t}(0)| < \rho_{i t}(0) \), the controller (11) guarantees the boundedness of \( s_{i t}(t) \) for \( t \to \infty \) [20]. In order for the second agent to follow the leader, a trajectory tracking controller is designed using the passivity-based control technique. In passivity-based control, the nonlinearities in the system dynamics (such as drag forces) are compensated using reference trajectories instead of exact cancellation. Considering the uncertainties in microagent dynamics, the controller for the follower is selected as follows:

\[ F_f = \hat{\hat{F}}_f \hat{p}_f + \hat{F}_f(\hat{p}_f) - \hat{F}_b_f - \hat{F}_g_f - K_d_f \hat{e}_f - K_p_f e_f, \]  \hspace{1cm} (13)

where \( \hat{\hat{F}}_f, \hat{F}_b_f, \hat{F}_g_f, \hat{M}_f \in \mathbb{R}^3 \) and \( \hat{M}_f \in \mathbb{R}^3 \) are the estimates of the drag, buoyancy and gravity forces and the mass, respectively. \( K_{d f} \in \mathbb{R}^{3 \times 3} \) and \( K_{df} \in \mathbb{R}^{3 \times 3} \) are positive definite gain matrices for the synchronization error \( e_f \in \mathbb{R}^3 \) and its estimated time derivative \( \hat{e}_f \in \mathbb{R}^3 \), respectively. The synchronization error in (13) is defined as follows:

\[ e_f = p_f - \hat{p}_f - d_{tf}, \]  \hspace{1cm} (14)

where \( d_{tf} \in \mathbb{R}^3 \) determines the formation distance between the leader and follower micro-agents. The vector \( d_{tf} \) could be selected to be time-varying to obtain different formation behaviors. For the sake of simplicity we assume it to be constant in this work. Further, the variables \( \hat{p}_f \) and \( \hat{p}_f \) are estimates for the velocity and acceleration of the leader micro-agent, respectively. These are obtained by using two separate state observers; one for the synchronization error and the other for the follower variables [12]. The following state observer is designed to estimate the synchronization error and its time derivative:

\[ \frac{d e_f}{dt} = \hat{e}_f + L_{tf} e_f, \]  \hspace{1cm} (15)
\[ \frac{d \hat{e}_f}{dt} = -\hat{M}_f^{-1} \left( K_d_f \hat{e}_f + K_{p f} e_f \right) + L_{tf} \hat{e}_f, \]  \hspace{1cm} (16)
where \( L_{f,i} \in \mathbb{R}^{3 \times 3} \) and \( L_{f,i} \in \mathbb{R}^{3 \times 3} \) are positive definite gain matrices. The estimation error \( \hat{e}_{if} \) for the synchronization error is defined as follows:

\[
\hat{e}_{if} = e_{if} - \hat{e}_{if},
\]

(17)

where \( \hat{e}_{if} \) is an estimate of \( e_{if} \). The following state observer is designed to estimate the follower micro-agent position and velocity

\[
\frac{d}{dt} \hat{p}_f = \hat{p}_f + L_{f,i} \hat{p}_f,
\]

(18)

\[
\frac{d}{dt} \hat{p}_j = -\hat{M}_f^{-1} \left( K_{d,i} \hat{e}_{ij} + K_{p,j} \hat{e}_{ij} \right) + L_{f,j} \hat{p}_j,
\]

(19)

where \( L_{f,i} \in \mathbb{R}^{3 \times 3} \) and \( L_{f,j} \in \mathbb{R}^{3 \times 3} \) are positive definite gain matrices. In equations (18) and (19), the estimation error for the follower position is defined as follows:

\[
\hat{p}_f = p_f - \hat{p}_f,
\]

(20)

where \( \hat{p}_f \) is an estimate of \( p_f \). The estimates of the leader velocity \( \hat{p}_i \) and acceleration \( \hat{p}_i \) used in the follower controller (13) can be obtained using (16) and (19). The estimated leader velocity \( \hat{p}_i \) can be obtained using the definition of the synchronization error (14) as follows:

\[
\hat{p}_i = \hat{p}_i - \hat{e}_{if},
\]

(21)

where it was assumed that \( \hat{d}_{if} = 0 \). The estimated leader acceleration \( \hat{p}_i \) can be obtained using (16) and (19) the following algebraic equation:

\[
\hat{p}_i = \frac{d}{dt} \left( \hat{p}_f - \hat{e}_{ij} \right) = -\left( \hat{M}_f^{-1} \hat{K}_{p,j} + L_{p,j} \hat{p}_j \right) \hat{e}_{ij} + L_{p,j} \hat{p}_j.
\]

(22)

\[B. Optimization Routine to Obtain Control Currents\]

In this section, we describe an optimization based solution to obtain the control currents corresponding to the magnetic forces obtained using the aforementioned leader (11) and formation (13) controllers. Instead of just solving for the currents using the relation (7) we also minimize the electrical power of the system by introducing a suitable cost function. Consequently, the optimization problem to be solved can be formulated as follows:

\[
\min_{\mathcal{I} \in \mathbb{R}^n} \mathcal{J} (\mathcal{I}) \quad \text{s.t.} \quad h_{eq}(\mathcal{I}) = 0,
\]

(23)

where \( \mathcal{J} (\mathcal{I}) \in \mathbb{R} \) and \( h_{eq}(\mathcal{I}) \in \mathbb{R}^6 \) are the objective and equality constraint functions, respectively [21]. The objective function is quadratic and is selected as follows:

\[
\mathcal{J} (\mathcal{I}) = \frac{1}{2} \mathcal{I}^T \mathcal{I}.
\]

(24)

The relation between the magnetic control forces and the coil currents for the leader and follower can be introduced as equality constraints \( h_{eq}(\mathcal{I}) \) as follows:

\[
h_{eq}(\mathcal{I}) = \begin{bmatrix} F_{mag}(p_f, \mathcal{I}) - F_f \end{bmatrix},
\]

(25)

where \( F_l \) and \( F_f \) are computed using the controller expressions (11) and (13), respectively. For the considered functions, this problem falls under the class of quadratically constrained quadratic programs (QCQPs) [22]. It can be reformulated as a non-convex semi-definite optimization problem as follows:

\[
\min_{\mathcal{I} \in \mathbb{S}^n} \text{tr} (\mathcal{J}) \quad \text{s.t.} \quad \begin{bmatrix} k_{mag} \left( \frac{\partial}{\partial p_{i,j}} (\hat{B}^T(p_j)) \right) \mathcal{I} - F_{i,j} = 0 \\
\text{tr} (k_{mag} \left( \frac{\partial}{\partial p_{i,j}} (\hat{B}^T(p_j)) \mathcal{I} \right)) - F_{i,j} = 0 \\
\mathcal{J} \geq 0, \quad \text{rank} (\mathcal{J}) = 1
\end{bmatrix}
\]

(26)

for \( i \in \{x, y, z\} \) where \( \mathbb{S}^n \) represents the set of all \( n \times n \) real-symmetric matrices and \( \mathcal{J} = \mathcal{I}^T \mathcal{I} \geq 0 \) indicates that the matrix \( \mathcal{J} \) is positive semi definite. Further, \( \text{tr}() \) indicates the matrix trace operation. Since the rank equality constraint is not a convex constraint, it can be dropped and instead the relaxed semi-definite optimization problem can be solved to obtain the globally optimal solution \( \mathcal{J}^* \). The main issue with this technique is how to extract the optimal currents \( \mathcal{I}^* \) from this solution, since the rank of \( \mathcal{J}^* \) can be larger than 1. One possible way to obtain the optimal currents is to compute the rank-one approximation of \( \mathcal{J}^* \). Specifically, let \( r = \text{rank} (\mathcal{J}) < n \), and let

\[
\mathcal{J}^* = \sum_{i=1}^{r} \lambda_i v_i v_i^T,
\]

(27)

indicate the eigen-decomposition of \( \mathcal{J} \), where \( \lambda_1 \geq \lambda_2 \geq \ldots \lambda_r > 0 \) are the eigenvalues and \( v_1, \ldots, v_r \in \mathbb{R}^n \) are the respective eigenvectors. The best rank-one approximation \( \mathcal{J}_1^* \) to \( \mathcal{J}^* \) (in the least two-norm sense) is given by \( \mathcal{J}_1^* = \lambda_1 v_1 v_1^T \). Thus, the optimal current is obtained as follows:

\[
\mathcal{I}^* = \sqrt{\lambda_1} v_1.
\]

(28)

The block diagram of the control system is shown in Fig 2.

![Fig. 2. The block diagram of leader-follower controller is presented. The controller for leader and follower are given by (11) and (13), respectively. The observer for follower variables and synchronization error are given by (19) and (16), respectively. Further, the algebraic equation is given by (22). Finally, the optimization algorithm is given by (26).](image)

\[IV. EXPERIMENTS\]

In this section, we start by briefly introducing our experimental setup followed by the results related to the formation
controller. Finally, experiments regarding the independent control of two microparticles are presented.

### A. Experimental Setup

The setup consists of an array of 6 electromagnetic coils with iron cores placed orthogonally around a fluid reservoir (Fig. 1). We used four of these coils that lie on the same plane to enable the planar manipulation of the micro-agents. Further details of the individual components of the setup can be found in our prior work [19]. The assumption about the linearity of the total magnetic field density as a function of the coil currents mentioned in Section II is valid up to 1.9 [A] for each of the coils in the setup. The iron cores saturate above this current value. We used paramagnetic microparticles with an average diameter of 100 μm, consisting of iron-oxide in a poly(lactic acid) matrix (PLA Particles-M-redF—plain from Micromod Partikeltechnologie GmbH, Rostock-Warnemuende, Germany). The specific value of the diameters of the microparticles are 134 μm and 144 μm, respectively. The parameters regarding their magnetic properties including other physical parameters can be found in our previous work [19]. We conducted all experiments in a commercial Petri dish with a diameter of 40 millimeters and a height of 12 millimeters. For such a reservoir size, the influence of the capillary forces is considered to be negligible. Both of the leader-follower and independent control experiments are conducted in water at room temperature. Mosek version 7.0 (Mosek ApS, Denmark) is used to implement interior point based optimization routine to solve the relaxed version of the semi-definite programming problem defined by (26) in Section III-B. Eigen C++ library is used for linear algebraic operations such as the eigen-decomposition mentioned in Section III-B. The sampling frequency is set at 25 Hz.

### B. Leader-Follower Control Results

We present the representative results of the leader-follower type formation control experiments for the algorithm introduced in Section III. In these experiments, the A quintic polynomial reference trajectory with zero initial and final velocities and accelerations is used to drive the leader micro-agent. The end-point of the reference trajectory is obtained by clicking with the mouse on the graphical user interface. The final time of the reference trajectory is selected as $t_f = 15$ seconds. The controllers and observers gains for the leader and follower agents are provided in Table I. These values are determined empirically considering the actuator limits such as the maximum current and the cut-off frequency of the coils.

Using these tuning parameters, the combined position and velocity error (10) $s_{i,x}(t)$ for x- and y- directions shown in Fig. 3 are obtained. Further, the exponentially decaying performance functions $\rho_{i,x}(t)$ are also shown on each plot in Fig. 3. In all cases, the combined error remained within the prescribed performance bounds. In order to quantitatively evaluate the performance of the controllers, Maximum Absolute Error (M.A.E.), Integral of Absolute Error (I.A.E.), Integral of Squared Error (I.S.E.) for the leader and follower agents are computed which are presented in Table II. Video snapshots of the leader and follower agents during the formation control experiment are shown in Fig. 4.

The controller forces for the leader and follower agents given by (11) and (13) and the forces obtained with (7) using the optimal current (28) for x- and y- directions are shown in Fig. 5. The quantitative evaluation of the performance of the optimization algorithm for the leader and follower forces are presented in Table III. It can be realized from Fig. 5 that there are time instances where the force errors are relatively high however the controllers for the leader (11) and follower (13) are robust enough to cope with this. The optimal currents obtained from (28) after the relaxed semi definite optimization problem (26) is solved are between $-1$ and 1 Amperes.

### TABLE I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Leader</th>
<th>Follower</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_l$</td>
<td>diag [4, 4]</td>
<td>diag [150, 150]</td>
</tr>
<tr>
<td>$k_{1,x}$, $k_{1,y}$</td>
<td>750</td>
<td>diag [20, 20]</td>
</tr>
<tr>
<td>$\rho_{1,x,0}$, $\rho_{1,y,0}$</td>
<td>10</td>
<td>diag [60, 60]</td>
</tr>
<tr>
<td>$\rho_{1,x,\infty}$, $\rho_{1,y,\infty}$</td>
<td>2.5</td>
<td>diag [2000, 2000]</td>
</tr>
<tr>
<td>$\sigma_{1,x}$, $\sigma_{1,y}$</td>
<td>0.5</td>
<td>diag [20, 20]</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Leader</th>
<th>Follower</th>
</tr>
</thead>
<tbody>
<tr>
<td>M.A.E. [μm]</td>
<td>179.35</td>
<td>183.38</td>
</tr>
<tr>
<td>L.A.E. [μm]</td>
<td>1299.4</td>
<td>1561.9</td>
</tr>
<tr>
<td>I.S.E. [μm²]</td>
<td>1.24 $\cdot$ 10⁴</td>
<td>1.74 $\cdot$ 10⁴</td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Leader</th>
<th>Follower</th>
</tr>
</thead>
<tbody>
<tr>
<td>M.A.E. [pN]</td>
<td>350.46</td>
<td>206.20</td>
</tr>
<tr>
<td>L.A.E. [pN²]</td>
<td>2.10 $\cdot$ 10⁹</td>
<td>9.92 $\cdot$ 10⁹</td>
</tr>
</tbody>
</table>

Fig. 3. Representative plots of the combined position and velocity errors (blue line) for x- and y- directions ($s_{1,x}(t)$, $s_{1,y}(t)$) are shown in (a) and (b), respectively. The exponentially decaying performance functions ($\rho_{i,x}(t)$, $\rho_{i,y}(t)$) are also shown on each plot with red lines.
The leader-follower controller described in Section III is compared with an alternate controller. It is comprised of a proportional controller for the leader agent and prescription of zero force (i.e., $F_j = 0$) for the follower. These control forces are converted to currents using the optimization routine described in Section III-B. The results are shown in Fig. 6 and Fig. 7, respectively. It can be observed from Fig. 6 that the error on the leader is not too large. However, the formation error given by (14) shown in Fig. 7 is large and further it seems to diverge.

C. Independent Control Results

We present the representative results for the independent control of two microparticles in a letter writing task. One of the particles moves along a $U$-shaped path and the other one moves along a $T$-shaped path on the surface of the water. We used the prescribed performance controller (11) for both of the agents. Thus, the control forces are selected as follows:

$$F_{j,i} = -k_{j,i} \ln \left( 1 + \frac{s_{j,i}^2}{D_{j,i}} \right) \quad \text{for} \quad i \in \{x, y\}$$

where $j \in \{1, 2\}$ is the index of the corresponding agent.

---

Fig. 5. Representative plots of the controller forces (red line) for the leader agent given by ($F_{l,x}$, $F_{l,y}$) and the forces (blue line) obtained with ($F_{mag,x}(p_i, Z^*)$, $F_{mag,y}(p_i, Z^*)$) using the optimal current ($Z^*$) for $x$- and $y$- directions are shown in (a) and (b), respectively. The controller forces (red line) for the follower agent given by ($F_{f,x}$, $F_{f,y}$) and the forces (blue line) obtained with ($F_{mag,x}(p_f, Z^*)$, $F_{mag,y}(p_f, Z^*)$) using the optimal current ($Z^*$) for $x$- and $y$- directions are shown in the bottom plots in (c) and (d), respectively.

Fig. 6. Representative plots of the leader reference (red) and actual (blue) positions for $x$- and $y$- directions are shown in (a) and (b), respectively. The error between them are shown on the bottom plots for $x$- and $y$- directions in (c) and (d), respectively.

Fig. 7. Representative plots of the leader (red) and follower (blue) positions for $x$- and $y$- directions are shown in (a) and (b), respectively. The formation error between them are shown on the bottom plots for $x$- and $y$- directions in (c) and (d), respectively.

Each agent receives a separate reference trajectory determined by four waypoints to form the letters. These waypoints are...
Fig. 5. Representative characteristic snapshots from the independent motion control experiments are shown. The time stamp (t) of each instant is shown at the bottom of each snapshot. The green and blue circles indicate the two different agents, respectively. Further, the trace of the agents are shown with black lines. The black arrows indicate the motion directions for each particle. The particle with the green circle writes the letter U and the particle with the blue circle writes the letter T. Please refer to the accompanying video that shows the results of the independent control experiments.

Fig. 8. Representative characteristic snapshots from the independent motion control experiments are shown. The time stamp (t) of each instant is shown at the bottom of each snapshot. The green and blue circles indicate the two different agents, respectively. Further, the trace of the agents are shown with black lines. The black arrows indicate the motion directions for each particle. The particle with the green circle writes the letter U and the particle with the blue circle writes the letter T. Please refer to the accompanying video that shows the results of the independent control experiments.

Please refer to the accompanying video that shows the results of the independent control experiments.

The combined position and velocity error (blue lines) for the first particle in x- and y- directions ($s_1,x(t)$, $s_1,y(t)$) are shown in (a) and (b) and for the second particle ($s_2,x(t)$, $s_2,y(t)$) in (c) and (d), respectively. The exponentially decaying performance functions ($\rho_1,x(t)$, $\rho_1,y(t)$, $\rho_2,x(t)$, $\rho_2,y(t)$) are shown on each plot with red lines.

Fig. 9. Representative plots of the combined position and velocity error (blue lines) for the first particle in x- and y- directions ($s_1,x(t)$, $s_1,y(t)$) are shown in (a) and (b) and for the second particle ($s_2,x(t)$, $s_2,y(t)$) in (c) and (d), respectively. The exponentially decaying performance functions ($\rho_1,x(t)$, $\rho_1,y(t)$, $\rho_2,x(t)$, $\rho_2,y(t)$) are shown on each plot with red lines.

We investigated the design of a formation controller using the leader-follower approach for two micro-sized agents. A prescribed performance controller is used to control the position of the leader micro-agent. The trajectory of the leader is used as a reference for the follower micro-agent. The control currents are computed using the relaxed semi-definite programming approach.

V. CONCLUSIONS

We investigated the design of a formation controller using the leader-follower approach for two micro-sized agents. A prescribed performance controller is used to control the position of the leader micro-agent. The trajectory of the leader is used as a reference for the follower micro-agent. The control currents are computed using the relaxed semi-definite programming approach.
Experiments on two spherical magnetic microparticles with an average diameter of 100 µm are performed. The maximum value of the steady-state errors obtained in the formation control experiments are 14.45 µm and 10.19 µm in x- and y-directions for the leader agent and 6.47 µm and 7.77 µm in x- and y-directions for the formation errors, respectively.

In future work, we will apply this control method to a larger number and different type of micro-sized agents in the 3D case. The robustness of the control algorithm to environmental disturbances such as fluid flow will also be evaluated. Furthermore, the performance of the control algorithm will also be tested using different imaging modalities.
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