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Abstract

An important problem in modeling networks is how to generate a randomly sampled graph with given degrees. A popular model is the configuration model, a network with assigned degrees and random connections. The erased configuration model is obtained when self-loops and multiple edges in the configuration model are removed. We prove an upper bound for the number of such erased edges for regularly-varying degree distributions with infinite variance, and use this result to prove central limit theorems for Pearson’s correlation coefficient and the clustering coefficient in the erased configuration model. Our results explain the structural correlations in the erased configuration model and show that removing edges leads to different scaling of the clustering coefficient. We prove that for the rank-1 inhomogeneous random graph, another null model that creates scale-free simple networks, the results for Pearson’s correlation coefficient as well as for the clustering coefficient are similar to the results for the erased configuration model.
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1. Introduction and results

1.1. Motivation

The configuration model (CM) [6, 43] is an important null model used to generate graphs with a given degree sequence, by assigning each node a number of half-edges equal to its degree and connecting stubs at random to form edges. Conditioned on the resulting graph being simple, its distribution is uniform over all graphs with the same degree sequence [13]. Because of this feature the CM is widely used to analyze the influence of degrees on other properties or processes on networks [11, 14, 15, 25, 32, 38].

An important property that many networks share is that their degree distributions are regularly varying, with the exponent $\gamma$ of the degree distribution satisfying $\gamma \in (1, 2)$, so that the degrees have infinite variance. In this regime of degrees, the CM results in a simple graph with vanishing probability. To still be able to generate simple graphs with approximately the desired degree distribution, the erased configuration model (ECM) removes self-loops and
multiple edges of the CM [7], while the empirical degree distribution still converges to the original one [13].

The degree distribution is a first-order characteristic of the network structure, since it is independent of the way nodes are connected. An important second-order network characteristic is the correlation between degrees of connected nodes, called degree–degree correlations or network assortativity. A classical measure for these correlations computes Pearson’s correlation coefficient on the vector of joint degrees of connected nodes [29, 30]. In the CM, Pearson’s correlation coefficient tends to zero in the large graph limit [33], so that the CM is only able to generate networks with neutral degree correlations.

The CM creates networks with asymptotic neutral degree correlations [33]. By this we mean that, as the size of the network tends to infinity, the joint distribution of degrees on both sides of a randomly sampled edge factorizes as the product of the size-biased distributions. As a result, the outcome of any degree–degree correlation measure converges to zero. Although one would expect fluctuations of such measures to be symmetric around zero, it has frequently been observed that constraining a network to be simple results in so-called structural negative correlations [8, 22, 40, 44], where the majority of measured degree–degree correlations are negative, while still converging to zero in the infinite graph limit. This is most prominent in the case where the variance of the degree distribution is infinite. To investigate the extent to which the edge removal procedure of the ECM results in structural negative correlations, we first characterize the scaling of the number of edges that have been removed. Such results are known when the degree distribution has finite variance [1, 26, 27]. However, for scale-free distributions with infinite variance only some preliminary upper bounds have been proven [23]. Here we prove a new upper bound and obtain several useful corollaries. Our result improves the one in [23] while strengthening [20, Theorem 8.13]. We then use this bound on the number of removed edges to investigate the consequences of the edge removal procedure on Pearson’s correlation coefficient in the ECM. We prove a central limit theorem, which shows that the correlation coefficient in the ECM converges to a random variable with negative support when properly rescaled. Thus, our result confirms the existence of structural correlations in simple networks theoretically.

We then investigate a ‘global’ clustering coefficient, which is the number of triangles divided by the number of triplets connected by two edges, eventually including multiple edges; see (3) and (4) for the precise definition. The clustering coefficient measures the tendency of sets of three vertices to form a triangle. In the CM, the clustering coefficient tends to zero whenever the exponent of the degree distribution satisfies \( \gamma > 4/3 \), whereas it tends to infinity for \( \gamma < 4/3 \) in the infinite graph limit [31]. In this paper, we obtain more detailed results on the behavior of the clustering coefficient in the CM in the form of a central limit theorem. We then investigate how the edge removal procedure of the ECM affects the clustering coefficient and obtain a central limit theorem for the clustering coefficient in the ECM.

Interestingly, it was shown in [34, 35] that in simple graphs with \( \gamma \in (1, 2) \) the clustering coefficient converges to zero. This again shows that constraining a graph to be simple may significantly impact network statistics. We obtain a precise scaling for the clustering coefficient in ECM, which is sharper than the general upper bound in [34].

We further show that the results on Pearson’s correlation coefficient and the clustering coefficient for the ECM can easily be extended to another important random graph null model for simple scale-free networks: the rank-1 inhomogeneous random graph [5, 9]. In this model, every vertex is equipped with a weight \( w_i \), and vertices are connected independently with some connection probability \( p(w_i, w_j) \). We show that for a wide class of connection probabilities,
the rank-1 inhomogeneous random graph also has structurally negative degree correlations, satisfying the same central limit theorem as in the ECM. Furthermore, we show that for the particular choice $p(w_i, w_j) = 1 - e^{-w_i w_j/(\mu n)}$, where $\mu$ denotes the average weight, the clustering coefficient behaves asymptotically the same as in the ECM.

In the (erased) configuration model as well as the inhomogeneous random graph, Pearson’s correlation coefficient for degree correlations and the global clustering coefficient naturally converge to zero. We would like to emphasize that this paper improves on the existing literature by establishing the scaling laws that govern the convergence of these statistics to zero. This is important because very commonly in the literature, various quantities measured in real-world networks are compared to null-models with same degrees but random rewiring. These rewired null-models are similar to a version of the inhomogeneous random graph [2, 12]. Without knowing the scaling of these quantities in the inhomogeneous random graph, it is not possible to assess how similar a small measured value on the real network is to that of the null model. Our results enable such analysis. In fact, we do even more, by also establishing exact limiting distributions of the rescaled Pearson’s correlation coefficient and clustering coefficient, which are the most standard measures in statistical analysis of networks.

1.2. Outline of the paper

The remainder of the paper is structured as follows. In the next three sections we formally introduce the models, the measures of interest, and some additional notation. Then, in Section 1.7, we summarize our main results and discuss important insights obtained from them. We give a heuristic outline of our proof strategy in Section 2 and recall several results for regularly-varying degrees. Then we proceed with proving our result for Pearson’s correlation coefficient in Section 3 and the clustering coefficient in Section 4. We then show in Section 5 how the proofs for Pearson’s correlation coefficient and the clustering coefficient in the ECM can be adapted to prove the central limit theorems for the rank-1 inhomogeneous random graph. Finally, Appendix A contains the proof of Theorem 2.1 on the number of erased edges, as well as some additional technical results.

1.3. Configuration model with scale-free degrees

The first models of interest in this work are the configuration model and the erased configuration model. Given a vertex set $[n] := \{1, 2, \ldots, n\}$ and a sequence $D_n = \{D_1, D_2, \ldots, D_n\}$ whose sum $\sum_{i \in [n]} D_i$ is even, the configuration model (CM) constructs a graph $G_n$ with this degree sequence by assigning $D_i$ stubs to each node $i$ and then connecting stubs at random to form edges. This procedure will, in general, create a multi-graph with self-loops and multiple edges between two nodes. To make sure that the resulting graph is simple we can remove all self-loops and replace multiple edges between nodes by just one edge. This model is called the erased configuration model (ECM).

We will denote by $\text{CM}(D_n)$ and $\text{ECM}(D_n)$ graphs generated by, respectively, the standard and erased configuration model, starting from the degree sequence $D_n$. We often couple the two constructions by first constructing a graph via the standard configuration model and then removing all the self-loops and multiple edges to create the erased configuration model. In this case we write $\hat{G}_n$ for the graph created by the CM and $\hat{G}_n$ for the ECM graph constructed from $G_n$. In addition we use the hats to distinguish between objects in the CM and the ECM. For example, $D_i$ denotes the degree of node $i$ in the graph $\text{CM}(D_n)$, while $\hat{D}_i$ denotes its degree in $\text{ECM}(D_n)$. 
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We consider degree sequences \( D_n = \{ D_1, D_2, \ldots, D_n \} \) where the degrees \( D_i \) are independent and identically distributed (i.i.d.) copies of an integer-valued random variable \( D \) with regularly-varying distribution

\[
P(D > t) = L(t)t^{-\gamma}, \quad \gamma > 1.
\] (1)

Here, the function \( L(t) \) is slowly varying at infinity and \( \gamma \) is the exponent of the distribution.

As is common in the literature, \( D_n \) may include a correction term, equal to one, in order to make the sum \( \sum_{i \in [n]} D_i \) even. We shall ignore this correction term, since it does not affect the asymptotic results. In the remainder of this paper \( D \) always refers to a random variable with distribution (1).

1.4. Rank-1 inhomogeneous random graphs

Another model that generates networks with scale-free degrees is the rank-1 inhomogeneous random graph [5, 9]. In this model, every vertex is equipped with a weight. We assume these weights are an i.i.d. sample from the scale-free distribution (1). Then, vertices \( i \) and \( j \) with weights \( w_i \) and \( w_j \) are connected with some connection probability \( p(w_i, w_j) \). Let the expected value of (1) be denoted by \( \mu \). We then assume the following conditions on the connection probabilities, similarly to [16].

**Condition 1.1.** (Class of connection probabilities.) Assume that

\[
p(w_i, w_j) = \frac{w_i w_j}{\mu n} h \left( \frac{w_i w_j}{\mu n} \right),
\]

for some continuous function \( h : [0, \infty) \mapsto [0, 1] \) with the following properties:

(i) \( h(0) = 1 \) and \( h(u) \) decreases to 0 as \( u \to \infty \).

(ii) \( q(u) = uh(u) \) increases to 1 as \( u \to \infty \).

(iii) There exists \( u_1 > 0 \) such that \( h(u) \) is differentiable on \( (0, u_1] \) and \( h'(u) < \infty \).

This class includes the commonly used connection probabilities \( q(u) = (u \wedge 1) \), where \( (x \wedge y) := \min(x, y) \) (the Chung Lu setting) [9], \( q(u) = 1 - e^{-u} \) (the Poisson random graph) [33], and \( q(u) = u/(1 + u) \) (the maximal entropy random graph) [10, 21, 36]. Note that within the class of connection probabilities satisfying Condition 1.1, \( q(u) \leq (u \wedge 1) \). Note that \( p(w_i, w_j) = q \left( \frac{w_i w_j}{\mu n} \right) \).

1.5. Central quantities

Pearson’s correlation coefficient \( r(G_n) \in [-1, 1] \) is a measure for degree–degree correlations. For an undirected multigraph \( G_n \), this measure is defined as

\[
r(G_n) = \frac{\sum_{i,j \in [n]} X_{ij} D_i D_j - \frac{1}{n^2} \left( \sum_{i \in [n]} D_i^2 \right)^2}{\sum_{i \in [n]} D_i^3 - \frac{1}{n} \left( \sum_{i \in [n]} D_i^2 \right)^2},
\] (2)

where \( X_{ij} \) denotes the number of edges between nodes \( i \) and \( j \) in \( G_n \), and self-loops are counted twice (see [33]). We write \( r_n \) for Pearson’s correlation coefficient on \( G_n \) generated by CM and \( \hat{r}_n \) if \( G_n \) is generated by ECM.
The clustering coefficient of a graph $G_n$ is defined as

$$C(G_n) = \frac{3\Delta_n}{\text{number of connected triples}},$$

(3)

where $\Delta_n$ denotes the number of triangles in the graph. The clustering coefficient can be written as

$$C(G_n) = \frac{6\Delta_n}{\sum_{i\in[n]} D_i(D_i - 1)} = \frac{6\sum_{1\leq i<j<k\leq n} X_{ij}X_{jk}X_{ik}}{\sum_{i\in[n]} D_i(D_i - 1)},$$

(4)

where $X_{ij}$ again denotes the number of edges between vertices $i$ and $j$ in $G_n$. For simple graphs, $C(G_n) \in [0, 1]$. However, for multigraphs, $C(G_n)$ may exceed 1. As with Pearson’s correlation coefficient, we denote by $C_n$ the clustering coefficient in $G_n$ generated by CM, while $\hat{C}_n$ is the clustering coefficient in $G_n$ generated by ECM.

1.6. Notation

We write $\mathbb{P}_n$ and $\mathbb{E}_n$ for, respectively, the conditional probability and expectation with respect to the sampled degree sequence $\mathbf{D}_n$. We use $\overset{d}{\rightarrow}$ for convergence in distribution and $\overset{\mathbb{P}}{\rightarrow}$ for convergence in probability. We say that a sequence of events $(\mathcal{E}_n)_{n\geq 1}$ happens with high probability (w.h.p.) if $\lim_{n\to\infty} \mathbb{P}(\mathcal{E}_n) = 1$. Furthermore, we write $f(n) = o(g(n))$ if $\lim_{n\to\infty} f(n)/g(n) = 0$, and $f(n) = O(g(n))$ if $|f(n)|/g(n)$ is uniformly bounded, where $(g(n))_{n\geq 1}$ is nonnegative.

We say that $X_n = O_p(g(n))$ for a sequence of random variables $(X_n)_{n\geq 1}$ if $X_n/g(n)$ is tight sequence of random variables, and $X_n = o_p(g(n))$ if $X_n/g(n) \overset{\mathbb{P}}{\rightarrow} 0$. Finally, we use $(x \wedge y)$ to denote the minimum of $x$ and $y$ and $(x \vee y)$ to denote the maximum of $x$ and $y$.

1.7. Results

In this paper we study the interesting regime when $1 < \gamma < 2$, so that the degrees have finite mean but infinite variance. When $\gamma > 2$, the number of removed edges is constant in $n$, and hence asymptotically there will be no difference between the CM and ECM. We establish a new asymptotic upper bound for the number of erased edges in the ECM and prove new limit theorems for Pearson’s correlation coefficient and the clustering coefficient. We further show that the limit theorems for Pearson and clustering for the inhomogeneous random graph are very similar to the ones obtained for the ECM.

Our limit theorems involve random variables with joint stable distributions, which we define as follows. Let

$$\Gamma_i = \sum_{j=1}^i \xi_j, \quad i \geq 1,$$

(5)

with $(\xi_j)_{j\geq 1}$ being i.i.d. exponential random variables with mean 1. Then we define, for any integer $p \geq 2$,

$$S_{\gamma/p} = \sum_{i=1}^{\infty} \Gamma_i^{-p/\gamma}.$$

(6)

We remark that for any $\alpha > 1$ we have that $\sum_{i=1}^{\infty} \Gamma_i^{-\alpha}$ has a stable distribution with stability index $\alpha$ (see [39, Theorem 1.4.5]).

In the remainder of this section we will present the theorems and highlight their most important aspects in view of the methods and current literature. We start with $\hat{r}_n$. 
**Theorem 1.1.** (Pearson in the ECM.) Let \( D_n \) be sampled from \( \mathcal{D} \) with \( 1 < \gamma < 2 \) and \( \mathbb{E}[\mathcal{D}] = \mu \). Then, if \( G_n = \text{ECM}(D_n) \), there exists a slowly-varying function \( L_1 \) such that

\[
\mu L_1(n)^{-\frac{1}{\gamma}} \hat{r}_n \xrightarrow{d} -\frac{S_{\gamma/2}^2}{S_{\gamma/3}},
\]

where \( S_{\gamma/2} \) and \( S_{\gamma/3} \) are given by (6).

The following theorem shows that the correlation coefficient for all rank-1 inhomogeneous random graphs satisfying Condition 1.1 behaves the same as in the ECM.

**Theorem 1.2.** (Pearson in the rank-1 inhomogeneous random graph.) Let \( W_n \) be sampled from \( \mathcal{D} \) with \( 1 < \gamma < 2 \) and \( \mathbb{E}[\mathcal{D}] = \mu \). Then, when \( G_n \) is a rank-1 inhomogeneous random graph with weights \( W_n \) and connection probabilities satisfying Condition 1.1, there exists a slowly-varying function \( L_1 \) such that

\[
\mu L_1(n)^{-\frac{1}{\gamma}} r(G_n) \xrightarrow{d} -\frac{S_{\gamma/2}^2}{S_{\gamma/3}},
\]

where \( S_{\gamma/2} \) and \( S_{\gamma/3} \) are given by (6).

Interestingly, the behavior of Pearson’s correlation coefficient in the rank-1 inhomogeneous random graph does not depend on the exact form of the connection probabilities, as long as these connection probabilities satisfy Condition 1.1.

**Asymptotically vanishing correlation coefficient.** It has been known for some time (c.f. [33, Theorem 3.1]) that when the degrees \( D_n \) are sampled from a degree distribution with infinite third moment, any limit point of Pearson’s correlation coefficient is non-positive. Theorem 1.1 confirms this, showing that for the ECM, with infinite second moment, the limit is zero. Moreover, Theorem 1.1 gives the exact scaling in terms of the graph size \( n \), which has not been available in the literature. Compare e.g. to [20, Theorem 5.1], where only the scaling of the negative part of \( \hat{r}_n \) is given.

**Structural negative correlations.** It has also been observed many times that imposing the requirement of simplicity on graphs gives rise to so-called structural negative correlations; see e.g. [8, 22, 40, 44]. Our result is the first theoretical confirmation of the existence of structural negative correlations as a result of the simplicity constraint on the graph. To see this, note that the distributions of the random variables \( S_{\gamma/2} \) and \( S_{\gamma/3} \) have support on the positive real numbers. Therefore, Theorem 1.1 shows that when we properly rescale Pearson’s correlation coefficient in the ECM, the limit is a random variable whose distribution only has support on the negative real numbers. This result implies that when multiple instances of ECM graphs are generated and Pearson’s correlation coefficient is measured, the majority of the measurements will yield negative, although small, values. These small values have nothing to do with the network structure but are an artifact of the constraint that the resulting graph be simple. Interestingly, Theorem 1.2 shows that the same result holds for rank-1 inhomogeneous random graphs, indicating that structural negative correlations also exist in these models and thus further supporting the explanation that such negative correlations result from the constraint that the graphs be simple.

**Pearson in ECM versus CM.** Currently we only have a limit theorem for the erased model, in the scale-free regime \( 1 < \gamma < 2 \). Interestingly, and also somewhat unexpectedly, proving...
Limit theorems in null models for scale-free networks

1041

a limit theorem for CM, which is a simpler model, turns out to be more involved. The main reason for this is that in the ECM, the positive part of $r(G_n)$, determined by $\sum_{i,j} X_{ij} D_i D_j$, is negligible with respect to the other term, since the number of edges removed is polynomial in $n$ (see Section 2.3 for more details). Therefore, the negative part determines the distribution of the limit. In the CM this is no longer true, and hence the distribution is determined by the tricky balance between the positive and the negative term and their fluctuations. Analyzing this requires more involved methods than we have been able to develop so far. Below, we state a conjecture about this case, as well as a partial result concerning the scaling of its variance that supports the conjecture.

**Conjecture 1.1.** (Scaling Pearson for CM.) As $n \to \infty$, there exists some random $\sigma^2$ such that

$$\sqrt{n} r_n \xrightarrow{d} N(0, \sigma^2).$$

(7)

The intuition behind this conjecture is explained in Section 2.4. Although we do not have a proof of this scaling limit of $r_n$ in the CM, the following result shows that at least $\sqrt{n} r_n$ is a tight sequence of random variables.

**Lemma 1.1.** (Convergence of $n \text{Var}_n(r_n)$ for CM.) As $n \to \infty$, with $\text{Var}_n$ denoting the conditional variance given the i.i.d. degrees,

$$n \text{Var}_n(r_n) \xrightarrow{d} \frac{2 - S_{\gamma/6}/S_{\gamma/3}}{\mu}.$$  

(8)

We now present our results for the clustering coefficient. The following theorem gives a central limit theorem for the clustering coefficient in the CM.

**Theorem 1.3.** (Clustering in the CM.) Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$ and $E[\mathcal{D}] = \mu$. Then, if $G_n = \text{CM}(D_n)$, there exists a slowly-varying function $L_2$ such that

$$\frac{C_n}{L_2(n)n^{3/\gamma-3}} \xrightarrow{d} \frac{1}{\mu^3} \left( K_{\gamma/2}/2S_{\gamma/2}^2 - 3K_{\gamma/4}S_{\gamma/4}^2 + \frac{2K_{\gamma/6}S_{\gamma/6}}{K_{\gamma/2}/2S_{\gamma/2}} \right),$$

(9)

where $S_{\gamma/2}$, $S_{\gamma/4}$ and $S_{\gamma/6}$ are given by (6) and

$$K_\alpha = \left( \frac{1 - \alpha}{\Gamma(2 - \alpha) \cos(\pi \alpha/2)} \right)^\alpha,$$

with $\Gamma$ denoting the gamma function.

**Infinite clustering.** For $\gamma < 4/3$, Theorem 1.3 shows that $C_n$ tends to infinity. This observation shows that the global clustering coefficient may give nonphysical behavior when used on multi-graphs. In multi-graphs, several edges may close a triangle. In this case, the interpretation of the clustering coefficient as a fraction of connected triples does not hold. Rather, the clustering coefficient can be interpreted as the average number of closed triangles per wedge, where different wedges and triangles may involve the same nodes but have different edges between them. This interpretation shows that indeed in a multi-graph the clustering coefficient may go to infinity.

**What is a triangle?** The result in Theorem 1.3 depends on what we consider to be a triangle. In general, one can think of a triangle as a loop of length three. In the CM, however, self-loops...
and multiple edges may be present. Then, for example, three self-loops at the same vertex also form a loop of length three. Similarly, a multiple edge between vertices $v$ and $w$ together with a self-loop at vertex $w$ can also form a loop of length three. In Theorem 1.3, we do not consider these cases as triangles. Excluding these types of ‘triangles’ gives the terms $S_{\gamma/4}$ and $S_{\gamma/6}/S_{\gamma/2}$ in Theorem 1.3.

To obtain the precise asymptotic behavior of the clustering coefficient in the ECM, we need an extra assumption on the degree distribution (1).

**Assumption 1.1.** The degree distribution (1) satisfies, for all $x \in \{1, 2, \ldots \}$ and for some $K > 0$,

$$\mathbb{P}(D = x) \leq KL(x)x^{-\gamma-1}.$$ 

Note that for all $t \geq 2$,

$$\mathbb{P}(D = t) = \mathbb{P}(D > t - 1) - \mathbb{P}(D > t) = \mathcal{L}(t - 1)(t - 1)^{-\gamma} - \mathcal{L}(t)t^{-\gamma}.$$ 

Hence, since $(t - 1)^{-\gamma} - t^{-\gamma} \sim \gamma t^{-\gamma-1}$ as $t \to \infty$, it follows that Assumption 1.1 is satisfied whenever the slowly-varying function $\mathcal{L}(t)$ is monotonically increasing for all $t$ greater than some $T$.

**Theorem 1.4.** (Clustering in the ECM.) Let $D_n$ be sampled from $\mathcal{D}$, satisfying Assumption 1.1, with $1 < \gamma < 2$ and $\mathbb{E}[\mathcal{D}] = \mu$. Then, if $G_n = ECM(D_n)$, there exists a slowly-varying function $\mathcal{L}_3$ such that

$$\frac{\mathcal{L}_3(n)\hat{C}_n}{\mathcal{L}(\sqrt{\mu n})3^{n(-3\gamma^2+6\gamma-4)/(2\gamma)}} \xrightarrow{d} -\gamma^3 \mu^{-\frac{3}{2}} \gamma^2 \mathcal{L}(\mathcal{S}_{\gamma/2}) \frac{1}{\Gamma(-\frac{\gamma}{2})} \frac{1}{2\gamma} \frac{1}{2\gamma},$$

where $S_{\gamma/2}$ is a stable random variable defined in (6), and $\Gamma$ denotes the gamma function.

We now investigate the behavior of the clustering coefficient in rank-1 inhomogeneous random graphs.

**Theorem 1.5.** (Clustering in the rank-1 inhomogeneous random graph.) Let $W_n$ be sampled from $\mathcal{D}$, satisfying Assumption 1.1, with $1 < \gamma < 2$ and $\mathbb{E}[\mathcal{D}] = \mu$. Then, if $G_n$ is an inhomogeneous random graph with weights $W_n$ and connection probabilities satisfying Condition 1.1, there exists a slowly-varying function $\mathcal{L}_3$ such that

$$\frac{\mathcal{L}_3(n)C(G_n)}{\mathcal{L}(\sqrt{\mu n})3^{n(-3\gamma^2+6\gamma-4)/(2\gamma)}} \xrightarrow{d} -\gamma^3 \mu^{-\frac{3}{2}} \gamma^2 \mathcal{L}(\mathcal{S}_{\gamma/2}) \frac{1}{\Gamma(-\frac{\gamma}{2})} \frac{1}{2\gamma} \frac{1}{2\gamma} \int_0^\infty \int_0^\infty \int_0^\infty \frac{q(xyz)q(xz)q(yz)}{(xyz)^{\gamma+1}} \, dx \, dy \, dz,$$

where $q$ is as in Condition 1.1(ii), $S_{\gamma/2}$ is a stable random variable defined in (6), and

$$\int_0^\infty \int_0^\infty \int_0^\infty \frac{1}{(xyz)^{\gamma+1}} \, q(xyz)q(xz)q(yz) \, dx \, dy \, dz < \infty.$$

**Maximal clustering in the ECM and the inhomogeneous random graph.** Figure 1 shows the exponents of $n$ in the main multiplicative term of the clustering coefficient, in the CM and the ECM. The exponent in Theorem 1.4 is a quadratic expression in $\gamma$; hence there may be a value of $\gamma$ that maximizes the clustering coefficient. We set the derivative of the exponent equal to zero,

$$\frac{d}{d\gamma}(-3\gamma^2 + 6\gamma - 4)/(2\gamma) = -3/2 + 2\gamma^{-2} = 0,$$
which is solved by $\gamma = \sqrt{\frac{4}{3}} \approx 1.15$. Thus, the global clustering coefficient of an ECM with $\gamma \in (1, 2)$ is maximal for $\gamma \approx 1.15$, where the scaling exponent of the clustering coefficient equals $-2\sqrt{\frac{3}{3}} + 3 \approx -0.46$. This maximal value arises from the trade-off between the denominator and the numerator of the clustering coefficient in (3). When $\gamma$ becomes close to 1, there will be some vertices with very high degrees. This makes the denominator of (3) very large. On the other hand, having more vertices of high degree also causes the graph to contain more triangles. Thus, the numerator of (3) also increases when $\gamma$ decreases. The above computation shows that in the ECM, the optimal trade-off between the number of triangles and the number of connected triples is attained at $\gamma \approx 1.15$. Theorem 1.5 shows that the same phenomenon occurs in the rank-1 inhomogeneous random graph.

**Mean clustering in CM versus ECM.** In the CM, the normalized clustering coefficient converges to a constant times a stable random variable squared. This stable random variable has an infinite mean, and therefore its square also has an infinite mean. In the ECM as well as in the rank-1 inhomogeneous random graph, however, the normalized clustering coefficient converges to one divided by a stable random variable, which has a finite mean [37]. Thus, in the ECM and the rank-1 inhomogeneous random graph, the rescaled clustering coefficient converges to a random variable with finite mean. Formally,

$$\mathbb{E}\left[\frac{C_n}{n^{4/\gamma-3}}\right] = \infty$$

and

$$\mathbb{E}\left[\frac{\hat{C}_n}{n^{-3/2\gamma+3-2/\gamma}}\right] < \infty.$$
the same behavior for clustering in the ECM and in the inhomogeneous random graph. This shows that in terms of clustering, the ECM behaves similarly to an inhomogeneous random graph with connection probabilities $p(w_i, w_j) = 1 - e^{-w_i w_j/(\mu n)}$.

**Vertices of degrees $\sqrt{n}$.** In the proof of Theorem 1.4 we show that the main contribution to the number of triangles comes from vertices of degrees proportional to $\sqrt{n}$. Let us explain why this is the case. In the ECM, the probability that an edge exists between vertices $i$ and $j$ can be approximated by $1 - e^{-D_i D_j / \ln n}$. Therefore, when $D_i D_j$ is proportional to $n$, the probability that an edge between $i$ and $j$ exists is bounded away from zero. Similarly, the probability that a triangle between vertices $i, j,$ and $k$ exists is bounded away from zero as soon as $D_i D_j, D_j D_k,$ and $D_j D_k$ are all proportional to $n$. This is indeed achieved when all three vertices have degrees proportional to $\sqrt{n}$. If, for example, vertex $i$ has degree of order larger than $\sqrt{n}$, this means that vertices $j$ and $k$ can have degrees of order smaller than $\sqrt{n}$ while $D_i$ and $D_j$ are still of order $n$. However, $D_j D_k$ also has to be of size $n$ for the probability of a triangle to be bounded away from zero. Now recall that the degrees follow a power-law distribution. Therefore, the probability that a vertex has degree much higher than $\sqrt{n}$ is much smaller than the probability that a vertex has degree of order $\sqrt{n}$. Thus, the most likely way for all three contributions to be proportional to $n$ is for $D_i, D_j, D_k$ to be proportional to $\sqrt{n}$. Intuitively, this shows that the largest contribution to the number of triangles in the ECM comes from the vertices of degrees proportional to $\sqrt{n}$. This balancing of the number of vertices and the probability of forming a triangle also appears for other subgraphs [18].

**Global and average clustering.** Clustering can be measured by two different metrics: the global clustering coefficient and the average clustering coefficient [32, 41]. In this paper, we study the global clustering coefficient, as defined in (3). The average clustering coefficient is defined as the average over the local clustering coefficients of all the vertices, where the local clustering coefficient of a vertex is the number of triangles the vertex participates in divided by the number of pairs of neighbors of the vertex. For the CM, both the global clustering coefficient and the average clustering coefficient are known to scale as $n^{4/3 - \gamma}$ [31]. In particular, this shows that both clustering coefficients in the CM diverge when $\gamma < 4/3$. Our main results, Theorems 1.3 and 1.4, provide the exact limiting behavior of the global clustering coefficients for CM and ECM, respectively.

The average clustering coefficient in the rank-1 inhomogeneous random graph has been shown to scale as $n^{1-\gamma} \log(n)$ [10, 16], which is very different from the scaling of the global clustering coefficient from Theorem 1.4. For example, the average clustering coefficient decreases in $\gamma$, whereas the global clustering coefficient first increases in $\gamma$ and then decreases in $\gamma$ (see Figure 1). Furthermore, the average clustering coefficient decays only very slowly in $n$ as $\gamma$ approaches 1. The global clustering coefficient, on the other hand, decays as $n^{-1/2}$ when $\gamma$ approaches 1. This shows that the global clustering coefficient and the average clustering coefficient are two very different ways to characterize clustering.

**Joint convergence.** Before we proceed with the proofs, we remark that each of the three limit theorems uses a coupling between the sum of different powers of degrees and the limit distributions $S_{\gamma/p}$. It follows from the proofs of our main results that these couplings hold simultaneously for all three measures. As a direct consequence, it follows that the rescaled measures converge jointly in distribution.
Theorem 1.6. (Joint convergence.) Let $D_n$ be sampled from $\mathcal{D}$, satisfying Assumption 1.1, with $1 < \gamma < 2$ and $\mathbb{E}[\mathcal{D}] = \mu$. Let $G_n = \text{CM}(D_n)$, $\hat{G}_n = \text{ECM}(D_n)$ and define $\alpha = (-3\gamma^2 + 6\gamma - 4)/2\gamma$. Then there exist slowly-varying functions $L_1, L_2,$ and $L_3$ such that as $n \to \infty$,

$$
\left( \frac{L_1(n)n^{1-\frac{1}{\gamma}}}{\sqrt{\gamma}}, \frac{C_n}{L_2(n)n^{4/\gamma - 3}}, \frac{L_3(n)\hat{C}_n}{L(\sqrt{\mu})n^{\alpha}} \right) \xrightarrow{d} \left( -\frac{S_{\gamma/2}^2}{\mu S_{\gamma/3}}, \frac{S_{\gamma/2}^2 - S_{\gamma/4}}{\mu^3}, -\gamma^3 \mu^{-\frac{3}{2}} \mu \Gamma \left( -\frac{\gamma}{2} \right) \frac{3}{2S_{\gamma/2}} \right),
$$

(10)

with $S_{\gamma/2}, S_{\gamma/3},$ and $S_{\gamma/4}$ given by (6).

2. Overview of the proofs

Here we give an outline for the proofs of our main results for the CM and the ECM and explain the main ideas that lead to them. Since the goal is to convey the high-level ideas, we limit technical details in this section and often write $f(n) \approx g(n)$ to indicate that $f(n)$ behaves roughly as $g(n)$. The formal definition and exact details of these statements can be found in Sections 3 and 4 where the proofs are given. The proofs for rank-1 inhomogeneous random graphs follow very similar lines, and we show how the proofs for the ECM extend to rank-1 inhomogeneous random graphs satisfying Condition 1.1 in Section 5. We start with some results on the number of removed edges in the ECM.

2.1. The number of removed edges

The number of removed edges $Z_n$ in the ECM is given by

$$
Z_n = \sum_{i=1}^{n} X_{ii} + \sum_{1 \leq i < j \leq n} \left( X_{ij} - \mathbb{1}\{X_{ij} > 0\} \right),
$$

where $X_{ij}$ again denotes the number of edges between vertices $i$ and $j$. For the analysis of the ECM it is important to understand the behavior of this number. In particular we are interested in the scaling of $Z_n$ with respect to $n$. Here we give an asymptotic upper bound, which implies that, up to sub-linear terms, $Z_n$ scales no faster than $n^{2-\gamma}$. The proof can be found in Section A.1.

Theorem 2.1. Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$ and $\hat{G}_n = \text{ECM}(D_n)$. Then for any $\delta > 0$,

$$
\frac{Z_n}{n^{2-\gamma+\delta}} \xrightarrow{\mathbb{P}} 0.
$$

The scaling $n^{2-\gamma}$ is believed to be sharp, up to some slowly-varying function. We therefore conjecture that for any $\delta > 0$,

$$
\frac{Z_n}{n^{2-\gamma-\delta}} \xrightarrow{\mathbb{P}} \infty.
$$

From Theorem 2.1 we obtain several useful results, summarized in the corollary below. The proof can be found in Section A.1. Let $Z_{ij}$ be the number of edges between $i$ and $j$ that have been removed, and $Y_i$ the number of removed stubs of node $i$. Then we have

$$
Y_i = \sum_{j=1}^{n} Z_{ij} = X_{ii} + \sum_{j \neq i} \left( X_{ij} - \mathbb{1}\{X_{ij} > 0\} \right).
$$
Corollary 2.1. Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$ and $G_n = \text{ECM}(D_n)$. Then, for any integer $p \geq 0$ and $\delta > 0$, 
\[ \frac{\sum_{i=1}^{n} D_i^p Y_i}{n^{\frac{2}{\gamma} + 2 - \gamma + \delta}} \xrightarrow{p} 0 \quad \text{and} \quad \frac{\sum_{1 \leq i < j \leq n} Z_{ij} D_i D_j}{n^{\frac{2}{\gamma} + 2 - \gamma + \delta}} \xrightarrow{p} 0. \]

The first result of Corollary 2.1 gives the scaling of the difference of the sum of powers of degrees, between CM and ECM. To see why, note that since $\hat{D}_i^q = (D_i - Y_i)^q$ and $Y_i \leq D_i$, by the mean value theorem we have, for any integer $q \geq 1$,
\[ \left| \sum_{i=1}^{n} D_i^q - \sum_{i=1}^{n} \hat{D}_i^q \right| \leq q \sum_{i=1}^{n} D_i^{q-1} Y_i. \]

Hence, for any $q \geq 1$ and $\delta > 0$,
\[ \frac{\sum_{i=1}^{n} D_i^q - \sum_{i=1}^{n} \hat{D}_i^q}{n^{\frac{q-1}{\gamma} + 2 - \gamma + \delta}} = o_p\left( \frac{n^{\frac{q-1}{\gamma} + 2 - \gamma + \delta}}{n^{\frac{2}{\gamma} + 2 - \gamma + \delta}} \right). \]

2.2. Results for regularly-varying random variables

In addition to the number of edges, we shall make use of several results regarding the scaling of expressions with regularly-varying random variables. We summarize them here, starting with a concentration result on the sum of i.i.d. samples, which is a direct consequence of the Kolmogorov–Marcinkiewicz–Zygmund strong law of large numbers.

Lemma 2.1. Let $(X_i)_{i \geq 1}$ be independent copies of a nonnegative regularly-varying random variable $X$ with exponent $\gamma > 1$ and mean $\mu$. Then, with $\kappa = (\gamma - 1)/(1 + \gamma)$,
\[ \frac{|\mu n - \sum_{i=1}^{n} X_i|}{n^{1-\kappa}} \xrightarrow{p} 0. \]

In particular, since $L_n = \sum_{i=1}^{n} D_i$, with all $D_i$ being i.i.d. with regularly-varying distribution (1) and mean $\mu$, it holds that $n^{\kappa-1} |L_n - \mu n| \xrightarrow{p} 0$. Therefore, the above lemma allows us to replace $L_n$ with $\mu n$ in our expressions.

The next proposition gives the scaling of sums of different powers of independent copies of a regularly-varying random variable. Recall that $(x \vee y)$ denotes the maximum of $x$ and $y$.

Proposition 2.1. ([20, Proposition 2.4].) Let $(X_i)_{i \geq 1}$ be independent copies of a nonnegative regularly-varying random variable $X$ with exponent $\gamma > 1$. Then

i) for any integer $p \geq 1$ and $\delta > 0$,
\[ \frac{\sum_{i=1}^{n} X_i^p}{n^{\frac{p}{\gamma} \vee 1 + \delta}} \xrightarrow{p} 0; \]

ii) for any integer $p \geq 1$ with $\gamma < p$ and $\delta > 0$,
\[ \frac{n^{\frac{p}{\gamma} - \delta}}{\sum_{i=1}^{n} X_i^p} \xrightarrow{p} 0; \]
iii) for any integer $p \geq 1$ and $\delta > 0$,

$$
\max_{1 \leq i \leq n} \frac{D_i^p}{n^\gamma + \delta} \overset{p}{\rightarrow} 0.
$$

Finally we have following lemma, where we write $f(t) \sim g(t)$ as $t \to \infty$ to denote that

$$
\lim_{t \to \infty} f(t)/g(t) = 1.
$$

Recall that $(x \wedge y)$ denotes the minimum of $x$ and $y$.

**Lemma 2.2.** ([20, Lemma 2.6.]) Let $X$ be a nonnegative regularly-varying random variable with exponent $1 < \gamma < 2$ and slowly-varying function $\mathcal{L}$. Then

$$
\mathbb{E} \left[ X \left( 1 \wedge \frac{X}{t} \right) \right] \sim \frac{\gamma}{3\gamma - 2 - \gamma^2} \mathcal{L}(t)^{1-\gamma} \quad \text{as } t \to \infty.
$$

### 2.3. Heuristics of the proof for Pearson in the ECM

Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$, consider $G_n = \mathcal{CM}(D_n)$, and let us write $r_n = r_n^+ - r_n^-$, where $r_n^+$ are positive functions given by

$$
r_n^+ = \frac{\sum_{i,j=1}^n X_{ij}D_iD_j}{\sum_{i=1}^n D_i^3 - \frac{1}{n} \left( \sum_{i=1}^n D_i^2 \right)^2}, \quad r_n^- = \frac{\frac{1}{n} \left( \sum_{i=1}^n D_i^2 \right)^2}{\sum_{i=1}^n D_i^3 - \frac{1}{n} \left( \sum_{i=1}^n D_i^2 \right)^2}.
$$

First note that by the stable-law central limit theorem (see for instance [42]), there exist two slowly-varying functions $\mathcal{L}_0$ and $\mathcal{L}'_0$ such that

$$
\sum_{i=1}^n \frac{D_i^2}{\mathcal{L}_0(n)n^\gamma} \overset{d}{\rightarrow} S_{\gamma/2} \quad \text{and} \quad \sum_{i=1}^n \frac{D_i^3}{\mathcal{L}_0'(n)n^\gamma} \overset{d}{\rightarrow} S_{\gamma/3}
$$

as $n \to \infty$. (12)

Applying this and using that $L_n \approx \mu n$,

$$
\mathcal{L}_1(n)\mu n^{1-\gamma} r_n^- \approx \frac{\mathcal{L}_0'(n)n^\gamma \left( \sum_{i=1}^n D_i^2 \right)^2}{\left( \mathcal{L}_0(n)n^\gamma \right)^2 \sum_{i=1}^n D_i^3} \overset{d}{\rightarrow} \frac{S_{\gamma/2}^2}{S_{\gamma/3}}.
$$

(13)

with $\mathcal{L}_1(n) = \mathcal{L}_0'(n)/(\mathcal{L}_0(n))^2$. Note that $r_n^-$ scales roughly as $n^{1/\gamma - 1}$ and thus tends to zero. This extends the results in the literature that $r_n^-$ has a nonnegative limit [17].

Next, we need to show that this result also holds when we move to the erased model, i.e. when all degrees $D_i$ are replaced by $\hat{D}_i$. To understand how this works, consider the sum of the squares of the degrees in the erased model $\sum_{i=1}^n \hat{D}_i^2$. Recall that $Y_i$ is the number of removed stubs of node $i$. Then we have

$$
\sum_{i=1}^n \hat{D}_i^2 = \sum_{i=1}^n (D_i - Y_i)^2 = \sum_{i=1}^n D_i^2 + \sum_{i=1}^n (Y_i^2 - 2D_iY_i),
$$

and hence

$$
\left| \sum_{i=1}^n \hat{D}_i^2 - \sum_{i=1}^n D_i^2 \right| \leq 2 \sum_{i=1}^n Y_iD_i.
$$

(14)
Therefore we only need to show that the error vanishes when we divide by \( n^{\frac{2}{\gamma}} \). For this we can use Corollary 2.1 to get, heuristically,

\[
n^{-\frac{2}{\gamma}} \left| \sum_{i=1}^{n} \hat{Y}_i^2 - \sum_{i=1}^{n} D_i^2 \right| \leq 2n^{-\frac{2}{\gamma}} \sum_{i=1}^{n} Y_i D_i \approx n^{-\frac{1}{\gamma} + 2 - \gamma} \to 0. \tag{15}
\]

These results will be used to prove that when \( \hat{G}_n = ECM(D_n) \),

\[
n^{1-\frac{1}{\gamma}} \left| r_n^+ - \hat{r}_n^+ \right| \overset{p}{\to} 0,
\]

so that by (13),

\[
L_1(n) \mu n^{1-\frac{1}{\gamma}} \hat{r}_n^+ \rightarrow \frac{S_{\gamma/2}^2}{S_{\gamma/3}^2} \text{ as } n \to \infty.
\]

The final ingredient is Proposition 3.3, where we show that for some \( \delta > 0 \), as \( n \to \infty \),

\[
n^{1-\frac{1}{\gamma} + \delta} r_n^+ \overset{p}{\to} 0. \tag{16}
\]

The result then follows, since for \( n \) large enough \( L_1(n) \leq Cn^\delta \) and hence

\[
\mu L_1(n) n^{1-\frac{1}{\gamma}} \hat{r}_n^+ = \mu L_1(n) n^{1-\frac{1}{\gamma}} \hat{r}_n^- - \mu L_1(n) n^{1-\frac{1}{\gamma}} \hat{r}_n^- \rightarrow \frac{S_{\gamma/2}^2}{S_{\gamma/3}^2}.
\]

To establish (16), let \( \hat{X}_{ij} \) denote the number of edges between \( i \) and \( j \) in the erased graph, and note that since we remove self-loops, \( \hat{X}_{ii} = 0 \), while in the other cases \( \hat{X}_{ij} = 1 \{X_{ij} > 0\} \). We consider the numerator of \( \hat{r}_n^+ \),

\[
\sum_{1 \leq i < j \leq n} \hat{X}_{ij} D_i D_j,
\]

and will show that as \( n \to \infty \),

\[
n^{1-\frac{1}{\gamma} + \delta} \sum_{1 \leq i < j \leq n} \hat{X}_{ij} D_i D_j \overset{p}{\to} 0,
\]

by approximating \( \mathbb{E}_n [\hat{X}_{ij}] \) by \( 1 - e^{-D_i D_j / L_n} \); see Lemma 3.2. Since the denominator of \( \hat{r}_n^+ \) scales as \( n^{3/\gamma} \) we get that \( n^{1-1/\gamma + \delta} \hat{r}_n^+ \overset{p}{\to} 0 \).

### 2.4. Intuition behind Conjecture 1.1

We note that, by (2) and since \( \left( \sum_{i \in [n]} D_i^2 \right)^2 = o_p \left( L_n \sum_{i \in [n]} D_i^3 \right) \),

\[
r_n = \frac{\sum_{i,j \in [n]} D_i D_j \left[ X_{ij} - \frac{D_i D_j}{L_n} \right]}{\sum_{i \in [n]} D_i^3} (1 + o_p(1)). \tag{17}
\]

We rewrite this as

\[
r_n = \frac{\sum_{i,j \in [n]} D_i D_j \left[ X_{ij} - \frac{D_i D_j}{L_n} \right]}{\sum_{i \in [n]} D_i^3} (1 + o_p(1)) + \frac{\sum_{i,j \in [n]} D_i^2 D_j^2}{\sum_{i \in [n]} D_i^3} (1 + o_p(1)). \tag{18}
\]
The second term is
\[ O_x \left( n^{4\gamma - 2 - 3\gamma} \right) = O_x \left( n^{\gamma - 2} \right) = o_x(n^{-1/2}), \]
which is consistent with \( \gamma \in (\frac{1}{2}, 1) \), and can thus be ignored. We are thus left to study the first term.

Since \( \mathbb{E}_n[X_{ij}] = D_iD_j/(L_n - 1) \), this term is centered. Furthermore, the probability that any half-edge incident to vertex \( i \) is connected to vertex \( j \) equals \( D_j/(L_n - 1) \). These indicators are weakly dependent, so we assume that we can replace the conditional law of \( X_{ij} \) given the degrees by a binomial random variable with \( D_i \) experiments and success probability \( D_j/(L_n - 1) \). We will also assume that these random variables are asymptotically independent. These are the two main assumptions made in this heuristic explanation.

Since a binomial random variable is close to a normal when the number of experiments tends to infinity, these assumptions then suggest that
\[ r_n \approx \mathcal{N}(0, \sigma_n^2), \]
where, with \( \text{Var}_n \) denoting the conditional variance given the degrees,
\[ \sigma_n^2 = \frac{\sum_{i,j \in [n]} D_i^2 D_j^2 \text{Var}_n(X_{ij})}{\left( \sum_{i \in [n]} D_i \right)^2}. \]

Furthermore, again using that \( X_{ij} \) is close to a binomial, \( \text{Var}_n(X_{ij}) \approx D_i(D_j/(L_n - 1)) \)
\((1 - D_j/(L_n - 1)) \approx D_iD_j/L_n \). This suggests that
\[ \sigma_n^2 \approx \frac{\sum_{i,j \in [n]} D_i^2 D_j^2 / L_n}{\left( \sum_{i \in [n]} D_i \right)^2} = \frac{1}{L_n}, \]
which supports the conjecture in (7) but now with \( \sigma^2 = 1/\mu \).

It turns out that the above analysis is not quite correct, as \( X_{ij} = X_{ji} \) when \( i < j \), which means that these terms are highly correlated. Since terms with \( i < j \) also appear several times, whereas \( i = j \) does not, this turns out to change the variance formula slightly, as we discuss in the proof of Lemma 1.1 in Section 3.5.

### 2.5. Proofs for clustering in CM and ECM

The general idea behind the proof for both Theorems 1.3 and 1.4 is that, conditioned on the degrees, the clustering coefficients are concentrated around their conditional mean. We then proceed by analyzing this term using stable laws for regularly-varying random variables to obtain the results.

#### 2.5.1 Configuration model.**
To construct a triangle, six different half-edges at three distinct vertices need to be paired into a triangle. For a vertex with degree \( D_i \), there are \( D_i(D_i - 1)/2 \) ways to choose two half-edges incident to it. The probability that any two half-edges are paired in the CM can be approximated by \( 1/L_n \). Thus, the probability that a given set of six half-edges forms a triangle can be approximated by \( 1/L_n^3 \). We then investigate \( \mathcal{I} \), the set of all sets of six half-edges that could possibly form a triangle together. The expected number of triangles can then be approximated by \( |\mathcal{I}|/L_n^3 \). By computing the size of the set \( \mathcal{I} \), we obtain that the conditional expectation for the clustering coefficient can be written as
\[ \mathbb{E}_n \left[ C_n \right] \approx \frac{|\mathcal{I}|}{L_n^3 \sum_{i \in [n]} D_i(D_i - 1)} \approx \frac{1}{L_n^3} \left( \left( \frac{\sum_i D_i^2}{L_n} \right)^3 - 3 \sum_i D_i^4 + 2 \sum_{i=1}^n \frac{D_i^6}{L_n^2} \right). \]
The full details can be found in Section 4.1. Here the first term describes the expected number of times six half-edges are paired into a triangle. The last two terms exclude triangles containing either multi-edges or self-loops. Then by the stable-law central limit theorem [42] we have that there exists a slowly-varying function \( \mathcal{L}_2 \) such that

\[
\frac{\sum_{i=1}^{n} D_i^2}{\mathcal{L}_2(n)^n} \xrightarrow{d} S_{\gamma/2}, \quad \frac{\sum_{i=1}^{n} D_i^4}{\mathcal{L}_2(n)^{2n}} \xrightarrow{d} S_{\gamma/4}, \quad \text{and} \quad \frac{\sum_{i=1}^{n} D_i^6}{\mathcal{L}_2(n)^{3n}} \xrightarrow{d} S_{\gamma/6}/S_{\gamma/2}.
\]

Hence, using that \( L_n \approx \mu n \) we obtain that

\[
\frac{\mathbb{E}_n [C_n]}{\mathcal{L}_2(n)^{n\gamma}} \xrightarrow{d} \frac{1}{\mu^3} \left(S_{\gamma/2}^2 - 3S_{\gamma/4}^2 + \frac{2S_{\gamma/6}}{S_{\gamma/2}}\right),
\]

where \( S_{\gamma/2}, S_{\gamma/4}, \) and \( S_{\gamma/6} \) are given by (6). To complete the proof we establish a concentration result for \( C_n \), conditioned on the degrees. To be more precise, we employ a careful counting argument, following the approach in the proof of [13, Proposition 7.13], to show (see Lemma 4.1) that there exists a \( \delta > 0 \) such that

\[
\frac{n^\delta \text{Var}_n(C_n)}{n^{\delta^2/6}} \xrightarrow{P} 0,
\]

where \( \text{Var}_n \) denotes the conditional variance given the degrees. Then it follows from Chebyshev's inequality, conditioned on the degrees, that

\[
\frac{|C_n - \mathbb{E}_n [C_n]|}{\mathcal{L}_2(n)^{n\gamma}} \xrightarrow{P} 0,
\]

and we conclude that

\[
\frac{C_n}{\mathcal{L}_2(n)^{n\gamma}} \xrightarrow{d} \frac{1}{\mu^3} \left(S_{\gamma/2}^2 - 3S_{\gamma/4}^2 + \frac{2S_{\gamma/6}}{S_{\gamma/2}}\right).
\]

2.5.2 Erased configuration model. The difficulty for clustering in ECM, compared to CM, is in showing that \( \hat{C}_n \) behaves as its conditional expectation, as well as in establishing its scaling. To compute this we first fix an \( \varepsilon > 0 \) and show in Lemma 4.2 that the main contribution is given by triples of nodes with degrees \( \varepsilon \sqrt{n} \leq D \leq \frac{\sqrt{n}}{\varepsilon} \), i.e.,

\[
\sum_{1 \leq i < j < k \leq n} \hat{X}_{i j} \hat{X}_{j k} \hat{X}_{i k} = \sum_{1 \leq i < j < k \leq n} \hat{X}_{i j} \hat{X}_{j k} \hat{X}_{i k} \mathbb{I}_{\{\varepsilon \sqrt{n} \leq D_i, D_j, D_k \leq \frac{\sqrt{n}}{\varepsilon}\}} + O(L(\sqrt{n}) \mathbb{E}^{3/2(2-\gamma)}) \varepsilon_1(\varepsilon),
\]

where \( \varepsilon_1(\varepsilon) \) is an error function, independent of \( n \), with \( \lim_{\varepsilon \to 0} \varepsilon_1(\varepsilon) = 0 \). Then we use that approximately \( \mathbb{E}_n [\hat{X}_{i j}] \approx 1 - e^{-D_i D_j / L_n} \) to show that

\[
\mathbb{E}_n [\hat{C}_n] \approx 6 \sum_{1 \leq i < j < k \leq n} g_{n, \varepsilon}(D_i, D_j, D_k) + O(L(\sqrt{n}) \mathbb{E}^{3/2(2-\gamma)}) \varepsilon_1(\varepsilon),
\]

where

\[
g_{n, \varepsilon}(x, y, z) = \left(1 - e^{-\frac{\sqrt{n}}{\varepsilon}}\right) \left(1 - e^{-\frac{\sqrt{n}}{\varepsilon}}\right) \left(1 - e^{-\frac{\sqrt{n}}{\varepsilon}}\right) \mathbb{I}_{\{\varepsilon \sqrt{n} \leq x, y, z \leq \frac{\sqrt{n}}{\varepsilon}\}}.
\]
Here $E_n$ again denotes expectation conditioned on $D_n$, hence conditional on the sampled degrees of the underlying CM. The precise statement can be found in Lemma 4.3. After that, we show in Lemma 4.6 that $C_n$ concentrates around its expectation conditioned on the sampled degrees, so that conditioned on the sampled degree sequence, we can approximate $\widehat{C}_n \approx E_n \{\widehat{C}_n\}$. We then replace $L_n$ by $\mu n$ in Lemma 4.4, so that, conditioned on the degree sequence,

$$\widehat{C}_n \approx \frac{6 \sum_{1 \leq i < j < k \leq n} f_{n,e}(D_i, D_j, D_k) + O \left( \mathcal{L}(\sqrt{\mu n})^{3/2} n^{2(2-\gamma)} \right) \varepsilon_1(\varepsilon)}{\sum_{i=1}^n \hat{D}_i (\hat{D}_i - 1)},$$

with

$$f_{n,e}(x, y, z) = \left( 1 - e^{-\frac{xy}{\mu n}} \right) \left( 1 - e^{-\frac{yz}{\mu n}} \right) \left( 1 - e^{-\frac{xz}{\mu n}} \right) I_{\left\{ \frac{\hat{D}_i}{\sqrt{\mu n}} \leq x, y, z \leq \frac{\hat{D}_i}{\sqrt{\mu n}} \right\}}.$$

We then take the random degrees into account, by showing that

$$\frac{1}{\mathcal{L}(\sqrt{\mu n})^{3/2} n^{2(2-\gamma)}} \sum_{1 \leq i < j < k \leq n} f_{n,e}(D_1, D_2, D_3) \xrightarrow{P} \frac{1}{6} \mu^{-\gamma/2} A_\gamma(\varepsilon) + \varepsilon_2(\varepsilon),$$

where

$$A_\gamma(\varepsilon) = \int_\varepsilon^{1/\varepsilon} \int_\varepsilon^{1/\varepsilon} \int_\varepsilon^{1/\varepsilon} \frac{1}{(xyz)^{\gamma+1}} (1 - e^{-xy})(1 - e^{-yz})(1 - e^{-xz}) \, dx \, dy \, dz,$$

and $\varepsilon_2(\varepsilon)$ is a deterministic error function, with $\lim_{\varepsilon \to 0} \varepsilon_2(\varepsilon) = 0$. Finally, we again replace the $\hat{D}_i$ with $D_i$ and use the stable-law central limit theorem to obtain a slowly-varying function $\mathcal{L}_3$ such that

$$\frac{\mathcal{L}_3(n) n^{3/2}}{\sum_{i=1}^n D_i (D_i - 1)} \xrightarrow{d} \frac{1}{S_{\gamma/2}},$$

Combining all these results implies that, for any $\varepsilon > 0$,

$$\frac{\mathcal{L}_3(n) \widehat{C}_n}{\mathcal{L}(\sqrt{\mu n})^{3/2} n^{2(2-\gamma)}} \xrightarrow{d} \mu^{-\gamma/2} A_\gamma(\varepsilon) + \frac{\varepsilon_1(\varepsilon) + \varepsilon_2(\varepsilon)}{S_{\gamma/2}},$$

from which the result follows by taking $\varepsilon \downarrow 0$.

### 3. Pearson’s correlation coefficient

In this section we first give the proof of Theorem 1.1, where we follow the approach described in Section 2.3. We then prove Lemma 1.1, which supports Conjecture 1.1 on the behavior of Pearson in the CM.

#### 3.1. Limit theorem for $r_n^-$

We first prove a limit theorem for $r_n^-$, when $G_n = \text{CM}(D_n)$. Recall that

$$r_n^- = \frac{\frac{1}{n} \left( \sum_{i=1}^n D_i^2 \right)^2}{\sum_{i=1}^n D_i^3 - \frac{1}{n} \left( \sum_{i=1}^n D_i^2 \right)^2}.$$
Proposition 3.1. Let $\mathbf{D}_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$ and $\mathbb{E}[\mathcal{D}] = \mu$. Then, if $G_n = \mathbb{C}(\mathbf{D}_n)$, there exists a slowly-varying function $\mathcal{L}_0$ such that

$$\mu \mathcal{L}_0(n)n^{1-\frac{1}{\gamma}} r_n^{\delta} \xrightarrow{d} \frac{S_{\gamma/2}^2}{S_{\gamma/3}}$$

as $n \to \infty$. Here $S_{\gamma/2}$ and $S_{\gamma/3}$ are given by (6).

Proof. We will first show that there exists a slowly-varying function $\mathcal{L}_0$ such that

$$\mu \mathcal{L}_0(n)n^{1-\frac{1}{\gamma}} \left( \frac{\sum_{i=1}^{n} D_i^2}{\mu n \sum_{i=1}^{n} D_i^3} \right)^2 \xrightarrow{d} \frac{S_{\gamma/2}^2}{S_{\gamma/3}} \quad (23)$$

as $n \to \infty$, with $S_{\gamma/2}$ and $S_{\gamma/3}$ defined by (6).

Let $\Delta_i$ denote the $i$th largest degree in $\mathbf{D}_n$, i.e., $\Delta_1 \geq \Delta_2 \geq \ldots \geq \Delta_n$, and let $\Gamma_i$ be defined as in (5). Then, since $\sum_{i=1}^{n} \Delta_i = \sum_{i=1}^{n} D_i$ for any $p \geq 0$, it follows from [13, Theorem 2.33] that for some slowly-varying functions $\mathcal{L}_2$, $\mathcal{L}_3$, $\mathcal{L}_4$, and $\mathcal{L}_6$, as $n \to \infty$,

$$\left( \frac{n^{-\frac{1}{\gamma}}}{\mathcal{L}_2(n)} \left( \sum_{i=1}^{n} D_i^2 \right)^2, \frac{n^{-\frac{1}{\gamma}}}{\mathcal{L}_3(n)} \sum_{i=1}^{n} D_i^3, \frac{n^{-\frac{1}{\gamma}}}{\mathcal{L}_4(n)} \sum_{i=1}^{n} D_i^4, \frac{n^{-\frac{1}{\gamma}}}{\mathcal{L}_6(n)} \sum_{i=1}^{n} D_i^6 \right) \xrightarrow{d} \left( \left( \sum_{i=1}^{\infty} \Gamma_i^{-\frac{2}{\gamma}} \right)^2, \sum_{i=1}^{\infty} \Gamma_i^{-\frac{3}{\gamma}}, \sum_{i=1}^{\infty} \Gamma_i^{-\frac{4}{\gamma}}, \sum_{i=1}^{\infty} \Gamma_i^{-\frac{6}{\gamma}} \right) \quad (24)$$

Here we include the fourth and sixth moments, since these will be needed later for proving Theorem 1.3.

Note that $\mathcal{L}_0(n) := \mathcal{L}_2(n)/\mathcal{L}_1(n)^2$ is slowly varying and $\mathbb{P}\left( \sum_{i=1}^{\infty} \Gamma_i^{-t/\gamma} \leq 0 \right) = 0$ for any $t \geq 2$. Hence (23) follows from (24) and the continuous mapping theorem. Hence, to prove the main result, it is enough to show that

$$\mathcal{L}_0(n)n^{1-\frac{1}{\gamma}} \left| r_n^\delta - \left( \frac{\sum_{i=1}^{n} D_i^2}{\mu n \sum_{i=1}^{n} D_i^3} \right)^2 \right| \xrightarrow{\mathbb{P}} 0.$$ 

We will prove the stronger statement

$$n^{1-\frac{1}{\gamma}+\frac{\kappa}{\gamma}} \left| r_n^\delta - \frac{\sum_{i=1}^{n} D_i^2}{\mu n \sum_{i=1}^{n} D_i^3} \right| \xrightarrow{\mathbb{P}} 0, \quad (25)$$

where $\kappa = (\gamma - 1)/(\gamma + 1) > 0$ is the same as in Lemma 2.1.

Note that by Lemma 2.1 we have that $\mu n / L_n \xrightarrow{\mathbb{P}} 1$. Hence, by (23), we have that for any $\delta > 0$,

$$n^{1-\frac{1}{\gamma}-\delta} \left( \frac{\sum_{i=1}^{n} D_i^2}{L_n \sum_{i=1}^{n} D_i^3} \right)^2 = n^{1-\frac{1}{\gamma}-\delta} \left( \frac{\sum_{i=1}^{n} D_i^2}{\mu n \sum_{i=1}^{n} D_i^3} \right)^2 \left( \frac{\mu n}{L_n} \right) \xrightarrow{\mathbb{P}} 0,$$

from which we conclude that

$$n^{1-\frac{1}{\gamma}-\frac{\kappa}{\gamma}} \left( \frac{\sum_{i=1}^{n} D_i^2}{L_n \sum_{i=1}^{n} D_i^3 - \left( \sum_{i=1}^{n} D_i^2 \right)^2} \right)^2 \xrightarrow{\mathbb{P}} 0. \quad (26)$$
To show (25), we write

$$\frac{\left(\sum_{i=1}^{n} D_i^2\right)^2}{\mu n \sum_{i=1}^{n} D_i^2} - r_n = \frac{\left(\sum_{i=1}^{n} D_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^2} \left| \frac{L_n - \mu n}{\mu n} \right| \left(\frac{\left(\sum_{i=1}^{n} D_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^2 - \left(\sum_{i=1}^{n} D_i^2\right)^2}\right)$$

$$\leq \frac{\left(\sum_{i=1}^{n} D_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2} \frac{|\mu n - L_n|}{\mu n}$$

$$+ \left(\frac{\left(\sum_{i=1}^{n} D_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2}\right)^2.$$

For the first term we have, using (26) and Lemma 2.1,

$$n^{1-\frac{1}{\gamma} + \frac{\kappa}{2}} \frac{\left(\sum_{i=1}^{n} D_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2} \frac{|\mu n - L_n|}{\mu n}$$

$$= n^{1-\frac{1}{\gamma} + \frac{\kappa}{2}} \left(\frac{\left(\sum_{i=1}^{n} D_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2}\right) \left(\frac{|\mu n - L_n|}{\mu n^{1-\kappa}}\right) \xrightarrow{p} 0.$$

Now, let $\delta = 1 - 1/\gamma - \kappa/2 > 0$. Then, since $1 - 1/\gamma + \kappa/2 = 2 - 2/\gamma - \delta$, it follows from (26) that

$$n^{1-\frac{1}{\gamma} + \frac{\kappa}{2}} \left(\frac{\left(\sum_{i=1}^{n} D_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2}\right)^2 \left(\frac{n^{1-\frac{1}{\gamma} - \frac{\kappa}{2}} \left(\sum_{i=1}^{n} D_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2}\right)^2 \xrightarrow{p} 0,$$

which finishes the proof of (25). \(\square\)

### 3.2. Limit theorem for $\hat{D}_n^\gamma$

We now turn to the ECM. Observe that for $\hat{G}_n = ECM(D_n)$, (14) and Corollary 2.1 imply that, for any $\delta > 0$,

$$\frac{\left|\sum_{i=1}^{n} D_i^2 - \sum_{i=1}^{n} \hat{D}_i^2\right|}{n^{1+2-\gamma+\delta}} \xrightarrow{p} 0.$$

Since $\frac{2}{\gamma} > \frac{1}{\gamma} + 2 - \gamma$ for all $\gamma > 1$ this result implies that for any $\delta > 0$,

$$\frac{\sum_{i=1}^{n} \hat{D}_i^2}{n^{\frac{2}{\gamma} + \delta}} \xrightarrow{p} 0. \quad (27)$$

This line of reasoning can be extended to sums of $\hat{D}_i^p$ for any $p > 0$, proving that the degrees $\hat{D}_i$ in the ECM satisfy the same scaling results as those for $D_i$. In particular we have the following extension of (26) to the ECM. Recall that $\mathcal{D}$ denotes an integer-valued random variable with a regularly-varying distribution defined by

$$\mathbb{P}(\mathcal{D} > t) = \mathcal{L}(t)t^{-\gamma}$$

(see (1)).
Lemma 3.1. Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 3$ and $\hat{G}_n = ECM(D_n)$. Then, for any $\delta > 0$,

$$n^{1 - \frac{1}{\gamma} - \delta} \frac{(\sum_{i=1}^{n} \hat{D}_i^2)^2}{L_n \sum_{i=1}^{n} \hat{D}_i^3 - (\sum_{i=1}^{n} \hat{D}_i^2)^2} \to 0.$$ 

Now recall that $r_n^-$ denotes the negative part of Pearson’s correlation coefficient for the CM, i.e.

$$r_n^- = \frac{1}{L_n} \frac{(\sum_{i=1}^{n} \hat{D}_i^2)^2}{\sum_{i=1}^{n} \hat{D}_i^3 - (\sum_{i=1}^{n} \hat{D}_i^2)^2}.$$ 

The next proposition shows that $|r_n^- - \hat{r}_n^-|$ is $o_P(n^{\delta - \frac{1}{\gamma}})$.

Proposition 3.2. Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$. Let $\hat{G}_n = ECM(D_n)$, denote by $G_n$ the graph before the removal of edges, and recall that $r_n^-$ and $\hat{r}_n^-$ denote the negative parts of Pearson’s correlation coefficient in $G_n$ and $\hat{G}_n$, respectively. Then

$$n^{1 - \frac{1}{\gamma} + \frac{(\gamma - 1)^2}{4\gamma}} |r_n^- - \hat{r}_n^-| \to 0.$$

Proof. The proof consists of splitting the main term into separate terms, which can be expressed in terms of erased stubs or edges, and showing that each of these terms converges to zero. Throughout the proof we let

$$\delta = \frac{(\gamma - 1)^2}{4\gamma}.$$ 

We start by splitting the main term as

$$|r_n^- - \hat{r}_n^-| \leq \left| \frac{(\sum_{i=1}^{n} D_i^2)^2 - (\sum_{i=1}^{n} \hat{D}_i^2)^2}{L_n \sum_{i=1}^{n} D_i^3 - (\sum_{i=1}^{n} D_i^2)^2} \right| + \left| \frac{1}{L_n \sum_{i=1}^{n} D_i^3 - (\sum_{i=1}^{n} D_i^2)^2} - \frac{1}{\hat{L}_n \sum_{i=1}^{n} \hat{D}_i^3 - (\sum_{i=1}^{n} \hat{D}_i^2)^2} \right|.$$ 

For (28) we use that

$$\left| \left( \sum_{i=1}^{n} D_i^2 \right)^2 - \left( \sum_{i=1}^{n} \hat{D}_i^2 \right)^2 \right| = \left( \sum_{i=1}^{n} D_i^2 - \hat{D}_i^2 \right) \left( \sum_{i=1}^{n} D_i^2 + \hat{D}_i^2 \right)$$

$$\leq \left( \sum_{i=1}^{n} 2D_i Y_i \right) \left( \sum_{i=1}^{n} 2\hat{D}_i^2 + Y_i^2 \right) \leq 6 \sum_{i=1}^{n} D_i^2 \sum_{j=1}^{n} Y_j D_j$$

to obtain

$$\frac{(\sum_{i=1}^{n} D_i^2)^2 - (\sum_{i=1}^{n} \hat{D}_i^2)^2}{L_n \sum_{i=1}^{n} D_i^3 - (\sum_{i=1}^{n} D_i^2)^2} \leq \frac{6 \sum_{i=1}^{n} D_i^2 \sum_{i=1}^{n} Y_i D_i}{L_n \sum_{i=1}^{n} D_i^3 - (\sum_{i=1}^{n} D_i^2)^2}$$

$$= \frac{6 \sum_{i=1}^{n} Y_i D_i}{L_n \sum_{i=1}^{n} D_i^3 - (\sum_{i=1}^{n} D_i^2)^2}.$$
Now observe that
\[ 2 - \frac{1}{\gamma} - \gamma = -(\gamma - 1)^2/\gamma = -4\delta, \quad (31) \]
and hence
\[ 1 - \frac{1}{\gamma} + \delta = \gamma - 1 - 3\delta = -\left(\frac{1}{\gamma} + 2 - \gamma + \delta\right) + \left(\frac{2}{\gamma} - \frac{\delta}{2}\right) + \left(1 - \frac{1}{\gamma} - \frac{\delta}{2}\right) - \delta, \]
with all three terms inside the brackets positive. Therefore, it follows from \((30)\), together with Corollary 2.1, Proposition 2.1, and \((26)\), that
\[
\begin{align*}
n^{-\frac{1}{\gamma} + \delta} \left[ \frac{\left(\sum_{i=1}^{n} D_i^2\right)^2 - \left(\sum_{i=1}^{n} \hat{D}_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2} \right] \\
\leq n^{-\delta} \left( \frac{6 \sum_{i=1}^{n} D_i Y_i}{n^{\gamma + 2 - \gamma + \delta}} \right) \left( \frac{1}{n^{\gamma - \frac{\delta}{2}}} \right) \left( \frac{n^{-\frac{1}{\gamma} - \frac{\delta}{2}} \left(\sum_{i=1}^{n} D_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2} \right) \stackrel{p}{\to} 0. \quad (32)
\end{align*}
\]
The second term, \((29)\), requires more work. Let us first write
\[
\begin{align*}
&\left(\sum_{i=1}^{n} \hat{D}_i^2\right)^2 \left| \frac{1}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2} - \frac{1}{\tilde{L}_n \sum_{i=1}^{n} \hat{D}_i^3 - \left(\sum_{i=1}^{n} \hat{D}_i^2\right)^2} \right| \\
:= &\frac{\left(\sum_{i=1}^{n} \hat{D}_i^2\right)^2}{\tilde{L}_n \sum_{i=1}^{n} \hat{D}_i^3 - \left(\sum_{i=1}^{n} \hat{D}_i^2\right)^2} \left( I_n^{(1)} + I_n^{(2)} + I_n^{(3)} \right),
\end{align*}
\]
with
\[
\begin{align*}
I_n^{(1)} &:= \frac{\left(\sum_{i=1}^{n} D_i^2\right)^2 - \left(\sum_{i=1}^{n} \hat{D}_i^2\right)^2}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2}, \\
I_n^{(2)} &:= \frac{Z_n \sum_{i=1}^{n} \hat{D}_i^3}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2}, \\
I_n^{(3)} &:= \frac{L_n \left| \sum_{i=1}^{n} D_i^3 - \sum_{i=1}^{n} \hat{D}_i^3 \right|}{L_n \sum_{i=1}^{n} D_i^3 - \left(\sum_{i=1}^{n} D_i^2\right)^2},
\end{align*}
\]
and we recall that \(Z_n = L_n - \tilde{L}_n\) denotes the total number of removed edges. Note that
\[
\begin{align*}
n^{-\frac{1}{\gamma} - \frac{\delta}{2}} \left(\sum_{i=1}^{n} \hat{D}_i^2\right)^2 \frac{1}{\tilde{L}_n \sum_{i=1}^{n} \hat{D}_i^3 - \left(\sum_{i=1}^{n} \hat{D}_i^2\right)^2} \stackrel{p}{\to} 0.
\end{align*}
\]
Therefore, in order to complete the proof, it suffices to show that
\[
\begin{align*}
n^{\frac{3\delta}{2}} I_n^{(t)} \stackrel{p}{\to} 0 \quad \text{for } t = 1, 2, 3.
\end{align*}
\]
For \( t = 1 \) this follows from (32), since
\[
\frac{1}{\gamma} - 1 + \frac{\delta}{2} = \frac{\gamma^2 - 10\gamma + 9}{8\gamma} = \frac{(\gamma - 1)(\gamma - 9)}{8\gamma} < 0,
\]
and hence
\[
\frac{3\delta}{2} < 1 - \frac{1}{\gamma} + \delta.
\]

For \( t = 2 \) we use that \( \breve{D}_i \leq D_i \) to obtain
\[
I_n^{(2)} \leq \frac{E_n \sum_{i=1}^{n} D_i^3}{L_n \sum_{i=1}^{n} D_i^3 - \left( \sum_{i=1}^{n} D_i^2 \right)^2} = \frac{E_n}{L_n} \left( 1 - \left( \frac{\sum_{i=1}^{n} D_i^2}{L_n \sum_{i=1}^{n} D_i^3} \right)^2 \right)^{-1}.
\]

By Proposition 3.1 it follows that
\[
\left( 1 - \left( \frac{\sum_{i=1}^{n} D_i^2}{L_n \sum_{i=1}^{n} D_i^3} \right)^2 \right)^{-1} \xrightarrow{\mathbb{P}} 1. \tag{33}
\]

In addition we have that \( \varepsilon := \gamma - 1 - 3\delta/2 > 0 \) and hence, by Theorem 2.1 and the strong law of large numbers,
\[
n^{3\delta/2} I_n^{(2)} \leq \left( n^{\gamma - 2 - \varepsilon} \frac{E_n}{\mu} \right) \frac{\mu n}{L_n} \left( 1 - \left( \frac{\sum_{i=1}^{n} D_i^2}{L_n \sum_{i=1}^{n} D_i^3} \right)^2 \right)^{-1} \xrightarrow{\mathbb{P}} 0.
\]

Finally, for \( I_n^{(3)} \) we first compute
\[
\left| \sum_{i=1}^{n} D_i^3 - \sum_{i=1}^{n} \breve{D}_i^3 \right| = \sum_{i=1}^{n} Y_i^3 + 3D_i^2 Y_i - 3D_i Y_i^2 \leq 4 \sum_{i=1}^{n} Y_i D_i^2,
\]
and hence,
\[
I_n^{(3)} \leq \frac{4 \sum_{i=1}^{n} Y_i D_i^2}{\sum_{i=1}^{n} D_i^3} \left( 1 - \left( \frac{\sum_{i=1}^{n} D_i^2}{L_n \sum_{i=1}^{n} D_i^3} \right)^2 \right)^{-1}.
\]

By (33) the last term converges in probability to one. Finally, by (31),
\[
\frac{3\delta}{2} \leq 2\delta = 4\delta - 2\delta = \left( \gamma - 2 - \frac{2}{\gamma} - \delta \right) + \left( \frac{3}{\gamma} - \delta \right),
\]
and hence, by Corollary 2.1 and Proposition 2.1,
\[
n^{3\delta/2} I_n^{(3)} \leq \left( 4n^{\gamma - 2 - \frac{2}{\gamma} - \delta} \sum_{i=1}^{n} Y_i D_i^2 \right) \left( \frac{n^{3\delta/2}}{\sum_{i=1}^{n} D_i^3} \right) \xrightarrow{\mathbb{P}} 0,
\]
which finishes the proof. \( \Box \)
3.3. Convergence of $\hat{r}_n^+$

The next step towards the proof of Theorem 1.1 is to show that, for some $\delta > 0$,

$$n^{1-\gamma+\delta}r_n^+ \xrightarrow{P} 0,$$

where

$$\hat{r}_n^+ = \frac{\sum_{i,j=1}^{n} \hat{X}_{ij} \hat{D}_i \hat{D}_j}{\sum_{i=1}^{n} \hat{D}_i^3 - \frac{1}{L_n} \left( \sum_{i=1}^{n} \hat{D}_i^2 \right)^2}$$

denotes the positive part of Pearson’s correlation coefficient in the ECM. Here $\hat{X}_{ij} = 1 \{ X_{ij} > 0 \}$ denotes the event that $i$ and $j$ are connected by at least one edge in the CM graph $G_n$. The main ingredient of this result is the following lemma, which gives an approximation for $\sum_{1 \leq i < j \leq n} P_n (X_{ij} = 0) D_i D_j$.

**Lemma 3.2.** Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$ and $\mathbb{E} [ \mathcal{D} ] = \mu$. Consider graphs $G_n = \mathcal{CM}(D_n)$ and define

$$M_n = \sum_{1 \leq i < j \leq n} \left| P_n (X_{ij} = 0) - \exp \left\{ - \frac{D_i D_j}{L_n} \right\} \right| D_i D_j.$$

Then, for any $K > 0$ and $0 < \delta < \left( \frac{2-\gamma}{\gamma} \wedge \frac{\gamma-1}{\gamma} \right)$,

$$n^{1-\frac{4}{\gamma}+\delta} Z_n \xrightarrow{P} 0.$$

In our proofs $M_n$ will be divided by

$$\sum_{i=1}^{n} D_i^3 - \frac{1}{L_n} \left( \sum_{i=1}^{n} D_i^2 \right)^2,$$

which is of the order $n^{3/\gamma}$. Hence the final expression will be of the order $n^{\frac{1}{\gamma} - 1 - \delta} = o(n^{\frac{1}{\gamma} - 1})$, which is enough to prove the final result.

To prove Lemma 3.2, we will use the following technical result.

**Lemma 3.3.** ([24, Lemma 6.7].) For any nonnegative $x$, $x_0 > 0$, $y_i$, $z_i \geq 0$ with $z_i < x$ for all $i$, and any $m \geq 1$, we have

$$- \frac{x_0}{x^2} (x_0 - x)^+ - \frac{x_0}{2} \max_{1 \leq i \leq m} \frac{z_i}{(x - z_i)^2} \leq \prod_{i=1}^{m} \left( 1 - \frac{z_i}{x} \right)^{y_i} - \exp \left\{ - \frac{1}{x_0} \sum_{i=1}^{m} y_i z_i \right\} \leq \frac{|x - x_0|}{(x \wedge x_0)}.$$

**Proof of Lemma 3.2.** We will first consider the term $\left| P_n (X_{ij} = 0) - \exp \left\{ - \frac{D_i D_j}{L_n} \right\} \right|$. It follows from computations done in [14] that

$$0 \leq P_n (X_{ij} = 0) - \prod_{t=0}^{D_i - 1} \left( 1 - \frac{D_j}{L_n - 2t - 1} \right) \leq \frac{D_i^2 D_j}{(L_n - 2D_i)^2}. \tag{34}$$

For the product term in (34) we have the bounds

$$\left( 1 - \frac{D_j}{L_n - 2D_i + 1} \right)^{D_i} \leq \prod_{t=0}^{D_i - 1} \left( 1 - \frac{D_j}{L_n - 2t - 1} \right) \leq \left( 1 - \frac{D_j}{L_n} \right)^{D_i}.$$
and therefore, using Lemma 3.3 with \(m = 1\), we can bound the difference between \(P_n(X_{ij} = 0)\) and \(\exp\left\{-\frac{D_iD_j}{L_n}\right\}\). For the lower bound we take \(x = L_n, x_0 = L_n + 1 - 2D_i, y = D_i,\) and \(z = D_j\) to get

\[
-\frac{L_n(2D_i - 1)}{(L_n - 2D_i + 1)^2} - \frac{D_j}{L_n + 1 - 2D_1 - D_j} \leq P_n(X_{ij} = 0) - \exp\left\{-\frac{D_iD_j}{L_n}\right\},
\]

while changing \(x_0\) to \(L_n\) yields

\[
P_n(X_{ij} = 0) - \exp\left\{-\frac{D_iD_j}{L_n}\right\} \leq \frac{D_i^2D_j}{(L_n - 2D_i)^2}.
\]

Combining (35) and (36) gives

\[
\sum_{1 \leq i < j \leq n} \left| P_n(X_{ij} = 0) - \exp\left\{-\frac{D_iD_j}{L_n}\right\}\right| D_iD_j 
\]

\[
\leq \sum_{1 \leq i < j \leq n} \frac{2L_nD_i^2D_j}{(L_n - 2D_i + 1)^2} + \sum_{1 \leq i < j \leq n} \frac{D_iD_j^2}{L_n + 1 - 2D_1 - D_j} + \sum_{1 \leq i < j \leq n} \frac{D_i^3D_j^2}{(L_n - 2D_i)^2} 
\]

\[= I_n^{(1)} + I_n^{(2)} + I_n^{(3)}.\]

We will now show that

\[
n^{1 - \frac{\gamma}{2} + \delta} I_n^{(t)} \xrightarrow{p} 0 \quad \text{for } t = 1, 2, 3,
\]

which proves the result.

For the remainder of the proof we define

\[
D_n^{\max} := \max_{1 \leq i \leq n} D_i
\]

and observe that by our choice of \(\delta,\)

\[
\varepsilon_1 := \frac{2}{\gamma} - 1 - \delta = \frac{2 - \gamma}{\gamma} - \delta > 0 \quad \text{and} \quad \varepsilon_2 := 1 - \frac{1}{\gamma} - \delta = \frac{\gamma - 1}{\gamma} - \delta > 0.
\]

For \(t = 1,\) we have

\[
I_n^{(1)} = \sum_{1 \leq i < j \leq n} \frac{2L_nD_i^2D_j}{(L_n - 2D_i + 1)^2} \leq \frac{2L_n^2 \sum_{i=1}^n D_i^2}{(L_n - 4L_nD_n^{\max})} = \left(2 \sum_{i=1}^n D_i^2\right) \left(1 - \frac{4D_n^{\max}}{L_n}\right)^{-1}.
\]

By the strong law of large numbers and Proposition 2.1, it follows that

\[
\frac{M_n}{L_n} = \frac{\mu n D_n^{\max}}{L_n} \xrightarrow{p} 0,
\]

and hence

\[
\left(1 - \frac{4D_n^{\max}}{L_n}\right)^{-1} \xrightarrow{p} 1.
\]

Proposition 2.1 then implies

\[
n^{1 + \frac{\varepsilon_1}{\gamma} - \delta} I_{n}^{(1)} \leq \left(2n^{\frac{\varepsilon_1}{\gamma} - \varepsilon_1} \sum_{i=1}^n D_i^2\right) \left(1 - \frac{4D_n^{\max}}{L_n}\right)^{-1} \xrightarrow{p} 0.
\]
Proposition 3.3. We will show that

\[ I_n^{(3)} = \frac{1}{L_n} \left( \sum_{i=1}^{n} D_i^2 \right) \left( \sum_{j=1}^{n} D_j^3 \right) \left( 1 - \frac{4D_n^\max}{L_n} \right)^{-1}. \]

The last term again converges in probability to one, by (38). For the remaining terms we use the definition of \( \varepsilon_2 \) and Proposition 2.1 to obtain

\[ n^{1+\delta - \frac{1}{\gamma}} I_n^{(3)} \leq n^{-\frac{2}{\gamma} + \varepsilon_2} \frac{1}{L_n^2} \left( \sum_{i=1}^{n} D_i^2 \right) \left( \sum_{j=1}^{n} D_j^3 \right) \left( 1 - \frac{4D_n^\max}{L_n} \right)^{-1} \]

\[ = \frac{n^2}{L_n^2} \left( n^{-\frac{2}{\gamma}} - \varepsilon_2 \sum_{i=1}^{n} D_i^2 \right) \left( n^{-\frac{2}{\gamma}} - \sum_{j=1}^{n} D_j^3 \right) \left( 1 - \frac{4D_n^\max}{L_n} \right)^{-1} \xrightarrow{\text{P}} 0, \]

which finishes the proof of (37). \( \square \)

We proceed to prove the convergence of \( \hat{r}_n^+ \).

**Proposition 3.3.** Let \( D_n \) be sampled from \( \mathcal{D} \) with \( 1 < \gamma < 2 \), \( \mathbb{E}[\mathcal{D}] = \mu \), and let \( \hat{G}_n = ECM(D_n) \). Then, for any slowly-varying function \( \mathcal{L} \),

\[ \mathcal{L}(n) n^{1-\frac{1}{\gamma} + \hat{r}_n^+} \xrightarrow{\text{P}} 0. \]  

(39)

**Proof:** Let

\[ \delta = \left( \frac{2 - \gamma}{4 \gamma} \wedge \frac{\gamma - 1}{4 \gamma} \right). \]

We will show that

\[ n^{1-\frac{1}{\gamma} + \delta - \frac{\delta}{2}} \hat{r}_n^+ \xrightarrow{\text{P}} 0, \]

(40)

which then implies (39), since by Potter’s theorem \( \mathcal{L}(n)n^{-\delta} \xrightarrow{\text{P}} 0 \) for any \( \delta > 0 \).

The main part of the proof of (40) will be to show that

\[ n^{1-\frac{1}{\gamma} + 2\delta} \sum_{1 \leq i < j \leq n} \hat{X}_{ij} D_i D_j \xrightarrow{\text{P}} 0. \]

(41)

To see that (41) implies (40), we write

\[ \hat{r}_n^+ \leq \frac{\sum_{1 \leq i < j \leq n} \hat{X}_{ij} D_i D_j}{\sum_{i=1}^{n} \hat{D}_i^3 - \frac{1}{L_n} \left( \sum_{i=1}^{n} \hat{D}_i^2 \right)^2} \]

\[ = \sum_{1 \leq i < j \leq n} \hat{X}_{ij} D_i D_j \left( \frac{1}{\sum_{i=1}^{n} \hat{D}_i^2} \right) \left( 1 - \frac{\left( \sum_{i=1}^{n} \hat{D}_i^2 \right)^2}{L_n \sum_{i=1}^{n} \hat{D}_i^2} \right)^{-1}. \]
By Lemma 3.1,
\[ \left( 1 - \frac{\sum_{i=1}^{n} \hat{D}_i^2}{L_n \sum_{i=1}^{n} D_i^2} \right)^{-1} \xrightarrow{P} 1, \]
and hence, using (41) and Proposition 2.1,
\[ n^{1 - \frac{1}{\gamma} + \delta} \hat{r}_n^+ \leq \left( n^{1 - \frac{4}{\gamma} + 2\delta} \sum_{1 \leq i < j \leq n} \hat{X}_{ij} D_i D_j \right) \left( \frac{n^{\frac{4}{\gamma} - \delta}}{\sum_{i=1}^{n} D_i^3} \right) \left( 1 - \frac{\sum_{i=1}^{n} \hat{D}_i^2}{L_n \sum_{i=1}^{n} D_i^2} \right)^{-1} \xrightarrow{P} 0. \]

To prove (41) let \( \kappa = (\gamma - 1)/(\gamma + 1) \) and define the events
\[ A_n = \left\{ |L_n - \mu n| \leq n^{1 - \kappa} \right\}, \]
\[ B_n = \left\{ \sum_{1 \leq i < j \leq n} \left| P_n (X_{ij} = 0) - \exp \left\{ -\frac{D_i D_j}{L_n} \right\} \right| D_i D_j \leq n^{\frac{4}{\gamma} - 1 - 3\delta} \right\}. \tag{42} \]

Then, if we set \( \Lambda_n = A_n \cap B_n \), it follows from Lemmas 2.1 and 3.2 that \( P (\Lambda_n) \to 1 \), and hence it is enough to prove that for any \( K > 0 \),
\[ \lim_{n \to \infty} P \left( n^{1 - \frac{4}{\gamma} + 2\delta} \sum_{1 \leq i < j \leq n} \hat{X}_{ij} D_i D_j > K, \Lambda_n \right) = 0. \tag{43} \]

First, since \( E_n [\hat{X}_{ij}] = P_n (X_{ij} > 0) \) and \( \Lambda_n \) is completely determined by the degree sequence,
\[
E_n \left[ \sum_{1 \leq i < j \leq n} \hat{X}_{ij} D_i D_j \mathbb{1}_{\Lambda_n} \right] = \sum_{1 \leq i < j \leq n} P_n (X_{ij} > 0) D_i D_j \mathbb{1}_{\Lambda_n}
\]
\[ = \sum_{1 \leq i < j \leq n} \left( 1 - P_n (X_{ij} = 0) \right) D_i D_j \mathbb{1}_{\Lambda_n}
\]
\[ \leq \sum_{1 \leq i < j \leq n} \left( 1 - \exp \left\{ -\frac{D_i D_j}{L_n} \right\} \right) D_i D_j \mathbb{1}_{\Lambda_n} + n^{\frac{4}{\gamma} - 1 - 3\delta}
\]
\[ \leq \sum_{1 \leq i < j \leq n} \left( 1 - \exp \left\{ -\frac{D_i D_j}{\mu n - n^{1 - \kappa}} \right\} \right) D_i D_j + n^{\frac{4}{\gamma} - 1 - 3\delta}. \]

From this we obtain, using Markov’s inequality, that
\[ P \left( n^{1 - \frac{4}{\gamma} + 2\delta} \sum_{1 \leq i < j \leq n} \hat{X}_{ij} D_i D_j > K, \Lambda_n \right)
\]
\[ \leq \frac{n^{\frac{3}{\gamma} - \frac{4}{\gamma} + 2\delta}}{K} E \left[ \left( 1 - \exp \left\{ -\frac{\mathcal{D}_1 \mathcal{D}_2}{\mu n - n^{1 - \kappa}} \right\} \right) \mathcal{D}_1 \mathcal{D}_2 \right] + O \left( n^{-\delta} \right), \tag{44} \]
where $\mathcal{D}_1$ and $\mathcal{D}_2$ are two independent copies of $\mathcal{D}$. It follows that $\mathcal{D}_1 \mathcal{D}_2$ is again regularly varying with exponent $1 < \gamma < 2$. Therefore, since $1 - e^{-x} \leq (1 \wedge x)$, and using Lemma 2.2,

$$
\frac{n^{3 - \frac{4}{\gamma} + 2\delta}}{K} \mathbb{E} \left[ \left( 1 - \exp \left\{ - \frac{\mathcal{D}_1 \mathcal{D}_2}{\mu n - n^{1-x}} \right\} \right) \mathcal{D}_1 \mathcal{D}_2 \right]
\leq \frac{n^{3 - \frac{4}{\gamma} + 2\delta}}{K} \mathbb{E} \left[ \left( 1 \wedge \frac{\mathcal{D}_1 \mathcal{D}_2}{\mu n - n^{1-x}} \right) \mathcal{D}_1 \mathcal{D}_2 \right]
= O \left( n^{4 - \frac{4}{\gamma} - \gamma + 2\delta} \right). \quad (45)
$$

Now observe that by our choice of $\delta > 0$ and since $2 - \gamma < 1$, we get

$$
4 - \frac{4}{\gamma} - \gamma + 2\delta = -\frac{(\gamma - 2)^2}{\gamma} + 2\delta \leq -\frac{(\gamma - 2)^2}{\gamma} + \frac{2 - \gamma}{2\gamma} \leq -\frac{(\gamma - 2)^2}{2\gamma} < 0.
$$

Plugging this into (45), it follows from (44) that

$$
\mathbb{P} \left( n^{1 - \frac{4}{\gamma} + 2\delta} \sum_{1 \leq i < j \leq n} \tilde{X}_{ij} \mathcal{D}_i \mathcal{D}_j > K, \Lambda_n \right) = O \left( n^{-\frac{(\gamma - 2)^2}{2\gamma}} + n^{-\delta} \right),
$$

and hence (43) follows.

\[3.4. \text{Proving Theorem 1.1} \]

We are now ready to prove the central limit theorem for the ECM.

\textit{Proof of Theorem 1.1.} Let $\widehat{G}_n = \text{ECM}(\mathcal{D}_n)$, let $\mathcal{S}_{\gamma/2}$ and $\mathcal{S}_{\gamma/3}$ be defined as in (6), and let $\mathcal{L}_0$ be given by Proposition 3.1. Now we write

$$
\mu \mathcal{L}_0(n)n^{1 - \frac{1}{\gamma}} r(\widehat{G}_n) = \mu \mathcal{L}_0(n)n^{1 - \frac{1}{\gamma}} \xi_n^+ - \mu \mathcal{L}_0(n)n^{1 - \frac{1}{\gamma}} \xi_n^-.
$$

By Proposition 3.3 it follows that the first part converges to zero in probability, as $n \to \infty$. For the second part, let $\delta = (\gamma - 1)^2/(4\gamma)$ and note that by Potter’s theorem [4, Theorem 1.5.6] we have that $\mathcal{L}_0(n) \leq n^\delta$ for all large enough $n$. Then, if we denote by $G_n$ the graph before the removal of edges, it follows by Proposition 3.2 that

$$
\mathbb{P} \left( \mu \mathcal{L}_0(n)n^{1 - \frac{1}{\gamma}} \left| r_n^- - \xi_n^- \right| \to 0.
$$

Finally, we remark that the graph $G_n$ is generated by the CM, so that the above and Proposition 3.1 now imply

$$
\mu \mathcal{L}_0(n)n^{1 - \frac{1}{\gamma}} \xi_n^- \to d \frac{\mathcal{S}_{\gamma/2}^2}{\mathcal{S}_{\gamma/3}}
$$

as $n \to \infty$, from which the result follows. \[\square\]
3.5. Pearson in the CM: proof of Lemma 1.1

In this section, we prove Lemma 1.1 on the tightness of the conditional variance of Pearson in the CM.

Proof of Lemma 1.1. Since, conditionally on the degrees, the only randomness in \( r_n \) is in \((X_{ij})_{1 \leq i < j \leq n}\), we use the covariance formula for sums of random variables to compute that

\[
\text{Var}_n(r_n) = \frac{\sum_{i,j,k,l \in [n]} D_i D_j D_k D_l \text{Cov}_n(X_{ij}, X_{kl})}{\left[ \sum_{i \in [n]} D_i^3 - \left( \sum_{i \in [n]} D_i^2 \right)/L_n \right]^2}
\]

(46)

\[
= \frac{\sum_{i,j,k,l \in [n]} D_i D_j D_k D_l \text{Cov}_n(X_{ij}, X_{kl})}{\left( \sum_{i \in [n]} D_i^3 \right)^2} (1 + o_\nu(1)),
\]

since \( \sum_{i \in [n]} D_i^3 \gg \left( \sum_{i \in [n]} D_i^2 \right)^2/L_n \), where we write \( \text{Cov}_n \) for the conditional variance in the CM given the i.i.d. degrees. We next compute \( \text{Cov}_n(X_{ij}, X_{kl}) \), depending on the precise form of \( \{i, j, k, l\} \). For this, we note that

\[
X_{ij} = \sum_{s=1}^{D_i} \sum_{t=1}^{D_j} I_{st},
\]

(47)

with \( I_{st} \) the indicator that the \( s \)th half-edge incident to \( i \) pairs to the \( t \)th half-edge incident to \( j \).

Case: \((i, j) = (k, l)\) with \( i < j \). We compute that

\[
\text{Var}_n(X_{ij}) = \sum_{(s,t), (s',t')} \text{Cov}_n(I_{st}, I_{s't'})
\]

(48)

\[
= \frac{D_i (D_i - 1) D_j (D_j - 1)}{(L_n - 1)(L_n - 3)} + \frac{D_i D_j}{(L_n - 1)} - \frac{D_i^2 D_j^2}{(L_n - 1)^2}
\]

\[
= \frac{D_i D_j}{(L_n - 1)} + 2 \frac{D_i^2 D_j^2}{(L_n - 1)^2(L_n - 3)} - \frac{D_i D_j (D_j - 1)}{(L_n - 1)(L_n - 3)} - \frac{D_i^2 D_j}{(L_n - 1)(L_n - 3)}
\]

\[
= \frac{D_i D_j}{L_n} (1 + o_\nu(1)).
\]

Thus,

\[
\frac{n \sum_{i<j \in [n]} D_i^2 D_j^2 \text{Var}_n(X_{ij})}{\left( \sum_{i \in [n]} D_i^3 \right)^2} = \frac{n}{L_n} (1 + o_\nu(1)) \frac{\sum_{i<j \in [n]} D_i^3 D_j^3}{\left( \sum_{i \in [n]} D_i^3 \right)^2}
\]

(49)

\[
= \frac{1}{\mu} (1 + o_\nu(1)) \frac{\sum_{i<j \in [n]} D_i^3 D_j^3}{\left( \sum_{i \in [n]} D_i^3 \right)^2}.
\]

Since we sum over all \( i, j \in [n] \) and not just \( i < j \), this term appears four times.
Case: $|\{i, j, k, l\}| = 1$. In this case, we obtain

$$\text{Var}_n(X_{ij}) = \frac{D_i(D_i - 1)}{(L_n - 1)} + \frac{D_i(D_i - 1)(D_i - 2)(D_i - 3)}{(L_n - 1)(L_n - 3)} - \frac{D_i^4}{(L_n - 1)^2} \tag{50}$$

$$= \frac{D_i^2}{L_n}(1 + o_\gamma(1)) + \frac{D_i^4}{L_n^3}(1 + o_\gamma(1)) - 6\frac{D_i^3}{L_n^2}(1 + o_\gamma(1))$$

$$= \frac{D_i^2}{L_n}(1 + o_\gamma(1)),$$

since $D_i = O_\gamma(n^\gamma)$ with $\gamma \in (\frac{1}{2}, 1)$. Therefore,

$$\frac{n}{\sum_{i \in [n]} D_i^4 \text{Var}_n(X_{ii})} \left( \frac{\sum_{i \in [n]} D_i^3}{\sum_{i \in [n]} D_i^2} \right)^2 \to \frac{n(1 + o_\gamma(1))}{L_n} \left( \frac{\sum_{i \in [n]} D_i^6}{\sum_{i \in [n]} D_i^3} \right)^2.$$

The above two computations show that these contributions sum up to

$$\frac{1}{\mu}(1 + o_\gamma(1)) \frac{4\sum_{i < j \in [n]} D_i^3 D_j^3}{\left( \sum_{i \in [n]} D_i^3 \right)^2} + \frac{1}{\mu}(1 + o_\gamma(1)) \frac{\sum_{i \in [n]} D_i^6}{\left( \sum_{i \in [n]} D_i^3 \right)^2} \quad \text{d} \to \frac{2 - S_{\gamma/6}/S_{\gamma/3}^2}{\mu}. \tag{51}$$

We are left to show that all other terms constitute error terms.

Case: $|\{i, j, k, l\}| = 4$. When $|\{i, j, k, l\}| = 4$, we compute that

$$\text{Cov}_n(X_{ij}, X_{kl}) = D_iD_jD_kD_l \left( \frac{1}{(L_n - 1)(L_n - 3)} - \frac{1}{(L_n - 1)^2} \right) \tag{52}$$

$$= \frac{2D_iD_jD_kD_l}{(L_n - 1)^2(L_n - 3)}.$$

Thus, the contribution to the variance of $r_n$ of this case equals

$$\frac{(\sum_{i \in [n]} D_i^3)^4}{L_n^3 \left( \sum_{i \in [n]} D_i^3 \right)^2}(1 + o_\gamma(1)) = O_\gamma \left( n^{2\gamma - 3} \right) = o_\gamma(n^{-1}), \tag{53}$$

since $\gamma \in (\frac{1}{2}, 1)$.

Case: $|\{i, j, k, l\}| = 3$. When $|\{i, j, k, l\}| = 3$, we compute that

$$\text{Cov}_n(X_{ij}, X_{il}) = \frac{D_i(D_i - 1)D_jD_l}{(L_n - 1)(L_n - 3)} - \frac{D_i^2D_jD_l}{(L_n - 1)^2}$$

$$= \frac{2D_i^2D_jD_l}{(L_n - 1)^2(L_n - 3)} - \frac{D_iD_jD_l}{(L_n - 1)(L_n - 3)}. \tag{54}$$
Thus, the contribution of this case to the variance of \( r_n \) equals

\[
\frac{2 \left( \sum_{i \in [n]} D_i^2 \right)^2}{L_n^3 \sum_{i \in [n]} D_i^3} (1 + o_p(1)) - \frac{\left( \sum_{i \in [n]} D_i^2 \right)^3}{L_n^2 \left( \sum_{i \in [n]} D_i^3 \right)} (1 + o_p(1))
\]

\[
= O_p \left( n^{\gamma-3} \right) + O_p \left( n^{-2} \right) = o_p(n^{-1}),
\]

since \( \gamma \in (\frac{1}{2}, 1) \).

This completes the proof. \( \Box \)

4. Clustering coefficient

In this section, we prove Theorems 1.3 and 1.4 on the clustering coefficient in the CM as well as the ECM. In both models, we first study the clustering coefficient when the degree sequence is fixed. We show that the clustering coefficient concentrates around its expected value when the degrees are given. Then we analyze how the random degrees influence the clustering coefficient.

4.1. Clustering in the configuration model

In this section, we compute the clustering coefficient for a CM with a power-law degree distribution with \( \gamma \in (1, 2) \). To prove Theorem 1.3, we first use a second moment method to show that the number of triangles \( \Delta_n \) concentrates on its expected value conditioned on the degrees. Then we take the random degrees into account and show that the rescaled clustering coefficient converges to the stable distributions from Theorem 1.3.

4.1.1 Concentration for the number of triangles. The concentration result is formally stated and proved in the next lemma.

**Lemma 4.1.** Let \( D_n \) be sampled from \( \mathcal{D} \) with \( 1 < \gamma < 2 \), and \( G_n = \text{CM}(D_n) \). Let \( \Delta_n \) denote the number of triangles in \( G_n \). Then, for any \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} \mathbb{P}_n \left( \left| \Delta_n - \mathbb{E}_n [\Delta_n] \right| > \varepsilon \mathbb{E}_n [\Delta_n] \right) = 0.
\]

**Proof.** Fix \( 0 < \delta < \left( \frac{2}{\gamma} - 1 \right)/6 \). Define the event

\[
\mathcal{B}_n = \left\{ \sum_{i=1}^n D_i^2 \geq Kn^{2/\gamma-\delta}, \sum_{i=1}^n D_i^3 \leq Kn^{3/\gamma+\delta} \right\}.
\]

Let \( \mathcal{A}_n \) be the event defined in (42), and let \( \Lambda_n = \mathcal{B}_n \cap \mathcal{A}_n \). We have \( \lim_{n \to \infty} \mathbb{P}_n (\Lambda_n) = 1 \); thus, we only need to prove the result on the event \( \Lambda_n \). The proof is similar to the proof of [13, Proposition 7.13].

Define

\[
\mathcal{I} = \{(s_1 t_1, s_2 u_1, u_2 t_2, i, j, k) : 1 \leq i < j < k \leq n, 1 \leq s_1 \neq s_2 \leq D_i, 1 \leq t_1 \neq t_2 \leq D_j, 1 \leq u_1 \neq u_2 \leq D_k \}.
\]
Thus, \( I \) contains all combinations of six labeled half-edges that could possibly form a triangle on three distinct vertices. Then

\[
|I| = \sum_{1 \leq i < j < k \leq n} D_i(D_i - 1)D_j(D_j - 1)D_k(D_k - 1)
\]  

(57)

denotes the number of ways six half-edges could form a triangle. For \( m \in I \), let \( \mathbb{1}_m \) denote the indicator variable that the six half-edges of \( m \) form a triangle in the way specified by \( m \). Then

\[
\Delta_n = \sum_{m \in I} \mathbb{1}_m.
\]

The probability that the half-edges in \( m \) form a triangle can be written as

\[
P_n(\mathbb{1}_m = 1) = \prod_{j=1}^{3} (L_n + 1 - 2j)^{-1}.
\]

This results in

\[
\mathbb{E}_n[\Delta_n] = \sum_{m \in I} P_n(\mathbb{1}_m = 1) = \frac{|I|}{\prod_{j=1}^{3} (L_n + 1 - 2j)}.
\]  

(58)

Furthermore, by [13, Theorem 2.5],

\[
\mathbb{E}_n[\Delta_n(\Delta_n - 1)] = \sum_{m_1 \neq m_2 \in I} P_n(\mathbb{1}_{m_1} = \mathbb{1}_{m_2} = 1).
\]

When all six pairs of half-edges involved in \( m_1 \) and \( m_2 \) are distinct, the probability that these pairs of half-edges that form \( m_1 \) and \( m_2 \) are paired in the correct way is

\[
P_n(\mathbb{1}_{m_1} = \mathbb{1}_{m_2} = 1) = \prod_{j=1}^{6} (L_n + 1 - 2j)^{-1}.
\]

If \( m_1 \) and \( m_2 \) contain one pair of half-edges that is the same (so that \( m_1 \) and \( m_2 \) form two triangles merged on one edge), then

\[
P_n(\mathbb{1}_{m_1} = \mathbb{1}_{m_2} = 1) = \prod_{j=1}^{5} (L_n + 1 - 2j)^{-1}.
\]

Let \( I_2 \) denote the set of combinations of 10 half-edges that could possibly form two triangles merged by one edge. Then, similarly to (57),

\[
|I_2| = \sum_{1 \leq i < j \leq n} D_i(D_i - 1)(D_i - 2)D_j(D_j - 1)(D_j - 2) \sum_{1 \leq k < l \leq n} D_k(D_k - 1)D_l(D_l - 1)
\]

\[
\leq \left( \sum_{i \in [n]} D_i^2 \right)^2 \left( \sum_{i \in [n]} D_i^2 \right)^2.
\]  

(59)

Similarly, if \( m_1 \) and \( m_2 \) overlap at two pairs of half-edges (so that \( m_1 \) and \( m_2 \) form two triangles merged by two edges), then

\[
P_n(\mathbb{1}_{m_1} = \mathbb{1}_{m_2} = 1) = \prod_{j=1}^{4} (L_n + 1 - 2j)^{-1}.
\]
Let $\mathcal{I}_3$ denote the set of combinations of eight half-edges that could possibly form two triangles merged by two edges. Then, similarly to (57),

$$|\mathcal{I}_3| = \sum_{1 \leq i < j \leq n} D_i(D_i - 1)(D_j - 1)(D_j - 2) \sum_{1 \leq k \leq n} D_k(D_k - 1)$$

$$\leq \left( \sum_{i \in [n]} D_i^3 \right)^2 \sum_{i \in [n]} D_i^2. \quad (60)$$

In all other cases the probability of the event $\mathbb{P}_{m_1} = \mathbb{P}_{m_2} = 1$ then equals zero. These are cases where $m_1$ prescribes some half-edge to be merged to half-edge $j_1$, whereas $m_2$ prescribes it to be merged to some other half-edge $j_2$. Therefore,

$$\mathbb{E}_n [\Delta_n(\Delta_n - 1)] \leq \frac{|\mathcal{I}|^2}{\prod_{j=1}^{6} (L_n + 1 - 2j) + \frac{|\mathcal{I}_2|}{\prod_{j=1}^{5} (L_n + 1 - 2j)} + \frac{|\mathcal{I}_3|}{\prod_{j=1}^{4} (L_n + 1 - 2j)}.$$ 

(61)

On the event $\mathcal{B}_n$ defined in (56),

$$\frac{|\mathcal{I}_2|}{\prod_{j=1}^{5} (L_n + 1 - 2j)} = O\left( \frac{\left( \sum_{i \in [n]} D_i^3 \right)^2 / \left( \sum_{i \in [n]} D_i^2 \right)^4}{(L_n + 1 - 2)^{-1}} \right)$$

$$= O\left( n \cdot n^{6/\gamma + 2\delta - 8/\gamma + 4\delta} = O\left( n^{1-2/\gamma + 6\delta} \right) \right) = o(1),$$

by the choice of $\delta$. In a similar way, we can show that the third term is small compared to the first term of (61). Therefore,

$$\mathbb{E}_n [\Delta_n(\Delta_n - 1)] \leq \frac{|\mathcal{I}|^2}{\prod_{j=1}^{6} (L_n + 1 - 2j)} (1 + o(1)).$$

Finally, on the event $\mathcal{B}_n$, we have

$$|\mathcal{I}| = \Theta\left( \left( \sum_{i} D_i^2 \right)^3 \right) = \Omega\left( n^{6/\gamma - 3\delta} \right).$$

Using that $L_n = \mu n(1 + o(1))$ on the event $\mathcal{A}_n$ results in

$$\frac{\text{Var}_n (\Delta_n)}{(\mathbb{E}_n [\Delta_n])^2} \leq \frac{\mathbb{E}_n [\Delta_n(\Delta_n - 1)]}{(\mathbb{E}_n [\Delta_n])^2} - 1 + \frac{\mathbb{E}_n [\Delta_n]}{(\mathbb{E}_n [\Delta_n])^2}$$

$$\leq \frac{(L_n - 1)(L_n - 3)(L_n - 5)}{(L_n - 7)(L_n - 9)(L_n - 11)}(1 + o(1)) - 1 + \frac{\prod_{j=1}^{3} (L_n + 1 - 2j)}{|\mathcal{I}|}$$

$$= 1 + o(1) - 1 + O\left( n^{3+3\delta - 6/\gamma} \right) = o(1),$$

for $\gamma \in (1, 2)$. Then by Chebyshev’s inequality, on the event $\mathcal{A}_n$,

$$\mathbb{P}_n \left( |\Delta_n - \mathbb{E}_n [\Delta_n]| > \varepsilon \mathbb{E}_n [\Delta_n] \right) \leq \frac{\text{Var}_n (\Delta_n)}{(\mathbb{E}_n [\Delta_n])^2 \varepsilon^2} = o(1),$$

which gives the result. 

\[ \square \]
4.1.2 Proof of Theorem 1.3. We again prove the result under the event $\Lambda_n = \mathcal{B}_n \cap \mathcal{A}_n$, where $\mathcal{B}_n$ and $\mathcal{A}_n$ are given in (56) and (42), respectively.

By (57) and (58),

$$
\mathbb{E}_n [\Delta_n] = \frac{1}{\mu^3 n^3} \sum_{1 \leq i < j < k \leq n} D_i (D_i - 1) D_j (D_j - 1) D_k (D_k - 1) (1 + o_\gamma(1))
$$

By (24), there exist slowly-varying functions $L_1(n), L_2(n)$, and $L_3(n)$ such that

$$
\left( n^{-2/\gamma} \sum_{i=1}^{n} \frac{D_i^2}{L_1(n)}, n^{-4/\gamma} \sum_{i=1}^{n} \frac{D_i^4}{L_2(n)}, n^{-6/\gamma} \sum_{i=1}^{n} \frac{D_i^6}{L_3(n)} \right) \stackrel{d}{\to} (S_{\gamma/2}, S_{\gamma/4}, S_{\gamma/6}),
$$

where

$$
S_{\gamma/2} = \sum_{i=1}^{\infty} \Gamma_i^{-2/\gamma}, \quad S_{\gamma/4} = \sum_{i=1}^{\infty} \Gamma_i^{-4/\gamma}, \quad S_{\gamma/6} = \sum_{i=1}^{\infty} \Gamma_i^{-6/\gamma},
$$

for the same random variables $\Gamma_i$. Furthermore, by [42, Eq. (5.23)], the slowly-varying functions in (63) satisfy, for some slowly-varying function $L_0(n)$,

$$
L_1(n) = \sqrt{L_0(n)(K_{\gamma/2})^{2/\gamma}}, \quad L_2(n) = L_0(n)(K_{\gamma/4})^{4/\gamma}, \quad L_3(n) = L_0(n)^{3/2}(K_{\gamma/6})^{6/\gamma},
$$

where

$$
K_\alpha = \frac{1 - \alpha}{\Gamma(2 - \alpha) \cos(\pi \alpha/2)}.
$$
with $\Gamma$ the gamma function. Therefore,
\[
\frac{n^{-4/\gamma}}{\mathcal{L}_0(n)} \left( \left( \sum_{i=1}^{n} D_i^2 \right)^2, \sum_{i=1}^{n} D_i^4, \sum_{i=1}^{n} D_i^6 \right) \xrightarrow{d} \left( (K_{\gamma/2})^{\gamma/4} S_{\gamma/2}^2, (K_{\gamma/4})^{\gamma/4} S_{\gamma/4}, (K_{\gamma/6})^{\gamma/6} S_{\gamma/6}, (K_{\gamma/2})^{\gamma/2} S_{\gamma/2} \right).
\]
Combining this with (62) results in (9).

4.2. Clustering coefficient in the erased configuration model

In this section, we study the clustering coefficient in the ECM. Again, we start with the expectation and the variance of the clustering coefficient conditioned on the sampled degree sequence, i.e. the sequence $D_n = \{D_1, D_2, \ldots, D_n\}$ sampled from the distribution (1). Note that this is not the eventual degree sequence of the graph constructed by the ECM.

Structure of the proof of Theorem 1.4. We prove Theorem 1.4 in four steps:

Step 1. We show in Lemma 4.2 that the expected contribution to the number of triangles from vertices with sampled degrees larger than $\sqrt{n}/\varepsilon$ and smaller than $\varepsilon \sqrt{n}$ is small for fixed $0 < \varepsilon < 1$. Therefore, in the rest of the proof we focus only on counting triangles between vertices of degrees in $[\varepsilon \sqrt{n}, \sqrt{n}/\varepsilon]$.

Step 2. We calculate the expected number of triangles between vertices of sampled degrees proportional to $\sqrt{n}$, conditioned on the degree sequence. In Lemma 4.3, we show that this expectation can be written as the sum of a function of the degrees.

Step 3. We show that the variance of the number of triangles between vertices of sampled degree proportional to $\sqrt{n}$ is small in Lemma 4.6. Thus, we can replace the number of triangles conditioned on the degrees by its expected value, which we computed in Step 2.

Step 4. We show that the expected number of triangles conditioned on the sampled degrees converges to the value given in Theorem 1.4, when taking the random degrees into account.

We will start by proving the three lemmas described above. Let $B_n(\varepsilon)$ denote the interval $[\varepsilon \sqrt{n}, \sqrt{n}/\varepsilon]$ for some $\varepsilon > 0$. Furthermore, let $\hat{X}_{ij}$ denote the number of edges between vertices $i$ and $j$ in the ECM. Then we can write the number of triangles as
\[
\Delta_n = \sum_{1 \leq i < j < k \leq n} \hat{X}_{ij} \hat{X}_{jk} \hat{X}_{ik} \mathbb{1}_{\{D_i, D_j, D_k \in B_n(\varepsilon)\}} + \sum_{1 \leq i < j < k \leq n} \hat{X}_{ij} \hat{X}_{jk} \hat{X}_{ik} \mathbb{1}_{\{D_i, D_j \text{ or } D_k \notin B_n(\varepsilon)\}}
= : \Delta_n(B_n(\varepsilon)) + \Delta_n(\tilde{B}_n(\varepsilon)).
\]
We want to show that the major contribution to $\Delta_n$ comes from $\Delta_n(B_n(\varepsilon))$. The following lemma shows that the expected contribution of $\Delta_n(\tilde{B}_n(\varepsilon))$ to the number of triangles is small.

Lemma 4.2. Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$, and let $\hat{G}_n = \text{ECM}(D_n)$. Let $\Delta_n(\tilde{B}_n(\varepsilon))$ denote the number of triangles in $\hat{G}_n$ with at least one of the sampled degrees not in $B_n(\varepsilon)$. Then
\[
\limsup_{n \to \infty} \frac{\mathbb{E} \left[ \Delta_n(\tilde{B}_n(\varepsilon)) \right]}{\mathcal{L}(\sqrt{\mu n})^3 n^{5/2} (2-\gamma)} = O (\mathcal{E}_1(\varepsilon))
\]
for some function $\mathcal{E}_1(\varepsilon)$ not depending on $n$ such that $\mathcal{E}_1(\varepsilon) \to 0$ as $\varepsilon \to 0$. \qed
Proof. Let $\Delta_{i,j,k}$ denote the event that a triangle is present on vertices $i$, $j$, and $k$. By [18, Lemma 4.1],

\[
\mathbb{P}_n \left( \Delta_{i,j,k} \right) = \Theta \left( \prod_{(u,v) \in \{(i,j),(j,k),(i,k)\}} \left( 1 - e^{-D_uD_v/L_n} \right) I_{\left\{ D_uD_v < L_n \right\}} \right)
\]

\[
= \Theta \left( \left( \frac{D_iD_j}{L_n} \wedge 1 \right) \left( \frac{D_jD_k}{L_n} \wedge 1 \right) \left( \frac{D_iD_k}{L_n} \wedge 1 \right) \right).
\]

Therefore, for some $\tilde{K} > 0$,

\[
\mathbb{E}_n \left[ \Delta_n(\tilde{B}_n(\varepsilon)) \right] \leq \tilde{K} \sum_{1 \leq i < j < k \leq n} \left( \frac{D_iD_j}{L_n} \wedge 1 \right) \left( \frac{D_jD_k}{L_n} \wedge 1 \right) \left( \frac{D_iD_k}{L_n} \wedge 1 \right) I_{\left\{ D_iD_j, \text{ or } D_k \in \tilde{B}_n(\varepsilon) \right\}}.
\]

Thus,

\[
\mathbb{E} \left[ \Delta_n(\tilde{B}_n(\varepsilon)) \right] \leq \tilde{K} \frac{1}{2} n^3 \mathbb{E} \left[ \left( \frac{D_1D_2}{\mu n} \wedge 1 \right) \left( \frac{D_1D_3}{\mu n} \wedge 1 \right) \left( \frac{D_2D_3}{\mu n} \wedge 1 \right) I_{\left\{ D_1 < e^{\sqrt{\mu n}} \right\}} \right].
\] (65)

We now show that the contribution of (65) when $D_1 < e^{\sqrt{\mu n}}$ is small. We write

\[
\mathbb{E} \left[ \left( \frac{D_1D_2}{\mu n} \wedge 1 \right) \left( \frac{D_1D_3}{\mu n} \wedge 1 \right) \left( \frac{D_2D_3}{\mu n} \wedge 1 \right) I_{\left\{ D_1 < e^{\sqrt{\mu n}} \right\}} \right]
\]

\[
\leq \tilde{K} \sum_{t_1=1}^{n^{\frac{1}{2}}} \sum_{t_2=1}^{n^{\frac{1}{2}}} \sum_{t_3=1}^{n^{\frac{1}{2}}} \mathbb{P} \left( D_1 = t_1, D_2 = t_2, D_3 = t_3 \right) \left( \frac{t_1t_2}{\mu n} \wedge 1 \right) \left( \frac{t_1t_3}{\mu n} \wedge 1 \right) \left( \frac{t_2t_3}{\mu n} \wedge 1 \right)
\]

\[
\leq \tilde{K} K^3 \sum_{t_1=1}^{n^{\frac{1}{2}}} \sum_{t_2,t_3=1}^{n^{\frac{1}{2}}} \mathbb{E} \left[ L(t_1)L(t_2)L(t_3)(t_1t_2t_3)^{-\gamma-1} \left( \frac{t_1t_2}{\mu n} \wedge 1 \right) \left( \frac{t_1t_3}{\mu n} \wedge 1 \right) \left( \frac{t_2t_3}{\mu n} \wedge 1 \right) \right],
\] (66)

where we have used Assumption 1.1 and the fact that $D_1$, $D_2$, and $D_3$ are independent. As

\[
\int_0^{\infty} \int_0^{\infty} \int_0^{\infty} (xyz)^{-\gamma-1} (xy \wedge 1) (xz \wedge 1) (yz \wedge 1) dx dy dz < \infty,
\] (67)

for all $\gamma \in (1, 2)$, by [28, Theorem 2],

\[
\int_0^{e^{\sqrt{\mu n}}} \int_0^{e^{\sqrt{\mu n}}} \int_0^{e^{\sqrt{\mu n}}} \int_0^{\infty} \mathbb{E} \left[ L(t_1)L(t_2)L(t_3)(t_1t_2t_3)^{-\gamma-1} \left( \frac{t_1t_2}{\mu n} \wedge 1 \right) \left( \frac{t_1t_3}{\mu n} \wedge 1 \right) \left( \frac{t_2t_3}{\mu n} \wedge 1 \right) \right] dt_1 dt_2 dt_3
\]

\[
= (\mu n)^{-\frac{3}{2}\gamma} \int_0^{e^{\sqrt{\mu n}}} \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} \mathbb{E} \left[ L(x,y,z) \wedge 1 \right] (xy \wedge 1)(xz \wedge 1)(yz \wedge 1) dx dy dz
\]

\[
= (1 + o(1)) \mathbb{E} \left[ L(\sqrt{\mu n}) \right]^3 \int_0^{e^{\sqrt{\mu n}}} \int_0^{\infty} \int_0^{\infty} (xyz)^{-\gamma-1} (xy \wedge 1)(xz \wedge 1)(yz \wedge 1) dx dy dz.
\]
We then bound the sum in (66) as
\[
\sum_{t_1=1}^{\varepsilon \sqrt{\mu n}} \sum_{t_2=1}^{n} \sum_{t_3=1}^{n} \mathcal{L}(t_1) \mathcal{L}(t_2) \mathcal{L}(t_3) (t_1 t_2 t_3)^{-\gamma - 1} \left( \frac{t_1}{\mu n} \wedge 1 \right) \left( \frac{t_2}{\mu n} \wedge 1 \right) \left( \frac{t_3}{\mu n} \wedge 1 \right)
\]
\[
\leq 2 \int_0^{\varepsilon \sqrt{\mu n} + 1} \int_0^{\infty} \int_0^{\infty} \mathcal{L}(t_1) \mathcal{L}(t_2) \mathcal{L}(t_3) (t_1 t_2 t_3)^{-\gamma - 1} 
\times \left( \frac{t_1}{\mu n} \wedge 1 \right) \left( \frac{t_2}{\mu n} \wedge 1 \right) \left( \frac{t_3}{\mu n} \wedge 1 \right) \, dt_3 \, dt_2 \, dt_1
\]
\[
= 2(1 + o(1)) (\mu n)^{-\frac{3}{2} \gamma} \mathcal{L}(\sqrt{\mu n})^3 \int_0^{\varepsilon} \int_0^{\infty} \int_0^{\infty} (xyz)^{-\gamma - 1} (xy \wedge 1) (xz \wedge 1) (yz \wedge 1) \, dx \, dy \, dz.
\]
Therefore,
\[
\mathbb{E} \left[ \left( \frac{D_1 D_2}{\mu n} \wedge 1 \right) \left( \frac{D_1 D_3}{\mu n} \wedge 1 \right) \left( \frac{D_2 D_3}{\mu n} \wedge 1 \right) 1_{\{D_1 < \varepsilon \sqrt{\mu n}\}} \right]
\]
\[
\leq K_2 n^{3(1-\gamma)} \mathcal{L}(\sqrt{\mu n})^3 \int_0^{\varepsilon} \int_0^{\infty} \int_0^{\infty} (xyz)^{-\gamma - 1} (xy \wedge 1) (xz \wedge 1) (yz \wedge 1) \, dx \, dy \, dz, \tag{68}
\]
for some constant $K_2$. Thus, we only need to prove that the last triple integral in (68) tends to zero as $\varepsilon \to 0$. Using (67), we obtain
\[
\int_0^{\varepsilon} \int_0^{\infty} \int_0^{\infty} (xyz)^{-\gamma - 1} (xy \wedge 1) (xz \wedge 1) (yz \wedge 1) \, dx \, dy \, dz := \mathcal{E}_0(\varepsilon),
\]
where $\mathcal{E}_0(\varepsilon)$ is such that $\mathcal{E}_0(\varepsilon) \to 0$ as $\varepsilon \to 0$. Thus, by (65) and (66), the contribution to the expectation where one of the degrees is smaller than $\varepsilon \sqrt{\mu n}$ is bounded by $O_{\mathbb{P}} \left( \mathcal{L}(\sqrt{\mu n})^{-3/2} \varepsilon^{\gamma} \mathcal{E}_0(\varepsilon) \right)$. Similarly,
\[
\int_{1/\varepsilon}^{\infty} \int_0^{\infty} \int_0^{\infty} (xyz)^{-\gamma - 1} (xy \wedge 1) (xz \wedge 1) (yz \wedge 1) \, dx \, dy \, dz := \mathcal{E}_0'(\varepsilon),
\]
where again $\mathcal{E}_0'(\varepsilon)$ satisfies $\mathcal{E}_0'(\varepsilon) \to 0$ as $\varepsilon \to 0$. Therefore, we can show in a similar way that the contribution to the expected number of triangles where one of the degrees is larger than $\sqrt{\mu n}/\varepsilon$ is $O_{\mathbb{P}} \left( \mathcal{L}(\sqrt{\mu n})^{-3/2} \varepsilon^{\gamma} \mathcal{E}_0'(\varepsilon) \right)$. Then, taking $\mathcal{E}_1(\varepsilon) = \max(\mathcal{E}_0(\varepsilon), \mathcal{E}_0'(\varepsilon))$ proves the lemma.

The next lemma computes the expected contribution of the vertices of sampled degree proportional to $\sqrt{n}$ to the number of triangles. Define
\[
g_{n,\varepsilon}(D_1, D_j, D_k) := \left( 1 - e^{-\frac{D_1 D_j}{\mu n}} \right) \left( 1 - e^{-\frac{D_j D_k}{\mu n}} \right) \left( 1 - e^{-\frac{D_k D_j}{\mu n}} \right) 1_{\{D_1, D_j, D_k \in B_n(\varepsilon)\}}, \tag{69}
\]
and let $\sum'$ denote a sum over distinct indices, such that $i < j < k$.

**Lemma 4.3.** Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$, and let $\hat{G}_n = ECM(D_n)$. Let $\Delta_n(B_n(\varepsilon))$ denote the number of triangles in $\hat{G}_n$ with sampled degrees in $B_n(\varepsilon)$. Then, on the event $\mathcal{A}_n$ as defined in (42),
\[
\mathbb{E}_n[\Delta_n(B_n(\varepsilon))] = (1 + o(1)) \sum'_{i,j,k} g_{n,\varepsilon}(D_i, D_j, D_k).
\]
Proof: We can write the expectation as

$$\mathbb{E}_n [\Delta_n(B_n(\varepsilon))] = \sum_{i,j,k} \mathbb{P}_n (\Delta_{i,j,k}) \mathbb{I}_{\{D_i, D_j, D_k \in B_n(\varepsilon)\}},$$

(70)

where $\mathbb{P}_n (\Delta_{i,j,k})$ denotes the probability of a triangle between vertices $i, j, k$ being present. This probability can be written as

$$\mathbb{P}_n (\Delta_{i,j,k}) = 1 - \mathbb{P}_n (X_{ij} = 0) - \mathbb{P}_n (X_{ik} = 0) - \mathbb{P}_n (X_{jk} = 0) + \mathbb{P}_n (X_{ij} = X_{ik} = X_{jk} = 0)$$

+ $\mathbb{P}_n (X_{ij} = X_{jk} = 0) + \mathbb{P}_n (X_{ik} = X_{jk} = 0)$

- $\mathbb{P}_n (X_{ij} = X_{ik} = X_{jk} = 0)$.

(71)

Because $D_i, D_j, D_k \leq \sqrt{n}/\varepsilon$ and $L_n = \mu n (1 + o(1))$ under the event $\mathcal{A}_n$, we can use [18, Lemma 3.1], which calculates the probability that an edge is present conditionally on the presence of other edges in CMs with arbitrary degree distributions. This results in

$$\mathbb{P}_n (X_{ij} = X_{ik} = X_{jk} = 0)$$

$$= \mathbb{P}_n (X_{ij} = 0) \mathbb{P}_n (X_{jk} = 0 | X_{ij} = 0) \mathbb{P}_n (X_{ik} = 0 | X_{ij} = X_{jk} = 0)$$

$$= e^{-\frac{D_i}{\lambda n}} e^{-\frac{D_j}{\lambda n}} e^{-\frac{D_k}{\lambda n}} (1 + o(1)),$$

and similarly

$$\mathbb{P}_n (X_{ij} = X_{jk} = 0) = e^{-\frac{D_i}{\lambda n}} e^{-\frac{D_j}{\lambda n}} (1 + o(1)).$$

Combining this with (71) yields

$$\mathbb{P}_n (\Delta_{i,j,k}) = 1 - \left( e^{-\frac{D_i}{\lambda n}} + e^{-\frac{D_j}{\lambda n}} + e^{-\frac{D_k}{\lambda n}} \right) (1 + o(1))$$

+ $\left( e^{-\frac{D_i}{\lambda n}} e^{-\frac{D_j}{\lambda n}} + e^{-\frac{D_j}{\lambda n}} e^{-\frac{D_k}{\lambda n}} + e^{-\frac{D_k}{\lambda n}} e^{-\frac{D_i}{\lambda n}} \right) (1 + o(1))$

- $e^{-\frac{D_i}{\lambda n}} e^{-\frac{D_j}{\lambda n}} e^{-\frac{D_k}{\lambda n}} (1 + o(1))$

$$= (1 + o(1)) \left( 1 - e^{-\frac{D_i}{\lambda n}} \right) \left( 1 - e^{-\frac{D_j}{\lambda n}} \right) \left( 1 - e^{-\frac{D_k}{\lambda n}} \right),$$

(72)

where the second equality follows because $\varepsilon \sqrt{n} < D_i, D_j, D_k < \sqrt{n}/\varepsilon$ and $L_n = \mu n (1 + o(1))$ under $\mathcal{A}_n$. For $D_i, D_j, D_k \in [\varepsilon \sqrt{n}, 1/\varepsilon \sqrt{n}]$, the main term in (72) can be uniformly bounded from above and from below by some functions $f_1(\varepsilon)$ and $f_2(\varepsilon)$ not depending on $n$. Combining this with (70) shows that

$$\mathbb{E}_n [\Delta_n(B_n(\varepsilon))] = (1 + o(1)) \sum_{i,j,k} g_{n,\varepsilon}(D_i, D_j, D_k),$$

(73)

on the event $\mathcal{A}_n$, which proves the lemma.

We now replace the $L_n$ inside the definition of $g_{n,\varepsilon}$ by $\mu n$. In particular, define

$$f_{n,\varepsilon}(x, y, z) = \left( 1 - e^{-x/\mu n} \right) \left( 1 - e^{-y/\mu n} \right) \left( 1 - e^{-z/\mu n} \right) \mathbb{I}_{\{x, y, z \in B_n(\varepsilon)\}},$$

(74)

then we have the following result.
Lemma 4.4. Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$ and $\kappa = (\gamma - 1)/(1 + \gamma) > 0$. Then, for all $\varepsilon > 0$ and $\delta < \kappa$,

$$n^{3\gamma - 3 - \delta} \left| \sum_{1 \leq i < j < k \leq n} g_{n,\varepsilon}(D_i, D_j, D_k) - f_{n,\varepsilon}(D_i, D_j, D_k) \right| \xrightarrow{P} 0.$$ 

Proof. Let $A_n$ be as in (42) and note that $\kappa$ is the same as in the statement of the lemma. Then, since $P(A_n) \to 1$, it is enough to prove the result conditioned on $A_n$. Next, note that $1 - e^{-a} \leq 1$ for all $a \geq 0$. Hence, by symmetry it suffices to prove

$$n^{3\gamma - 3 - \delta} \sum_{1 \leq i < j < k \leq n} \left| e^{-\frac{D_i D_j}{L_n}} - e^{-\frac{D_i D_j}{\mu n}} \right| \mathbb{1}_{\{D_i D_j \in B_n(\varepsilon)\}} \xrightarrow{P} 0.$$ 

For this we compute that, on the event $A_n$,

$$\left| e^{-\frac{D_i D_j}{L_n}} - e^{-\frac{D_i D_j}{\mu n}} \right| \leq D_i D_j \left| \frac{L_n - \mu n}{\mu n L_n} \right| \leq D_i D_j \frac{n^{1-\kappa}}{\mu^2 - n^{-\kappa}} = D_i D_j O \left( n^{1-\kappa} \right).$$

We recall that by Karamata’s theorem [4, Theorem 1.5.11] it follows that, as $n \to \infty$,

$$\mathbb{E} \left[ D_1 \mathbb{1}_{\{D_1 \in B_n(\varepsilon)\}} \right] \leq \mathbb{E} \left[ D_1 \mathbb{1}_{\{D_1 > \varepsilon \sqrt{\mu n}\}} \right] \sim \mathcal{L} \left( \varepsilon \sqrt{\mu n} \right) \varepsilon^{1-\gamma} (\mu n)^{\frac{1-\gamma}{2}}$$

$$= O \left( \mathcal{L} \left( \varepsilon \sqrt{\mu n} \right) n^{1-\gamma} \right),$$

where $a_n \sim b_n$ as $n \to \infty$ means $\lim_{n \to \infty} a_n/b_n = 1$. Therefore, using Lemma A.1,

$$\mathbb{E} \left[ e^{-\frac{D_1 D_2}{L_n}} - e^{-\frac{D_1 D_2}{\mu n}} \mathbb{1}_{\{D_1, D_2, D_3 \in B_n(\varepsilon)\}} \right]$$

$$\leq O \left( n^{1-\kappa} \right) \mathbb{E} \left[ D_1 \mathbb{1}_{\{D_1 \in B_n(\varepsilon)\}} \right]^2 \mathbb{P} (D_3 \in B_n(\varepsilon))$$

$$= O \left( \mathcal{L} \left( \varepsilon \sqrt{\mu n} \right)^2 \mathcal{L} \left( \sqrt{\mu n} n^{-\left(\kappa + \frac{3\gamma}{2}\right)} \right) \right),$$

so that by Markov’s inequality, we obtain that for any $K > 0$ and $\varepsilon > 0$,

$$\mathbb{P} \left( n^{3\gamma - 3 - \delta} \sum_{1 \leq i < j < k \leq n} \left| e^{-\frac{D_i D_j}{L_n}} - e^{-\frac{D_i D_j}{\mu n}} \right| \mathbb{1}_{\{D_i D_j, D_k \in B_n(\varepsilon)\}} > K, A_n \right)$$

$$\leq \frac{(n)^{3\gamma - 3 - \delta}}{K} \mathbb{E} \left[ e^{-\frac{D_1 D_2}{L_n}} - e^{-\frac{D_1 D_2}{\mu n}} \mathbb{1}_{A_n} \mathbb{1}_{\{D_1, D_2, D_3 \in B_n(\varepsilon)\}} \right]$$

$$= O \left( \mathcal{L} \left( \varepsilon \sqrt{\mu n} \right)^2 \mathcal{L} \left( \sqrt{\mu n} n^{-\left(\kappa + \frac{3\gamma}{2}\right)} \right) \right) = o(1).$$
Limit theorems in null models for scale-free networks

Lemma 4.5. Let \( D_n \) be sampled from \( \mathcal{D} \) with \( 1 < \gamma < 2 \), and let \( \hat{G}_n = ECM(D_n) \). Let \( \Delta_n(B_n(\varepsilon)) \) denote the number of triangles in \( \hat{G}_n \) with sampled degrees in \( B_n(\varepsilon) \). Then, as \( n \to \infty \),

\[
\frac{\mathbb{E}_n[\Delta_n(B_n(\varepsilon))] - \mathcal{L}(\sqrt{\mu n})^3 n^{\frac{2}{3}(2-\gamma)} \mu^{-\gamma} \varepsilon^{\gamma}}{\mathcal{L}(\sqrt{\mu n})^3 n^{\frac{2}{3}(2-\gamma)} \mu^{-\gamma} \varepsilon^{\gamma}} = (1 + o_p(1)) \frac{1}{6} \int_{\varepsilon}^{1/\varepsilon} \int_{\varepsilon}^{1/\varepsilon} \int_{\varepsilon}^{1/\varepsilon} \frac{\gamma^3}{(t_1 t_2 t_3)\gamma + 1} h(t_1, t_2, t_3) \, dt_1 \, dt_2 \, dt_3 + o_p(\varepsilon),
\]

where \( h(x, y, z) := (1 - e^{-x\gamma})(1 - e^{-y\gamma})(1 - e^{-z\gamma}) \).

Proof. Combining Lemmas 4.3 and 4.4 yields that conditionally on the sampled degrees \( (D_i)_{i \in [n]} \),

\[
\mathbb{E}_n[\Delta_n(B_n(\varepsilon))] = (1 + o_p(1)) \sum_{1 \leq i < j < k \leq n} f_{n,\varepsilon}(D_i, D_j, D_k) + o_p\left( \mathcal{L}(\sqrt{\mu n})^3 n^{\frac{2}{3}(2-\gamma)} \right),
\]

where \( f_{n,\varepsilon}(D_i, D_j, D_k) \) is as in (74). To investigate the convergence of (81) when taking the random degrees into account, define for \( b > a \geq 0 \) the random measure

\[
N_1^{(a)}([a, b]) = \frac{\mu_n^{\frac{\gamma}{2}}}{\mathcal{L}(\sqrt{\mu n})} \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{D_i \in [a, b]\}};
\]

so that \( N_1^{(a)} \) counts the number of vertices with degrees in the interval \( [a, b] \). Since every \( D_i \) is drawn i.i.d. from (1), the number of vertices with degrees between \( a \sqrt{\mu n} \) and \( b \sqrt{\mu n} \) is binomially distributed, and therefore this number concentrates around its mean value, which is large. Combining this with Lemma A.1 yields

\[
N_1^{(a)}([a, b]) = \frac{\mu_n^{\frac{\gamma}{2}}}{\mathcal{L}(\sqrt{\mu n})} \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{D_i \in [a, b]\}}
= \frac{\mu_n^{\frac{\gamma}{2}}}{\mathcal{L}(\sqrt{\mu n})} \mathbb{P}(D_i \in [a, b]) (1 + o_p(1))
= (1 + o_p(1)) \gamma \int_{a}^{b} t^{-\gamma - 1} \, dt = (1 + o_p(1)) (a^{-\gamma} - b^{-\gamma}).
\]

Therefore,

\[
N_1^{(a)}([a, b]) \overset{p}{\to} \int_{a}^{b} t^{-\gamma - 1} \, dt = (a^{-\gamma} - b^{-\gamma}) =: \lambda([a, b]).
\]

Let \( N^{(a)} \) be the product measure \( N_1^{(a)} \times N_1^{(a)} \times N_1^{(a)} \) and let \( F = [\varepsilon, 1/\varepsilon]^3 \). Thus, \( N^{(a)} \) counts the number of triples with all three degrees proportional to \( 1/\varepsilon \).
By (74),

\[
\sum_{1 \leq i < j < k \leq n} f_{n, \varepsilon}(D_i, D_j, D_k)
= \sum_{1 \leq i < j < k \leq n} \left(1 - e^{-\frac{D_iD_j}{\mu n}}\right)\left(1 - e^{-\frac{D_iD_k}{\mu n}}\right)\left(1 - e^{-\frac{D_jD_k}{\mu n}}\right) \mathbb{I}_{\{D_i, D_j, D_k \in \mathcal{B}_n(\varepsilon)\}}
\]

\[
= \frac{1}{6} \mathcal{L}(\sqrt{\mu n})^3 n^2(2-\gamma) \mu^{-\frac{3}{2}} \gamma \int_{F} (1 - e^{-t_1t_2})(1 - e^{-t_1t_3})(1 - e^{-t_2t_3}) \, dN^n(t_1, t_2, t_3)
- \frac{1}{6} \mathcal{L}(\sqrt{\mu n})^3 n^2(2-\gamma) \mu^{-\frac{3}{2}} \gamma \int_{F} (1 - e^{-t_1t_2})^2 (1 - e^{-t_1}) \, dN^n(t_1, t_2)
\]

\[
= \frac{(1 + o(1))}{6} \mathcal{L}(\sqrt{\mu n})^3 n^2(2-\gamma) \mu^{-\frac{3}{2}} \gamma \int_{F} (1 - e^{-t_1t_2})(1 - e^{-t_1t_3})(1 - e^{-t_2t_3}) \, dN^n(t_1, t_2, t_3),
\]

where the second term in the second equality excludes the summation terms where at least two indices are equal.

The function \(h(x, y, z)\) is bounded and continuous on \(F = [\varepsilon, 1/\varepsilon]^3\). Therefore, writing the Taylor expansion of \(e^{-x}\) yields

\[
(1 - e^{-xy}) = \sum_{i=1}^{k} \frac{(xy)^i}{i!} (1 - 1)^i + O \left(\frac{\varepsilon^{-2k}}{(k + 1)!}\right)
\]

on \(x, y \in [\varepsilon, 1/\varepsilon]\), where the error term goes to zero as \(k \to \infty\). Therefore, for any \(\delta > 0\), we can choose \(k_1, k_2, k_3\) such that

\[
h(x, y, z) = \sum_{l_1=1}^{k_1} \sum_{l_2=1}^{k_2} \sum_{l_3=1}^{k_3} \left(\frac{(xy)^l_1}{l_1!} (1 - 1)^l_1 \frac{(yz)^l_2}{l_2!} (1 - 1)^l_2 \frac{(xz)^l_3}{l_3!} (1 - 1)^l_3\right) + O (\delta)
\]

\[
= \sum_{l_1=1}^{k_1} \sum_{l_2=1}^{k_2} \sum_{l_3=1}^{k_3} \frac{x^{l_1+l_2+y^{l_1+l_2+z^{l_1+l_2}}}}{l_1!l_2!l_3!} (1 - 1)^{l_1+l_2+l_3} + O (\delta).
\]

Choosing \(\delta = \varepsilon^{3\gamma + 1}\) gives

\[
\sum_{1 \leq i < j < k \leq n} f_{n, \varepsilon}(D_i, D_j, D_k)
\]

\[
= \frac{1}{6} \int_{F} h(t_1, t_2, t_3) \, dN^n(t)
\]

\[
= \frac{1}{6} \int_{F} \sum_{l_1=1}^{k_1} \sum_{l_2=1}^{k_2} \sum_{l_3=1}^{k_3} \frac{x^{l_1+l_2+y^{l_1+l_2+z^{l_1+l_2}}}}{l_1!l_2!l_3!} (1 - 1)^{l_1+l_2+l_3} + O \left(\varepsilon^{3\gamma + 1}\right) \, dN^n(t)
\]

\[
= \frac{1}{6} \int_{F} \sum_{l_1=1}^{k_1} \sum_{l_2=1}^{k_2} \sum_{l_3=1}^{k_3} \frac{x^{l_1+l_2+y^{l_1+l_2+z^{l_1+l_2}}}}{l_1!l_2!l_3!} (1 - 1)^{l_1+l_2+l_3} \, dN^n(t) + O_{\varepsilon} (\varepsilon)
\]

\[
= \frac{1}{6} \sum_{l_1=1}^{k_1} \sum_{l_2=1}^{k_2} \sum_{l_3=1}^{k_3} \frac{(-1)^{l_1+l_2+l_3}}{l_1!l_2!l_3!} \int_{\varepsilon}^{1/\varepsilon} x^{l_1+l_2} \, dN^n_1(x) \int_{\varepsilon}^{1/\varepsilon} y^{l_1+l_2} \, dN^n_1(y)
\]

\[
\cdot \int_{\varepsilon}^{1/\varepsilon} z^{l_1+l_2} \, dN^n_1(z) + O_{\varepsilon} (\varepsilon).
\]
Here we used that because $N^{(n)}_1[a, b] \xrightarrow{P} \lambda[a, b]$,
\[
\int \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} \sum_{l=1}^{k_3} \varepsilon^A dN^{(n)}(i) = k_1k_2k_3\varepsilon^{3\gamma+1} \left(N^{(n)}_1([\varepsilon, 1/\varepsilon])\right)^3
\]
\[
= \varepsilon^{3\gamma+1} O_\varepsilon \left(\lambda([\varepsilon, 1/\varepsilon])\right)^3 = \varepsilon^{3\gamma+1} O_\varepsilon \left((\varepsilon - \gamma)^3\right) = O_\varepsilon (\varepsilon).
\]
Since $x'$ is bounded and continuous on $[\varepsilon, 1/\varepsilon]$, we may use [19, Lemma 5] to conclude that
\[
\int_{\varepsilon}^{1/\varepsilon} x' dN^{(n)}(x) \xrightarrow{P} \int_{\varepsilon}^{1/\varepsilon} x' d\lambda(x) := \varphi_\varepsilon (t).
\]
Thus,
\[
\sum_{1 \leq i < j < k \leq n} f_{n, x}(D_i, D_j, D_k) \frac{\mathcal{L}(\sqrt{\mu n})^3 n^{\frac{3}{2} (2-\gamma)} \mu^{-\frac{3}{2} \gamma}}{L(\sqrt{\mu n})^3 n^{\frac{3}{2} (2-\gamma)} \mu^{-\frac{3}{2} \gamma}}
\]
\[
= (1 + o_\varepsilon (1)) \frac{1}{6} \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} \sum_{l=1}^{k_3} \frac{(-1)^{y_1+y_2+y_3}}{y_1!y_2!y_3!} \varphi_\varepsilon (y_1+y_2+y_3) \varphi_\varepsilon (y_1+y_2+y_3)
\]
\[
= (1 + o_\varepsilon (1)) \frac{1}{6} \int_{\varepsilon}^{1/\varepsilon} \int_{\varepsilon}^{1/\varepsilon} \int_{\varepsilon}^{1/\varepsilon} \frac{1}{y_1!y_2!y_3!} \varphi_\varepsilon (y_1+y_2+y_3) \varphi_\varepsilon (y_1+y_2+y_3)
\]
\[
= (1 + o_\varepsilon (1)) \frac{1}{6} \int_{\varepsilon}^{1/\varepsilon} h(x, y, z) d\lambda(x) d\lambda(y) d\lambda(z) + O_\varepsilon (\varepsilon),
\]
which concludes the proof together with (76).

The following lemma bounds the variance of the number of triangles between vertices of sampled degrees proportional to $\sqrt{n}$.

**Lemma 4.6.** Let $D_n$ be sampled from $\mathcal{D}$ with $1 < \gamma < 2$, and let $\hat{G}_n = ECM(D_n)$. Let $\Delta_n(B_n(x))$ denote the number of triangles in $\hat{G}_n$ with sampled degrees in $B_n(x)$. Then, as $n \to \infty$,
\[
\frac{\text{Var}_n (\Delta_n(B_n(x)))}{\mathbb{E}_n [\Delta_n(B_n(x))]^2} \xrightarrow{P} 0.
\]

**Proof.** Choose $0 < \delta < \frac{1}{3} \left(1 - \frac{1}{2} \gamma\right)$. Define
\[
B_n = \left\{ \sum_{i=1}^{n} \mathbb{I} \left\{ D_i > \varepsilon \sqrt{\mu n} \right\} < n^{\frac{1}{2} (2-\gamma) + \delta} \right\},
\]
let $A_n$ be as defined in (42), and set $\Lambda_n = A_n \cap B_n$. Because the sampled degrees are i.i.d. samples from (1), $\mathbb{P} (\Lambda_n) \to 1$. Therefore, we work on the event $\Lambda_n$ in the rest of the proof. By Lemma 4.5, $\mathbb{E}_n [\Delta_n(B_n(x))] = \Theta_\varepsilon (n^{3-\frac{3}{2} \gamma} \mathcal{L}(\sqrt{n})^3)$. Thus, we need to prove that
\[
\text{Var}_n (\Delta_n(B_n(x))) = O_\varepsilon \left(n^{6-3\gamma} \mathcal{L}(\sqrt{n})^6\right).
\]
We can write the variance $\text{Var}_n (\Delta_n(B_n(x)))$ as
\[
\sum_{(i,j,k),(s,t,u)} \left( \mathbb{P}_{n} (\Delta_{i,j,k} \Delta_{s,t,u}) - \mathbb{P}_{n} (\Delta_{i,j,k} \mathbb{P}_{n} (\Delta_{s,t,u})) \right) \mathbb{I} \{ D_i, D_j, D_k, D_s, D_t, D_u \in B_n(x) \},
\]

(78)
where $\Delta_{i,j,k}$ denotes the event that there is a triangle between vertices $i$, $j$, and $k$. This splits into several cases, depending on $|\{i, j, k, s, t, u\}|$. Let the part of the variance where $|\{i, j, k, s, t, u\}| = m$ be denoted by $V^{(m)}$, so that

$$\text{Var}_n(\Delta_n(B_n(\varepsilon))) = V^{(6)} + V^{(5)} + V^{(4)} + V^{(3)}.$$  

Let $M_n(\varepsilon) = \sum_i \mathbb{1}_{\{D_i \in B_n(\varepsilon)\}}$. Then

$$V^{(m)} \leq \sum_{i,j,k,s,t: |\{i,j,k,s,t\}| = m} \mathbb{1}_{\{D_i, D_j, D_k, D_s, D_t \in B_n(\varepsilon)\}} = M_n(\varepsilon)^m, \quad m = 3, 4, 5.$$

Under $B_n$,

$$M_n(\varepsilon) \leq \sum_{i=1}^n \mathbb{1}_{\{D_i > \varepsilon \sqrt{n}\}} < n^{\frac{1}{2}(2-\gamma) + \delta}.$$  

Thus, by the choice of $\delta$,

$$V^{(5)} \leq M_n(\varepsilon)^5 = O\left(n^{5-5\gamma/2+5\delta}\right) = o(n^{6-3\gamma}),$$

as required. Similar bounds show that $V^{(4)}$ and $V^{(3)}$ are $o(n^{6-3\gamma})$. Thus, the contributions of $V^{(m)}$, $m = 3, 4, 5$, to the variance are sufficiently small.

Now we investigate the case where six different indices are involved and show that $V^{(6)} = o_\varepsilon(n^{6-3\gamma}\mathcal{L}(\sqrt{n})^6)$. Equation (73) computes the second term inside the brackets in (78). To compute the first term inside the brackets, we make a very similar computation that leads to (73). A similar computation as in (72) yields that on the event $A_n$,

$$P_n(\Delta_{i,j,k}, \Delta_{s,t,u}) = (1 + o_\varepsilon(1)) g_{n,\varepsilon}(D_i, D_j, D_k) g_{n,\varepsilon}(D_s, D_t, D_u).$$

Hence,

$$P_n(\Delta_{i,j,k}, \Delta_{s,t,u}) - P_n(\Delta_{i,j,k}) P_n(\Delta_{s,t,u}) = o_\varepsilon(1) g_{n,\varepsilon}(D_i, D_j, D_k) g_{n,\varepsilon}(D_s, D_t, D_u).$$

When $D_i, D_j, D_k \in [\varepsilon, 1/\varepsilon] \sqrt{n}$, we have $g_{n,\varepsilon}(D_i, D_j, D_k) \in [f_1(\varepsilon), f_2(\varepsilon)]$, uniformly in $i, j, k$. Therefore, by Lemma 4.3,

$$V^{(6)} = \sum_{(i,j,k),(s,t,u)} o_\varepsilon(1) g_{n,\varepsilon}(D_i, D_j, D_k) g_{n,\varepsilon}(D_s, D_t, D_u)$$

$$= o_\varepsilon \left( \mathbb{E}_n [\Delta_n(B_n(\varepsilon))]^2 \right) = o_\varepsilon \left( n^{6-3\gamma} \mathcal{L}(\sqrt{n})^6 \right),$$

and therefore also the contribution to the variance where $|\{i,j,k,s,t,u\}| = 6$ is small enough.

\textbf{Proof of Theorem 1.4.} First, we look at the denominator of the clustering coefficient in (4). By (15) and the stable-law central limit theorem [42, Theorem 4.5.2], there exists a slowly-varying function $\mathcal{L}_0$ such that

$$\sum_{i=1}^n \frac{D_i (\bar{D}_i - 1)}{\mathcal{L}_0(n)n^{2/\gamma}} = \sum_{i=1}^n D_i^2 \frac{1}{\mathcal{L}_0(n)n^{2/\gamma}} (1 + o_\varepsilon(1)) \xrightarrow{d} S_{\gamma/2},$$

where $S_{\gamma/2}$ is a stable distribution.
Now we consider the numerator of the clustering coefficient. We prove the convergence of the number of triangles in several steps. First, we show that the major contribution to the number of triangles comes from the triangles between vertices with degrees proportional to \(\sqrt{n}\). Fix \(\varepsilon > 0\). We use (64), where we want to show that the contribution of \(\Delta_n(\bar{B}_n(\varepsilon))\) is negligible. Applying Lemma 4.2 with the Markov inequality yields, for every \(\delta > 0\),

\[
\limsup_{n \to \infty} \mathbb{P}\left( \Delta_n(\bar{B}_n(\varepsilon)) > \delta \mathcal{L}(\sqrt{\mu n})^3 n^{\frac{3}{2}(2-\gamma)} \right) = O \left( \frac{\mathcal{E}_1(\varepsilon)}{\delta} \right).
\]

Therefore,

\[
\Delta_n(\bar{B}_n(\varepsilon)) = O_{\mathbb{P}} \left( \mathcal{E}_1(\varepsilon) \mathcal{L}(\sqrt{\mu n})^3 n^{\frac{3}{2}(2-\gamma)} \right).
\]  

(80)

Because \(\mathcal{E}_1(\varepsilon)\) tends to zero as \(\varepsilon \to 0\), we now focus on \(\Delta_n(\bar{B}_n(\varepsilon))\). The number of triangles consists of two sources of randomness: the random pairing of the edges, and the random degrees. First we show that \(\Delta_n(B_n(\varepsilon))\) concentrates around its mean when conditioned on the degrees. By Lemma 4.6 and Chebyshev’s inequality,

\[
\frac{\Delta_n(B_n(\varepsilon))}{\mathbb{E}_n{[\Delta_n(B_n(\varepsilon))]}^{\mathbb{P}}} \to 1,
\]

conditionally on the degree sequence \((D_i)_{i \in [n]}\). Combining this with Lemma 4.5 yields that conditionally on \((D_i)_{i \in [n]}\),

\[
\Delta_n(B_n(\varepsilon)) = \mathcal{L}(\sqrt{\mu n})^3 n^{\frac{3}{2}(2-\gamma)} \mu^{-\frac{3}{2}\gamma}
\]

\[
\times \left( (1 + o_{\mathbb{P}}(1)) \frac{1}{6} \int_{\varepsilon}^{1/\varepsilon} \int_{\varepsilon}^{1/\varepsilon} \int_{\varepsilon}^{1/\varepsilon} \frac{\gamma^3}{(t_1 t_2 t_3)^{\gamma+1}} h(t_1, t_2, t_3) \, dt_1 \, dt_2 \, dt_3 \right),
\]

(81)

where \(h(x, y, z) := (1 - e^{-\gamma x})(1 - e^{-\gamma y})(1 - e^{-\gamma z})\) and \(\varepsilon\) is the same as in (80).

Combining (80) and (81) gives

\[
\frac{\Delta_n}{\mathcal{L}(\sqrt{\mu n})^3 n^{\frac{3}{2}(2-\gamma)}} = \frac{\Delta_n(B_n(\varepsilon)) + \Delta_n(\bar{B}_n(\varepsilon))}{\mathcal{L}(\sqrt{\mu n})^3 n^{\frac{3}{2}(2-\gamma)}}
\]

\[
= (1 + o_{\mathbb{P}}(1)) \mu^{-\frac{3}{2}\gamma} \frac{1}{6} \int_{\varepsilon}^{1/\varepsilon} \int_{\varepsilon}^{1/\varepsilon} \int_{\varepsilon}^{1/\varepsilon} \frac{\gamma^3}{(t_1 t_2 t_3)^{\gamma+1}} h(t_1, t_2, t_3) \, dt_1 \, dt_2 \, dt_3
\]

\[
+ O_{\mathbb{P}}(\mathcal{E}_1(\varepsilon)) + O_{\mathbb{P}}(\varepsilon).
\]

(82)

Taking the limit as \(n \to \infty\) and then \(\varepsilon \to 0\) combined with (79) and the definition of the clustering coefficient in (4) then results in

\[
\hat{C}_n \mathcal{L}_0(n) \mathcal{L}(\sqrt{\mu n})^3 n^{\frac{3}{2}(2-\gamma - 3\gamma^2 + 6\gamma - 4)/(2\gamma)} = 6 \frac{\mathcal{L}_0(n)n^{2/\gamma}}{\sum_{i \in [n]} D_i(D_i - 1)} \frac{\Delta_n}{\mathcal{L}(\sqrt{\mu n})^3 n^{\frac{3}{2}(2-\gamma)}}
\]

\[
\overset{d}{\longrightarrow} \mu^{-\frac{3}{2}\gamma} \int_0^\infty \int_0^\infty \int_0^\infty \frac{\gamma^3}{(t_1 t_2 t_3)^{\gamma+1}} h(t_1, t_2, t_3) \, dt_1 \, dt_2 \, dt_3.
\]

(83)

We then compute the triple integral by making the change of variables \(t_1 = \sqrt{ab}/c\), \(t_2 = \sqrt{ac}/b\), \(t_3 = \sqrt{bc}/a\). The Jacobian \(J(a, b, c)\) of this change of variables equals

\[
J(a, b, c) = \frac{1}{2\sqrt{abc}}.
\]
Then
\[
\int_0^\infty \int_0^\infty \int_0^\infty \frac{\gamma^3}{(t_1 t_2 t_3)^{\gamma+1}} h(t_1, t_2, t_3) \, dt_1 \, dt_2 \, dt_3 \\
= \int_0^\infty \int_0^\infty \int_0^\infty \frac{\gamma^3}{(t_1 t_2 t_3)^{\gamma+1}} (1 - e^{-t_1 t_2})(1 - e^{-t_1 t_3})(1 - e^{-t_2 t_3}) \, dt_1 \, dt_2 \, dt_3 \\
= \gamma^3 \int_0^\infty \int_0^\infty \int_0^\infty (\sqrt{abc})^{1-\gamma}(1 - e^{-a})(1 - e^{-b})(1 - e^{-c}) \frac{1}{2\sqrt{abc}} \, da \, db \, dc \\
= \frac{\gamma^3}{2} \left( \int_0^\infty a^{-1-\gamma/2}(1 - e^{-a}) \, da \right)^3 = \frac{\gamma^3}{2} \left( -\Gamma \left( \frac{-\gamma}{2} \right) \right)^3 ,
\]
where we have used that
\[
\int_0^\infty a^{-1-\gamma/2}(1 - e^{-a}) \, da = \int_0^{\gamma} \int_0^\infty a^{-1-\gamma/2} e^{-y} \, dy \, da = \int_0^{\gamma} \int_0^\infty a^{-1-\gamma/2} e^{-y} \, da \, dy \\
= -\frac{2}{\gamma} \int_0^{\gamma} y^{-\gamma/2} e^{-y} \, dy = -\frac{\Gamma(\gamma/2 + 1)}{\gamma/2} = -\Gamma(\gamma/2).
\]
Combining this with (82) proves Theorem 1.4. \(\square\)

5. Proofs of Theorems 1.2 and 1.5

We now show how the proofs of Theorems 1.1 and 1.4 can be adapted to prove similar results for the class of rank-1 inhomogeneous random graphs. We remind the reader that in this setting the degrees inhomogeneous random graphs we now show that the weights and the degrees are close. Let \(\kappa \leq (\gamma - 1)/(1 + \gamma), 0 < \delta < 1 - 1/\gamma\) and define the events \(A_n = \left\{ \left| \sum_{i \in [n]} w_i - \mu n \right| \leq n^{1-\kappa} \right\}, \quad B_n = \left\{ \left| \sum_{i=1}^n w_i 1\{w_i < n^\delta\} - \mu n \right| \leq \frac{n}{\log(n)} \right\}\). Let \(\Lambda_n = A_n \cap B_n\). Because \(P(\Lambda_n) \to 0\), we condition on the event \(\Lambda_n\). For the ECM, we used that the degrees and the erased degrees are close to prove Theorems 1.1 and 1.4. Similarly, for the inhomogeneous random graphs we now show that the weights and the degrees are close. By Condition 1.1(i),
\[
E_n[D_i] = \sum_{j \neq i} \frac{w_i w_j}{\mu n} h \left( \frac{w_i w_j}{\mu n} \right) \leq \sum_{j \in [n]} \frac{w_i w_j}{\mu n} = \mu n (1 + o(1)),
\]
where \(E_n\) now denotes expectation conditioned on the weight sequence. Furthermore, for \(w_i = O(n^{1/\gamma})\), on the event \(B_n\), by Condition 1.1(ii)–(iii),
\[
E_n[D_i] \geq \sum_{j : w_j < n^{1-\gamma}} \frac{w_i w_j}{\mu n} h \left( \frac{w_i w_j}{\mu n} \right) = \sum_{j : w_j < n^{1-\gamma}} \frac{w_i w_j}{\mu n} \left( 1 + O \left( \frac{w_i w_j}{\mu n} \right) \right) \\
= (1 + o(1)) \sum_{j : w_j < n^{1-\gamma}} \frac{w_j w_i}{\mu n} = w_i (1 + o(1)),
\]
where the first equality follows from a first-order Taylor expansion of \(h(x)\). Combining (85) and (86) yields \(E_n[D_i] = w_i (1 + o(1))\).
Let $X_{ij}$ again denote the indicator that edge $\{i, j\}$ is present. Note that $\text{Var}_n (X_{ij}) = p(w_i, w_j)(1 - p(w_i, w_j)) \leq p(w_i, w_j)$. Because conditioned on the weights, the degree of a vertex $D_i = \sum_{i \neq j} X_{ij}$ is the sum of independent indicators with success probability $p(w_i, w_j)$, $\text{Var}_n (D_i) \leq \sum_{i \neq j} p(w_i, w_j) \leq 2w_i$ for $n$ large enough. Then, Bernstein’s inequality yields that for $t > 0$,

$$\mathbb{P}_n (|D_i - w_i| > t) \leq \exp \left( -\frac{t^2}{2} \frac{1}{w_i + t/3} \right).$$

Thus, for $w_i > \log (n)$,

$$D_i = w_i (1 + o(1)).$$

Therefore,

$$\sum_{i \in [n]} |D_i^2 - w_i^2| = \sum_{i : w_i \leq \log (n)} |D_i^2 - w_i^2| + \sum_{i : w_i > \log (n)} |D_i^2 - w_i^2|$$

$$= O_v \left( n \log^2 (n) \right) + o_v \left( \sum_{i : w_i > \log (n)} w_i^2 \right) = o_v \left( \sum_{i \in [n]} w_i^2 \right),$$

and a similar result holds for the third moment of the degrees. In particular, this implies that (27) and (12) also hold for the inhomogeneous random graph under Condition 1.1.

5.1 Pearson in the rank-1 inhomogeneous random graph

The analysis of the term $\gamma_n^2$ in (11) is the same as in the ECM, since it only depends on the degrees, and (27) also holds for the inhomogeneous random graph. We therefore only need to show that Proposition 3.3 also holds for the rank-1 inhomogeneous random graph. This means that we need to show that (41) also holds for the rank-1 inhomogeneous random graph. For all models satisfying Condition 1.1, $p(w_i, w_j) \leq (w_i w_j / (\mu n) \land 1)$. Because $\mathbb{E}_n [D_i] = w_i (1 + o(1))$, $D_i = O_v (w_i)$, by Markov’s inequality. Thus,

$$\sum_{1 \leq i < j \leq n} D_i D_j X_{ij} = O_v \left( \sum_{1 \leq i < j \leq n} w_i w_j X_{ij} \right) = O_v \left( \sum_{1 \leq i < j \leq n} w_i w_j \left( \frac{w_i w_j}{\mu n} \land 1 \right) \right).$$

Because the weights are sampled from (1), this is exactly the same bound as in (45), so that from there we can follow the same lines as the proof of Proposition 3.3. Thus, Proposition 3.3 also holds for rank-1 inhomogeneous random graphs satisfying Condition 1.1. Then we can follow the same lines as the proof of Theorem 1.1 to prove Theorem 1.2.

5.2. Clustering in the rank-1 inhomogeneous random graph

For the clustering coefficient, note that conditioned on the weights, $\mathbb{P}_n (\Delta_{i,j,k}) = p(w_i, w_j)p(w_j, w_k)p(w_i, w_k)$. Furthermore, Lemma 4.2 only requires the bound $p(w_i, w_j) \leq (w_i w_j / (\mu n) \land 1)$, which also holds for all rank-1 inhomogeneous random graphs satisfying Condition 1.1, so that Lemma 4.2 also holds for these rank-1 inhomogeneous random graphs. Furthermore, conditioned on the weights, the probabilities of distinct edges being present are independent, so that

$$\mathbb{E}_n [\Delta_n (B_n (\varepsilon))] = \sum_{1 \leq i < j < k \leq n} q \left( \frac{w_i w_j}{\mu n} \right) q \left( \frac{w_j w_k}{\mu n} \right) q \left( \frac{w_i w_k}{\mu n} \right) \mathbb{I}_{\{(w_i, w_j, w_k) \in B_n (\varepsilon)\}}.$$
similarly to Lemma 4.3, with \( q \) as defined in Condition 1.1. Furthermore, the bound on the variance of the number of triangles in the ECM in Lemma 4.6 for three, four, or five contributing vertices only depends on the degrees, so that it also holds for the rank-1 inhomogeneous random graph satisfying Condition 1.1, since the weights are also sampled from (1). The contribution of six different vertices to the variance is zero, because the presence of distinct edges is independent. Thus, Lemma 4.6 also holds for the rank-1 inhomogeneous random graph. Thus, we can follow the lines of the proof of Theorem 1.4 up to Equation (77). From there, note that

\[
\sum_{1 \leq i < j < k \leq n} q \left( \frac{w_i w_j}{\mu n} \right) q \left( \frac{w_j w_k}{\mu n} \right) q \left( \frac{w_i w_k}{\mu n} \right) I_{\{ (w_i, w_j, w_k) \in E_n \}}
\]

\[
\mathcal{L} \left( \sqrt{\mu n} \right)^3 n^{\frac{3}{2}(2-\gamma)} \mu^{-\frac{3}{2} \gamma}
\]

\[
= \frac{1}{6} \int_{F} q(t_1 t_2) q(t_1 t_3) q(t_2 t_3) \ dN_1^{(n)}(t_1) \ dN_1^{(n)}(t_2) \ dN_1^{(n)}(t_3).
\]

Then we use that the function \( q(t_1 t_2) q(t_1 t_3) q(t_2 t_3) \) is a bounded, continuous function by Condition 1.1, so that by [19, Lemma 5],

\[
\int_{F} q(t_1 t_2) q(t_1 t_3) q(t_2 t_3) \ dN_1^{(n)}(t_1) \ dN_1^{(n)}(t_2) \ dN_1^{(n)}(t_3)
\]

\[
\rightarrow \int_{F} q(t_1 t_2) q(t_1 t_3) q(t_2 t_3) \ d\lambda(t_1) \ d\lambda(t_2) \ d\lambda(t_3).
\]

Thus, we can follow the same lines as the proof of the clustering coefficient in the ECM, replacing the term \( (1 - e^{-t_1 t_2})(1 - e^{-t_1 t_3})(1 - e^{-t_2 t_3}) \) by \( q(t_1 t_2) q(t_1 t_3) q(t_2 t_3) \), which then proves Theorem 1.5.

**Appendix A**

In this section we prove some technical results used in the preceding proofs.

**A.1. Erased edges**

We start with the proof for the scaling of the number of erased edges.

**Proof of Theorem 2.1.** Let \( K, \delta > 0, \kappa \leq (\gamma - 1)/(1 + \gamma) \). Define the events

\[
A_n = \left\{ |L_n - \mu n| \leq n^{1 - \kappa} \right\}, \quad B_n = \left\{ \max_{1 \leq i \leq n} D_i \leq n^{\frac{1}{2} + \frac{\delta}{2}} \right\}, \quad C_n = \left\{ \sum_{i=1}^{n} D_i^2 \leq n^{\frac{3}{2} + \frac{\delta}{2}} \right\},
\]

and set \( \Lambda_n = A_n \cap B_n \cap C_n \). Then by Lemma 2.1 and Proposition 2.1, \( \mathbb{P} (\Lambda_n) \to 1 \), and hence we only need to prove the result conditioned on the event \( \Lambda_n \).

First recall that

\[
Z_n = \sum_{i=1}^{n} X_{ii} + \sum_{1 \leq i < j \leq n} \left( X_{ij} - I_{\{ X_{ij} > 0 \}} \right).
\]
We first consider the conditional expectation of the last term $\mathbb{E}_n \left[ \mathbb{I}_{\{X_{ij}>0\}} \right] = 1 - \mathbb{P}_n (X_{ij} = 0)$. It follows from [14, Eq. 4.9] that

$$\mathbb{P}_n (X_{ij} = 0) \leq \prod_{t=0}^{D_i-1} \left( 1 - \frac{D_j}{L_n - 2D_i - 1} \right) + \frac{D_i^2 D_j}{(L_n - 2D_i)^2}$$

$$\leq \left( 1 - \frac{D_j}{L_n - 1} \right)^{D_i} + \frac{D_i^2 D_j}{(L_n - 2D_i)^2}$$

$$\leq e^{-\frac{D_i D_j}{L_n - 1}} + \frac{D_i^2 D_j}{(L_n - 2D_i)^2}.$$ 

The additional term essentially comes from the fact that we need to consider the cases where a stub of node $i$ connects to another stub of node $i$.

Next, since $\mathbb{E} [X_{ii}] = D_i(D_i - 1)/(L_n - 1)$ and $\mathbb{E} [X_{ij}] = D_i D_j/(L_n - 1)$ we have

$$\mathbb{E}_n [Z_n] \leq \sum_{1 \leq i < j \leq n} \phi \left( \frac{D_i D_j}{L_n - 1} \right) + \sum_{i=1}^{n} \frac{D_i^2 - D_i}{L_n - 1} + \sum_{1 \leq i < j \leq n} \frac{D_i^2 D_j}{(L_n - 2D_i)^2},$$

where $\phi(x) = x - 1 + e^{-x}$. Define

$$M_n = \sum_{i=1}^{n} \frac{D_i^2 - D_i}{L_n - 1} + \sum_{1 \leq i < j \leq n} \frac{D_i^2 D_j}{(L_n - 2D_i)^2}.$$ 

Then, on the event $\Lambda_n$,

$$M_n \leq \frac{n^{\frac{2}{\gamma} + \frac{4}{2}}}{\mu n - n^{1-\kappa} - 1} + \frac{(\mu n - n^{1-\kappa}) n^{\frac{2}{\gamma} + \frac{4}{2}}}{(\mu n - n^{1-\kappa} - 2n^{\frac{1}{\gamma} + \frac{4}{2}})^2}$$

$$= O \left( n^{\frac{2}{\gamma} - 1 + \frac{4}{2}} \right).$$

Note that $\Lambda_n$ is completely determined by the degree sequence. Hence, by Markov’s inequality, we get

$$\mathbb{P} \left( Z_n > n^{2-\gamma + \delta}, \Lambda_n \right) \leq n^{\nu - 2 - \delta} \mathbb{E} \left[ Z_n \mathbb{I}_{\Lambda_n} \right] = n^{\nu - 2 - \delta} \mathbb{E} \left[ \mathbb{E}_n [Z_n] \mathbb{I}_{\Lambda_n} \right]$$

$$\leq n^{\nu - 2 - \delta} \mathbb{E} \left[ \sum_{1 \leq i < j \leq n} \phi \left( \frac{D_i D_j}{L_n - 1} \right) \mathbb{I}_{\Lambda_n} \right] + n^{\nu - 2 - \delta} \mathbb{E} \left[ M_n \mathbb{I}_{\Lambda_n} \right]$$

$$\leq n^{\nu - 2 - \delta} \mathbb{E} \left[ \sum_{1 \leq i < j \leq n} \phi \left( \frac{D_i D_j}{\mu n - 1 - n^{1-\kappa}} \right) \right] + O \left( n^{\nu + \frac{2}{\gamma} - 3 - \frac{4}{2}} \right)$$

$$\leq n^{\nu - \delta} \mathbb{E} \left[ \phi \left( \frac{D_1 D_2}{\mu n - 1 - n^{1-\kappa}} \right) \right] + O \left( n^{\nu + \frac{2}{\gamma} - 3 - \frac{4}{2}} \right)$$

as $n \to \infty$. Since

$$\nu + \frac{2}{\gamma} - 3 < 0$$
for all $1 < \gamma < 2$, the last term goes to zero as $n \to \infty$. For the other term we note that $D_1$ and $D_2$ are independent regularly-varying random variables with exponent $1 < \gamma < 2$, and therefore so is $D_1D_2$. It then follows from [3] that for any $\delta > 0$

$$\lim_{t \to \infty} \mathbb{E} \left[ \phi \left( \frac{D_1D_2}{t} \right) \right] = 0.$$ 

Taking $t = \mu n - 1 - n^{1-\kappa}$ we obtain that

$$\lim_{n \to \infty} n^{\gamma} \mathbb{E} \left[ \phi \left( \frac{D_1D_2}{\mu n - 1 - n^{1-\kappa}} \right) \right] = 0,$$

from which it follows that

$$\lim_{n \to \infty} \mathbb{P} \left( E_n > n^{2-\gamma+\delta}, A_n \right) = 0.$$

We proceed with the proof of Corollary 2.1.

\textit{Proof of Corollary 2.1.} For the first part we write

$$\sum_{i=1}^{n} D_i^p Y_i \leq \max_{1 \leq j \leq n} D_j^p \sum_{i=1}^{n} Y_i \leq 2Z_n \max_{1 \leq j \leq n} D_j^p,$$

and hence, using Theorem 2.1 and Proposition 2.1,

$$\sum_{i=1}^{n} D_i^p Y_i \leq \left( \frac{2Z_n}{n^{2-\gamma+\frac{\delta}{2}}} \right) \left( \frac{\max_{1 \leq j \leq n} D_j^p}{n^{\gamma+\frac{\delta}{2}}} \right) \overset{\mathbb{P}}{\to} 0.$$ 

For the second part we bound the main term by

$$\sum_{1 \leq i < j \leq n} X_{ij} D_i D_j \leq \max_{1 \leq j \leq n} D_j \sum_{1 \leq i < j \leq n} X_{ij} D_i \leq \frac{1}{2} \max_{1 \leq j \leq n} D_j \sum_{i=1}^{n} D_i Y_i.$$

Hence, using the first part of the corollary and Proposition 2.1, it follows that

$$\sum_{1 \leq i < j \leq n} X_{ij} D_i D_j \leq \left( \frac{\max_{1 \leq j \leq n} D_j}{2n^{\gamma+\frac{\delta}{2}}} \right) \left( \frac{\sum_{i=1}^{n} D_i Y_i}{n^{\gamma+2-\gamma+\frac{\delta}{2}}} \right) \overset{\mathbb{P}}{\to} 0.$$ 

\textbf{A.2. Technical results for clustering}

The following result is needed for the proof of Lemma 4.2.

\textbf{Lemma A.1.} Let $X$ be a nonnegative regularly-varying random variable with distribution (1). Then, for any $0 \leq a < b,$

$$\mathbb{P} \left( X \in [a, b], \sqrt{n} \right) = \mathcal{L}(\sqrt{\mu n}) n^{-\gamma/2} \gamma \int_{a}^{b} x^{-\gamma-1} dx (1 + o(1)).$$

\textit{Proof.} Because $\mathcal{L}$ is a slowly-varying function,

$$\mathcal{L}(c\sqrt{n}) = \mathcal{L}(\sqrt{\mu n})(1 + o(1))$$
for any $c \in (0, \infty)$. Furthermore, using the Taylor expansion of $(a\sqrt{n} - x)^{-\gamma}$ at $x = 0$ yields
\[(b\sqrt{n} + 1)^{-\gamma} = (b\sqrt{n})^{-\gamma} + \gamma(b\sqrt{n})^{-\gamma-1} + \mathcal{O}(\gamma - 1)(b\sqrt{n})^{-\gamma-2}).\]

Because $\mathcal{L}$ is a slowly-varying function, for every constant $t$, \(\lim_{n \to \infty} \mathcal{L}(t\sqrt{n})/\mathcal{L}(\sqrt{n}) = 1\).

Thus, we obtain
\[
\mathbb{P}(X \in [a, b] \sqrt{n}) = \mathcal{L}(a\sqrt{n} - 1)(a\sqrt{n} - 1)^{-\gamma} - \mathcal{L}(b\sqrt{n} + 1)(b\sqrt{n})^{-\gamma}
\]
\[
= \mathcal{L}(\sqrt{\mu n})(1 + o(1))(a\sqrt{n})^{-\gamma} - \mathcal{L}(\sqrt{\mu n})(1 + o(1))(b\sqrt{n})^{-\gamma}
\]
\[
= (1 + o(1))\mathcal{L}(\sqrt{\mu n})(a\sqrt{n})^{-\gamma} - (b\sqrt{n})^{-\gamma}
\]
\[
= (1 + o(1))\mathcal{L}(\sqrt{\mu n}n^{\gamma/2}) \int_{a}^{b} x^{-\gamma-1} dx. \quad \square
\]
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