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Abstract. Personal assistant agents have been developed to help peo-
ple in their daily lives with tasks such as agenda management. In order
to provide better support, they should not only model the user’s inter-
nal aspects, but also their social situation. Current research on social
context tackles this by modelling the social aspects of a situation from
an objective perspective. In our approach, we model these social aspects
of the situation from the user’s subjective perspective. We do so by us-
ing concepts from social science, and in turn apply machine learning
techniques to predict the priority that the user would assign to these sit-
uations. Furthermore, we show that using these techniques allows agents
to determine which features influenced these predictions. Results based
on a crowd-sourcing user study suggest that our proposed model would
enable personal assistant agents to differentiate between situations with
high and low priority. We believe this to be a first step towards agents
that better understand the user’s social situation, and adapt their sup-
port accordingly.

Keywords: Social Situations modelling, Adaptive Personal Assistants,
Machine Learning Techniques, Explainable Al

1 Introduction

Artificial agents that play the role of personal assistants are increasingly becom-
ing part of everyday life (e.g. [14]). These agents have focused on representing
internal aspects of the user, such as their values, goals, or emotions [25]. How-
ever, research in social science suggests that human behaviour is shaped both by
these internal aspects, as well as by the situation someone is in [16]. Situations
have a physical aspect (e.g., where it takes place) and a social one (e.g., who
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is involved). We focus on the latter: our goal is to build methods which allow
personal assistant agents to model the social situation of a user, and use that
information to reason about how to provide socially-aware support.

The need for enabling intelligent support agents (such as personal assistants)
to understand the social situation of the user has been acknowledged as one of
the main open questions in agent research [12,32]. Existing work on modelling
social context focuses on modelling the social practices of a situation (e.g. [7]),
or the place where the interaction is taking place (e.g. [20]). In our approach, we
model situations from the perspective of the user of the personal assistant agent
by modelling how the user relates to the people in that situation on a number
of relevant dimensions. This complements [7], which models the social practices
of a situation, while we focus on modelling the perspective of an individual on
that situation. This requires additional social features to describe social relations
between people that go beyond their roles in the situation. Based on information
about how the user relates to the social situation, we investigate how an agent can
interpret that situation in order to determine desired actions that can support
the user. Regarding our technical approach, we combine the strengths of existing
work: we propose an explicit model of a social situation (similar to [7]), and
combine it with learning techniques to derive new information (similar to [20]).

To illustrate our approach, we take the example of a personal assistant agent
which helps busy users manage their agenda automatically (e.g. [21]). We con-
sider each meeting to be a social situation. The agent takes as input situation
cues (e.g. the setting of the meeting, such as a work meeting) and relationship
features (e.g. the quality of the relationship, such as a very positive relation-
ship) [15]. Based on this the agent determines which meeting the user would
likely want to attend when two meetings overlap. If the user is too busy to re-
spond to meeting requests themselves, the agent can take this decision for the
user. The agent may then inform the user about this choice while noting which
aspects of the situation led to this choice. This is a first step towards enabling
the agent to explain its decisions to the user.

In this paper we investigate the building blocks that would be needed to
create such a personal assistant agent. First of all, we need a way to determine
which meeting is considered to be more important to the user. To facilitate this
process, we quantify the importance of each meeting by assigning it a numerical
value to which we refer as the priority score of the meeting. Our assumption is
that people implicitly follow this priority score when deciding about conflicting
meetings by choosing the one with the highest priority. This will be evaluated
via our research hypothesis:

RH - When choosing between two meetings, people select the one with higher
priority in the majority of the cases.

The task of the agent now becomes to learn a model which predicts the
numerical priority of meetings. We explore whether we can tackle this task by
using machine learning techniques on a data set containing information on hy-
pothetical meeting scenarios collected from multiple people. This leads to our
first research question:
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RQ1 - Can we use machine learning techniques to predict the priority of
social situations based on situation cues and relationship features?

In our view for human-centered personal assistants, the ability of the agent to
explain its decisions to the user is a fundamental requirement. This is because
in such a system, it is important for the user to trust the suggestions of the
agent. Lim et al. [17] suggest that in socio-technical applications, users trust
the agent more when they understand why the agent has selected attending a
specific meaning. Making the decisions of the agent explainable consists of three
parts: the agent should be able to determine the internal processes that led to a
certain suggestion, to generate an explanation based on them, and to present this
explanation to the user [22]. Our focus is on the first part: we explore methods
that allow the agent to determine which features of a social situation contribute
to the prediction of priority. The other parts will be explored in future work.

Our predictive model is built using information from multiple people, however
people can have differing preferences. To achieve more personalization, we extend
the model by including personal values as input features for our predictive model.
Values are considered to be a driving factor in human behaviour [8], so we explore
their role in helping better predict the priority of social situations:

RQ2 - Does adding information about the personal values of users as input
features to the predictive model increase that model’s accuracy of prediction of
the priority of social situations?

The rest of this paper is structured as follows: In Section 2 we present our
approach for tackling the research questions and hypothesis. In Section 3 we in-
troduce background knowledge related to the concepts we use. Section 4 presents
a crowd-sourcing user study conducted to collect data for building and evaluating
our models, which is done in Section 5. Section 6 concludes this paper.

2 Proposed Approach

We propose an architecture that allows personal assistants agents to model the
user’s social situation, and use this information to predict the priority of this
social situation, or, in other words, predict how important this specific situation
is. A high-level depiction of the architecture is presented in Figure 11).

Overall, the framework works as follows: In the offline stage, a supervised
learning algorithm takes as input multiple social situations from different users,
described in terms of their social relationship features and situational features.
The learning target is the priority of these situations. This forms our predic-
tion model. During run time, the personal assistant agent is provided with the
features of two different meetings which overlap. Using the priority prediction
model, it determines the priority score of each meeting, it keeps on the schedule
the meeting with the highest priority, and informs the user. At this point, the
agent also determines the features that have the highest impact on this predic-
tion, which will in future work lead to generating explanations.

! Tcons used in Figure 1 were made by Freepik and retrieved from www.flaticon.com
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Fig. 1. High level representation of the proposed architecture. Circles represent the
modelled concepts, whereas boxes represent learning/reasoning steps. Items marked in
blue are concepts that we do not explicitly tackle in this work.

In order to provide more personalized support, we add to the model infor-
mation about the personal values of the user. The assumption is that people
with similar value preferences will also assign more similar priorities to specific
situations. For instance, users who value achievement and success might give a
higher priority to work meetings. Therefore, having the value information as an
input in our model can potentially lead to better predictions.

A key concept that we use in this work is assigning a numerical score to the
priority of social situations. Using this approach, as opposed to directly choosing
between two conflicting meetings from a set of input features, has several ad-
vantages. First of all, using priority can facilitate the explanations given to the
user by the personal assistant agent: the agent first tells the user which meeting
has the highest priority, and secondly it explains why. Furthermore, having a
numerical representation of priority comes with technical benefits, since the task
of learning preference rankings from pairwise choices can be computationally
intractable [5].

3 Concepts and Methods

In our vision, personal assistant agents should be able to provide human-centred
support. This means the support actions should be transparent and intelligible.
This guides our choices from two points of view: concepts (Section 3.1) and tech-
niques (Section 3.2) used for modelling. This means we should use techniques
that allow insight into their decision making process, combined with concepts
that are understandable to the users. For this reason, we combine explainable
machine learning techniques with concepts from social sciences. Using explain-
able machine learning techniques means that, when given a set of features which
model a social situation, the model is able to output both a prediction as well
as which features contributed to this prediction. Lim et al. [17] show that such a
procedure improves the intelligibility of context-aware intelligent systems. The
set of features that we use to model social situations is borrowed from social
science literature. Since these are concepts that we use in everyday life, they
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should be understandable to the user. In this section, we present the rationale
behind the concepts and techniques that we use.

3.1 Social Science Concepts

Our focus in this work is on modelling social situations - situations involving our
user and people from their social circle. Kola et al. [15] propose modelling social
situations involving two people as a combination of social relationship features,
which represent how the two people are related to one another, and situation
cues, which represent the circumstances in which the situation takes place. In
this approach, the set of features that describes a social situation is based on
social science literature that aims at modelling the relevant aspects of social
relationships and situations. These concepts can be both concrete and objective
(e.g., geographical distance between the user and the other person, for how long
they know each-other), as well as subjective (e.g., quality of the relationship
between the user and the other person).

Personal values represent key drivers of human decision making [27,29]. Fried-
man and colleagues [8] define values as “what a person or group of people consider
important in life”. People hold various values (e.g. wealth, health, independence)
with different degrees of importance. The most prominent models of human val-
ues were proposed by Rokeach [27] and Schwartz [29]. In our work, we use the
model proposed by Schwartz since it offers validated measurement instruments
with fewer items than Rokeach, which makes them more suited to online surveys.
Furthermore, Schwartz builds on the work of Rokeach and other researchers, so
there is overlap in their proposed value lists.

3.2 Machine Learning Methods

A predictive model for a personal assistant has to fulfil two main requirements.
Firstly, it should be able to achieve satisfying accuracy for smaller data sets, since
acquiring large amounts of data from human subjects can be challenging. Sec-
ondly, in order to provide human-centred support, the algorithms should provide
insights on which features influence a specific prediction. Ensemble methods [6]
are a family of machine learning techniques which fit these requirements. These
techniques combine predictions from multiple learning algorithms in order to
increase accuracy. The idea is to combine accurate and diverse weaker learners,
in order to exploit the strength of each learner. Ensemble methods are shown
to perform better than the individual learners they consist of [6]. Furthermore,
they are shown to perform well and generalize better for smaller data sets [26].
When the base learners are decision trees, it is also possible to have insights
into the features that led to a certain decision, as we will show further on. An-
other advantage is their accuracy when dealing with structured data. A recent
survey [28] shows that ensemble methods have won different machine learning
competitions, thus demonstrating high predictive power.

Some of the more successful methods are random forests [3] and gradient
boosting machines [9]. Random forests are a specific example of bagging methods
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[2]. In bagging, each learner is built independently over a random sub-sample of
the data, and the decision is made by aggregating the outputs. The sub-sampling
procedure reduces the variance of the method, which is usually a problem for
decision trees. In addition, in random forests, for each split of the tree only a sub-
set of the features is considered, this way we avoids the possibility of all the trees
selecting the same features and ignoring others. Gradient boosting machines are
an example of boosting methods [9]. In boosting, weaker learners are trained
sequentially (and not in parallel like in bagging), and each new learner tries
to correct its predecessor. Gradient boosting achieves this by fitting the new
predictor to the residual errors of the previous ones.

Understanding why a model makes certain predictions is a general goal in
machine learning, especially when it comes to providing human-centred support.
Lundberg and Lee [18] propose a unified framework for interpreting predictions,
called Shapley Additive Explanations (SHAP). The benefits of using this frame-
work are that it provides both global interpretability for the model (i.e. which
are generally the most important predictors), as well as local interpretability
(i.e. which are the most influential predictors for each individual observation).
We use this framework in order to gain insight into the predictions of our model.

4 Crowd-sourcing User Study

In this user study we gather data for constructing and evaluating our models. The
study was approved by the ethics committee of Delft University of Technology.

4.1 Choice of Concepts

Features of Social Situations In order to set up the user study, we need to
define a set of features that will be used to model social situations. Our starting
point is the feature set proposed in [15], where social situations are described
through a set of relationship features and a set of situation cues. Since their
feature set is based on a limited number of social science models, we start by
conducting a more extensive literature review. Then, we conduct an exploratory
pre-study in order to investigate what aspects of a social situation people take
into account when determining how important that situation is. Thus, our fea-
ture set is evaluated both from a theoretical and practical perspective.

In our literature review, we found five comprehensive models which aim at
describing aspects of dyadic social relationships, three of which were not taken
into consideration in [15]. The results are presented in Table 1.

Next, in the exploratory pre-study, we collect answers from 33 participants
through Amazon Mechanical Turk®. Our goal was to explore which features do
participants find important when thinking about the priority of social situations.
First, participants were asked to describe five social situations in which they
participated in the past week. They were instructed to provide at least the

4 https://www.mturk.com/
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time, location, activity and role of the other person, in order to ensure they
were thinking about concrete situations. Furthermore, these suggested activities
provide the basis for the formation of the hypothetical scenarios in our main
user study (Section 4.2). Then, they were asked to consider which aspects of
the situation play a role in determining the priority they would assign to a
social situation, and the relative importance of these aspects towards determining
priority. This question was asked separately for the relationship features and the
situation cues. In both questions, participants were free to add answer options,
and for each feature they ranked its importance (i.e., how much is it taken
into account) in determining the priority of the situation on a 5-point Likert
scale ranging from ‘Not at all important’ to ‘Extremely important’. The set of
relationship features that had an importance of 3 or higher and were mentioned
by at least 20% of the participants, are marked with a + in the last column of
Table 1.

The relationship features that we use to model social situations are marked
in bold in Table 1. We select the aspects which appear in at least two columns
of the table. To that set, we add two more features, namely the age difference
between the user and the other person, and whether the two have the same or
different genders. Despite not being directly relationship features, age and gender
appear as relevant aspects of social relationships in most research from social
sciences [4,24], so we believe this warrants their addition to our model. These
features are not included in Table 1, since it exclusively contains relationship
features.

Table 1. Different aspects of social relationships present in the literature as well as
in the exploratory pre-study. The items written in bold text form our set of social
relationship features. Items marked with an asterisk are the features proposed in [15].

. . Pre
Relationship Feature [24] [4] 1] [11] [23] study
Role* +
Contact Frequency* +
Geo-distance* + -
Years known* +
Hierarchy* - - -
Relationship quality* - -
Depth of acquaintance* +
Formality level* - -
Trust level* - - - -
Shared interests + + - -
Communication aspects - - - -
Reciprocity - - -
Complexity - - -

n
o+t

FE

oo+

++
+

+ +

When it comes to situation cues, we use the ones proposed by Kola et al.
[15], since the literature review and exploratory pre-study did not reveal new
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elements that warrant addition. Thus, our set of situation cues consists of: setting
(work, family, sports, casual), event frequency (regular, occasional), initiator
(user, other person, neither) and help dynamic (giving, receiving, neither).

Personal Values For a list of personal values to elicit from participants, we
turn to the European Social Survey [30]. It consists of a list of 18 statements (two
for each universal value group - Self-direction, Stimulation, Hedonism, Achieve-
ment, Power, Security, Conformity, Benevolence and Universalism) that describe
features/qualities of a person (e.g., “Thinking up new ideas and being creative is
important to him/her/them. He/She/They like(s) to do things in his/her/their
own original way.”), where each statement represents a personal value (e.g., cre-
ativity). The subjects were asked to assess how similar they believe this person
is to them, on a scale from 1 (Not like me at all) to 6 (Very much like me). The
original survey consists of 21 values, however, we removed the statements of the
value group “Tradition” since its values (devotion, religion) do not fit with the
type of scenarios that participants were presented with. Furthermore, in the cat-
egory “Security” we replaced the statement for the value National Security with
the statement for the value Health for the same reason. The statement for the
value Health was taken from an extended version of this survey which consists
of 40 items [30].

4.2 Method

Participants We recruited 302 subjects on the online crowd-sourcing platform
Prolific Academic. Using a crowd-sourcing platform allowed us to efficiently ob-
tain a large sample size in a short amount of time. Respondents received mon-
etary compensation for the time they spent, as per the platform policies. After
eliminating the ones who did not pass at least two of our three attention checks,
our data consists of answers from 278 subjects. 149 of them are female, 127 are
male, and two participants selected the option “other” when asked about their
gender. The average age of the subjects is 36.2 years old (SD=12.3).

Procedure Subjects answered an online survey?. After being briefed about the
purpose of the study, they were presented with its four parts. In the first part,
subjects were asked about their relationship with five people from their social
circle. The questions were the relationship features that are marked in bold in
Table 1. Ideally, we wanted the subjects to select people with whom they have
different types of relationships. Kola et al. [15] suggest that when left without
guidance, subjects tend to select people closer to them. This, in turn, leads to
less variety and a more imbalanced data set. To avoid this, we pre-determined
some of the features as follows: the first person the subject selects had to be a
family member. The second person had to be one of their (current or past) direct

2 The survey questions and the data can be found in the supplementary materials in
https://doi.org/10.4121/13176923.
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supervisors or managers. The third person had to be someone with whom they
have a negative or very negative relationship. The fourth person had to be one
of their friends. The last person had to be someone that the subject does not
know very well. Subjects were instructed to simply provide us with the initials
of these people. This way, on one hand anonymity is preserved, and on the other
hand, we could refer back to these people in the next parts of the experiment.
In the second part, subjects were presented with eight hypothetical social
situations, which were meeting scenarios involving one of the people from the
first part (selected randomly). We used hypothetical situations, since this gives
us control over the types of situations subjects are presented with, ensuring a
wide variety. To make the situations seem realistic, we presented subjects with
activities that are common for people in their daily lives. Meeting situations
were formed by combining situation cues: setting, activity within setting, event
frequency, initiator, and help dynamic, as described in Section 4.1 (E.g. “You
have a weekly work meeting with your team leader where you expect to get
feedback on a project that you are working on.”). Activities are not part of our
situation cues, however, we included them in the description of the scenarios
in order to make them more concrete. These activities were collected in the
exploratory pre-study described in Section 4.1. The activities were grouped into
settings, and for each setting, we selected the ones that were suggested more
often: four for the casual setting, three for the work setting, three for the family
setting, and two from the sports setting, for a total of twelve activities. We
selected more activities for the casual setting and less for sports, to reflect the
proportions of activities mentioned by the participants of the exploratory user
study. Each subject was presented with eight of these twelve activities. Subjects
were asked what priority they would assign to each situation on a 7-point Likert
scale (ranging from Very Low to Very High). Furthermore, they were asked how
likely they are to encounter a similar situation in their daily life on a 5-point
Likert scale (ranging from Very Unlikely to Very Likely). This information is
used to assess whether the hypothetical scenarios seem realistic to the subjects.
In the third part, subjects were presented with five pairs of situations (from
the second part), and for each pair, they were asked the following question:
“Suppose that in a certain week you are very busy due to some other unexpected
commitment, so you can attend only some meetings and cancel some others.
Which of these two meetings would you attend?”. Lastly, in the fourth part
subjects answered the survey about personal values described in Section 4.1.

4.3 Description of Data

In order to be able to build a model that generalizes better, it is important to
have a wide variety of data. Overall, we notice that this is the case for most
of the social features. The roles were represented as follows: friends - 29.5%,
family members - 26,31%, supervisors/managers - 21.3%, co-workers - 8.71%,
neighbours - 5.53%, members of the same group - 3.02%. Features such as geo-
graphical distance (64.8% living less than 1 hour away), depth of acquaintance
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(mean=3.28, SD=1.33), frequency of contact (mean=2.91, SD=1.4) and formal-
ity level (mean=2.27, SD=1.45) follow a similar distribution to the ones reported
in Kola et al. [15], so we do not report them fully for space purposes. Relation-
ship quality was on average slightly positive (mean=0.55, SD=1.26, on a scale
where -2=very negative, -1=negative, 0=neutral, 1=positive, 2=very positive).
Fixing its value for one of the selected people led to more balanced answers for
relationship quality as compared to the ones reported in [15].

When it comes to the priority of the scenarios, subjects assigned relatively
high priorities. The average priority was 5.12 (on a 7-point Likert scale), with
a standard deviation of 1.96. Participants found the scenarios on average to be
relatively realistic (mean=3.02, SD=1.5, on a 5-points Likert scale), with 47.9%
of the scenarios being ‘Likely’ or ‘Very Likely’.

In the third part of the user study, we asked subjects to specify which meeting
they would attend if they had to select between two meetings. We use this data
to test whether subjects mostly select meetings which have a higher priority.
In 25% of the cases, subjects were presented with two meetings which have the
same priority, so we cannot use this fraction of the data to test our hypothesis.
This is an unintended result of the experimental setup, and in future experiments
this can be controlled beforehand. For the data in which it is possible to make
a distinction, subjects select the meeting with a higher priority in 58% of the
cases, and the one with lower priority in 42% of the cases. This result marginally
supports our research hypothesis, however, 42% remains a large figure. One
potential reason can be the noise in the data caused by the fact that we present
subjects with hypothetical scenarios, since some of these scenarios are situations
that subjects do not normally encounter in their lives. To test this assumption,
we remove the meetings which subjects consider to be ‘somewhat unlikely’ or
‘very unlikely’ in part 2 of the experiment. In the remaining data, in 68% of the
cases subjects select the meeting with the higher priority. This is significantly
higher than 58% (Two-Proportions Z-Test, p < 0.05), which suggests unlikely
meetings can be a source of noise. Further reasons why some subjects select the
meeting with a lower priority will be explored in future work.

When asked about personal values, subjects reported on average the following
scores (on a 6-points scale): Benevolence - 4.81 (SD=0.93), Self-direction - 4.75
(SD=0.93), Universalism - 4.7 (SD=1), Security - 4.49 (SD=1), Hedonism -
4.03 (SD=1.09), Conformity - 3.96 (SD=1.22), Stimulation - 3.87 (SD=1.26),
Achievement - 3.78 (SD=1.28), and Power - 3.22 (SD=1.36).

5 Predicting Priority of Social Situations

In the following subsections, we use the data from the crowd sourcing user study
to explore our research questions.

5.1 Predictive Models and Results

In this section, we present the models that we use to predict the priority of social
situations, and compare their performance. Models take as input the full list of
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social relationship features and situation cues. Subjects could assign priorities
on a scale from 1 to 7, so we model this task as a regression task, since there
would be too many classes to model it as a classification task for the amount
of data that we have. This means, given a set of features, the model predicts
a continuous score between 1 and 7. We believe this should not pose an issue
although subjects were presented with discrete answer choices, since these choices
were ordinal, and the concept of priority is in itself continuous.

As mentioned in Section 3, we use a random forest model as well as a gradient
boosting machine model. Specifically, we use the RandomForestRegressor and
XGBRegressor implementations from the Scikit-learn package in Python®. We
split the data and randomly assign 80% to the training set and 20% to the test
set. We perform parameter tuning by using cross validation on the training set.
We report the performance of these models on the test set. For comparison we
include a decision tree model, since this approach was previously used to predict
the priorities of social situations [15]. Furthermore, we include three baseline
predictors based on heuristics, namely: an algorithm which always predicts the
mean priority score, an algorithm which predicts a random score between 1 and
7, and an algorithm which always predicts the most chosen class (in this case,
a priority of 7). Including such baseline predictors is common practice for new
machine learning tasks with no predetermined benchmarks (e.g. [10]).

We start by reporting the Mean Absolute Errors, as well as the Mean Squared
Errors for predictions on the test set. Results are reported in Table 2.

Table 2. Model errors in predicting the priorities of situations. Differences between
predictions are statistically significant (p < 0.05). In bold, the best performing model.

Model Mean Mean
Absolute Error Squared Error

Random Prediction 2.53 (SD=1.76) 9.17
Predict Most Chosen Class 1.84 (SD=1.93) 7.1

Predict Mean 1.56 (SD=1.15) 3.72
Decision Tree 1.81 (SD=1.79) 6.21
Random Forest 1.35 (SD=1.02) 3.25
XGBoost 1.43 (SD=1.12) 3.34

As we can see from the results, the best performing model is the Random
Forest model, followed by XGBoost. They outperform the Decision Tree model,
as well as the baseline heuristic predictors that we used as a comparison. In
practical terms, it means our best model on average makes a prediction error
of 1.35, on our 7 point scale. However, this number is just an average, so it
gives limited insight into individual predictions. For this reason, we look more
in detail into what does this error mean for the three best performing models
from Table 2.

3The code can be accessed under: https://github.com/ilir-kola/
priority-social-situations.git
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In general, our data set is to some extent unbalanced, since there are more
situations which receive a high priority (i.e. 5, 6 or 7) compared to the ones
receiving a low priority (i.e. 1, 2 or 3). In our specific domain - a personal
assistant that manages the user’s agenda - it is often more important to be
able to distinguish a situation with a low priority from one with a high priority
(or vice versa), rather than to be able to differentiate between two meetings
with different degrees of high (or low) priority. This is a well-known controversy
(e.g. [31]) arising from interpreting Likert scales as numeric intervals: a prediction
error of 2 which confuses ‘Slightly high’ with ‘Very high’ does not have the same
nuance as a prediction error of 2 which confuses ‘Slightly high’ with ‘Slightly
low’, because of the change of category (from high to low) involved in the latter
example. By dichotomizing our data into situations with high priority (i.e. with
a priority higher than 4) and low priority (i.e. with a priority lower than 4), we
can evaluate how often do the predictors assign a high priority to a situation
with a low priority, as well as the other way around (similar to Type 1 and
Type 2 errors). The algorithm which always predicts the mean (i.e., 5.12) always
predicts a high priority, so it is always right for situations with a high priority,
and always wrong for situations with a low priority. The Random Forest model
and XGBoost perform equally well for high priority situations: none of them is
classified to have a low priority by Random Forest, and only 2.17% of them by
XGBoost. When it comes to situations with low priority, these models clearly
outperform the heuristic predictor: Random Forest wrongly classifies only 30%
of situations to have high priority, whereas for XGBoost the value is 29.5%.

Our results suggest that Random Forest and XGBoost outperform heuristic
predictors both in absolute errors as well as when considered in the context of
our application domain. Random Forest has a slight edge on XGBoost, however,
the difference is not high enough so as to declare a clear winner.

5.2 Determining Important Features for Predictions

A key advantage of the machine learning models is the fact that it is possible to
get insight into their decision process. This allows for the possibility to explain
to the users which features led to a certain prediction, and adapt the model if
needed. We use the TreeExplainer method of the SHAP package, which is based
on the work of Lundberg and Lee [18].

From a global perspective, the most informative features are setting, re-
lationship quality, age difference, and role. This means these are the features
that mostly contribute to the predictions. However, when running the predictive
model without the least important features (i.e., hierarchy, geographical dis-
tance, other person’s gender), we notice a drop in accuracy. This suggests that
all the features are to some extent important in predicting specific situations.

To illustrate the interpretations of individual predictions we use two specific
social situations which our model had to predict (Figure 2). In both situations,
setting is the feature with the highest influence. We notice in this example that
the work setting causes the meeting to have a higher priority, whereas the casual
setting contributes to a lower one. As expected, a positive relationship quality
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meeting 1 higher = lower
model output value base value
3.644 3.96 4.144 4.644 5.144
initiator = ' rel_quality = setting = casual' age_difference = -15 | role = co-worker
none positive
meeting 2 higher = lower

base value model output value
4.744 4.944 5.144 5.344 5.531 5.744 5.944

)3 D O O G

initiator = setting = work age_difference = -12 ' rel_quality =

none negative

Fig. 2. Explaining the features that led to specific predictions. Larger bars have more
impact on the decision. Features marked in red contributed to making the priority
prediction higher, whereas the ones in blue lower. The text under the bar indicates the
values of each feature for the specific situations.

makes the priority of the meeting higher, as opposed to the negative relationship
quality. In both cases, meeting a younger person contributes to a lower priority.

This method allows for insight into the decision process of the agent, and can
form a basis towards explaining the suggestion to the user. Miller [19] proposes
that explanations in Al should be contrastive: people want to know why the
agent suggested a certain action rather than another one. This is inherently
part of our method, since the agent can explain to the user why one meeting
was selected instead of another. Furthermore, people prefer an explanation that
consists of a few causes rather than many. Using the SHAP package allows this,
since it identifies the features with the highest impact.

5.3 Role of Personal Values in Predicting Priorities

We start our work by building a predictive model using data from multiple peo-
ple, however, we want to explore whether it is possible to have some degree of
personalization for the user. To achieve this, we explore whether adding infor-
mation on the personal values of the users helps to increase the accuracy of the
model. The underlying assumption is that users with similar value preferences
will assign similar priorities to situations. This is based on the definition of val-
ues, which are considered to be drivers of behaviour. First, we train our Random
Forest model with the original set of features, as well as 9 new features repre-
senting the score that the user assigned to each of value groups (Section 4.1),
collected in the last part of the user study. The mean absolute error, in this case,
is 1.38. This means that the quality of the predictions slightly deteriorates when
adding information about values. One reason for this might be that adding 9
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new features to the existing ones causes the model to have too many features,
which can deteriorate performance. Another possible reason can be related to
the salience of personal values in different situations. Schwartz [29] argues that
in order for values to influence action not only should they be important to
the actor, but they should also be relevant in that specific context. Kayal et
al. also propose the use of domain values in order to reason about social com-
mitments [13]. We check for this insight in our data. Some situations explicitly
mention that the user is expected to help someone. Therefore, the value ‘helpful-
ness’ is salient in these situations. We notice that subjects who value helpfulness
more, on average assign a significantly higher priority to situations where they
have to help someone, as compared to subjects who value helpfulness less (6 vs.
5.09, p < 0.01 when performing the Mann-Whitney test). For meetings that do
not involve giving help, the differences in the priorities assigned by these sub-
jects are not significant. This suggests that certain values which are salient to
the domain can potentially help predictions.

6 Conclusions

6.1 Contributions

In this work, we propose an approach which enables personal assistant agents to
predict the priority of a user’s social situation. The approach relies on concepts
from social sciences which are used to model social situations, as well as machine
learning techniques which are used to learn the priority scores from data from
multiple people. First, we review literature from social sciences and propose a
set of features which we use to model the social situations of a user. Then, we
conduct a crowd-sourcing user study in order to gather the data needed to build
our predictive models and evaluate our approach. The subjects’ answers suggest
that having a numerical representation of priority can in principle be used to
help deciding which meeting to attend in cases of overlapping meetings. The
results marginally supports our hypothesis (RH): 58% of the subjects select the
meeting with a higher priority. This can form the basis for allowing a personal
assistant agent to use its priority predictions to choose between the meetings.
Next, we show that ensemble models such as Random Forests outperform
baseline models in predicting the priorities of social situations, especially when
it comes to differentiating between situations with high and low priorities (RQ1).
Furthermore, we present a procedure which enables the personal assistant agent
to determine the features that contributed to the predictions, which in future
work will be presented as explanations to the user. We envision that this, to-
gether with the fact that features are taken from social science literature and are
therefore more understandable for people, can help achieving the vision for more
transparent and intelligible personal assistant agents. Lastly, we test whether
adding information about the personal values of the user can help us lower the
prediction error (RQ2). Results show that in our setting this is not the case,
since the mean absolute error of the model suffers a slight increase. However,
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insights from the data suggest that using personal values which are salient in
the specific situation has the potential to be a more successful approach.

6.2 Limitations and Future Work

First of all, our experimental setup presented subjects with hypothetical sce-
narios. This was done to ensure variety in the data, however, this comes at the
cost of the data being noisier, since some of the scenarios might be unlikely to
actually occur, so the subjects might not answer consistently. It would be use-
ful to conduct a user study in which subjects report all their social situations
from a fixed period of time, in order to evaluate our models with more realistic
data. Furthermore, asking subjects which meeting they would attend when two
meetings overlap (part 3 of the user study) presented them with a binary choice,
which does not inform us how certain they were about their selection. An alter-
native would be to provide participants with a slider, where they can state how
inclined they would be to attend one of the meetings [13]. In future work, we
aim to enable personal assistant agents to provide full explanations regarding
their decisions to the user. This is based on our assumption that presenting the
user with the social features that contributed to a prediction makes the work of
the personal assistant agent more transparent. This has to be tested in practice.
Next, we will investigate the possibility of a feedback loop between the user and
the agent based on the explanations, in order to further personalize support.
This would be important especially for cases where the subjects disagree with
the agent’s decisions. Lastly, we will explore whether our models can be used to
predict other aspects of social situations other than priority.
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