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Abstract

“A novel tool for delivering learning content to autistic children in a manner that keeps the children engaged, is tailored towards their strengths, and improves learning gains”; this is the promise of using robots to enhance interventions for autistic children. While robots have been found to pique the children’s interest and improve engagement in interventions, designing robots to sustain long-term engagement that leads to learning is difficult. The children are very different from each other in how autism affects the development of their cognitive, language, and intellectual ability, which needs to be taken into account for the child-robot interaction. How this can and should be done is still an open question — one that will be addressed in this dissertation.

In the first part of this dissertation, I describe our research in developing a novel robot-assisted intervention for teaching the basics of emotion recognition to autistic children. Our research was part of the EU-project DE-ENIGMA. A key research question that we address is how we can design a robot-assisted intervention to engage autistic children in learning. To address this broad research question, we report a descriptive study where autistic children interacted with our initial prototype of the “DE-ENIGMA robot-assisted intervention”. In this study, we report on how the children’s individual differences are correlated with how the children interacted within the intervention. Furthermore, we conducted a literature study to assess the user needs and user requirements that are relevant for developing robot-assisted interventions for autistic children, and describe how we developed the DE-ENIGMA intervention.

The second part of this dissertation is related to a concept that is central to autism: predictability. Autistic children are believed to generally favour predictable environments, and contemporary Bayesian accounts of autism place the inability to effectively deal with unpredictability at the core of the condition. Because robots are programmable, we could, in theory, program them to be highly predictable. By doing so, we could address this need for predictability and possibly improve the engagement of autistic children to the intervention. In fact, the highly predictable nature of robots is a commonly used argument for why robots may be promising tools for those working with autistic children. Predictability, however, is poorly defined in current literature and lacks an operationalisation that we can use for manipulating a robot’s predictability. We therefore provide a novel formalisation and operationalisation of predictability, and how it relates to human-robot interaction, based on the predictive processing framework. Furthermore, we report on two experimental studies where we investigated the effect of a robot’s predictability on the studies’ participants. In
one study, we specifically look at people's social perception of a robot in relation to its predictability. In the other study, we investigated the effect of a robot's predictability on the engagement of autistic children to the robot-assisted intervention.

The work described in this dissertation is a step towards better understanding the concept of predictability and its effects on human-robot interaction, as well as how we can design robot-assisted intervention for autistic children that may sustain engagement.
Een nieuw stuk gereedschap dat leermateriaal kan presenteren aan autistische kin-deren op een manier waardoor de kinderen betrokken blijven, aangepast aan hun sterke punten, en wat uiteindelijk tot beter leren leidt. Dit is de belofte van het ge-bruiik van een robot in een interventie voor autistische kinderen. Hoewel robots de interesse kunnen wekken van autistische kinderen en hun betrokkenheid bij het leren vergroten, is het nog altijd lastig om robots zo te ontwikkelen dat ze een interactie voor de langere termijn kunnen onderhouden die tevens tot leren kan leiden. De kinderen verschillen erg van elkaar in hoe hun autisme hun ontwikkeling (op gebied van cognitie, taal, en intelligentie) beïnvloedt. Dit moet meegenomen worden in het ontwerp van de robot. Hoe we dit moeten bewerkstelligen is nog een grote vraag. In dit proefschrift ga ik hier dieper op in.

In het eerste deel van dit proefschrift beschrijf ik ons onderzoek naar het ont-wikkelen van een nieuwe robot-geassisteerde interventie voor autistische kinderen. Hiermee kunnen zij de basis leren van het herkennen van emoties. Ons onderzoek is deel van het Europese project genaamd DE-ENIGMA. Een van de hoofdvragen die we onderzoeken is hoe we een robot-geassisteerde interventie zo kunnen ontwikkelen waardoor de kinderen betrokken blijven bij het leren. Om antwoorden te vinden op deze brede onderzoeksvraag hebben we een beschrijvende studie uitgevoerd waarin autistische kinderen interacteerden met een vroeg prototype van de “DE-ENIGMA robot”. We rapporteren over hoe de individuele verschillen van de kinderen gecorre-leerd zijn met de typen van spontane interacties van de kinderen binnen de interven-tie. Daarnaast hebben we een literatuurstudie uitgevoerd waarin we naar user needs en user requirements hebben gekeken die relevant zijn voor het ontwikkelen van een robot-geassisteerde interventie. Als laatste in dit eerste deel van het proefschrift beschrijf ik hoe we de DE-ENIGMA robot-geassisteerde interventie hebben ontwikkeld.

Het tweede deel van dit proefschrift gaat over een concept wat centraal staat bin-nen autisme, namelijk “voorspelbaarheid”. Autistische kinderen zouden over het algemeen voorkeur hebben voor voorspelbare omgevingen. Hedendaagse Bayesiaanse theorieën over autisme verklaren deze conditie aan de hand van een onvermogen om efficiënt met onvoorspelbaarheid om te gaan. Omdat robots programeerbaar zijn, zouden we deze ook zo kunnen programmeren dat ze erg voorspelbaar zijn. Hierdoor zouden we aan de behoefte van autistische kinderen kunnen voldoen naar voorspel-bare omgevingen. En mogelijk zijn de kinderen daardoor dan ook meer betrokken bij het leren in een robot-geassisteerde interventie. De voorspelbaarheid van robots is dan ook een argument dat vaak wordt gebruikt om aan te geven dat robots zo veelbe-
Samenvatting

Lovend zijn als het om toepassingen gaat voor autistische kinderen. Echter, het concept voorspelbaarheid is slecht gedefinieerd in de huidige literatuur. Tevens ontbreekt er een operationalisering van dit concept die toepasbaar is zodat de voorspelbaarheid van een robot te manipuleren en programmeren is. Om dit probleem op te lossen hebben wij een nieuwe formalisering en operationalisatie van voorspelbaarheid bedacht, die betrekking heeft op het vakgebied van mens-robot interactie, en gebaseerd is op het predictive processing raamwerk. Met deze formalisatie en operationalisatie hebben wij twee experimentele studies gedraaid waarin we naar het effect van de voorspelbaarheid van een robot hebben gekeken op de onderzoeksdeelnemers. In één studie hebben we specifiek gekeken naar hoe de voorspelbaarheid van de robot de sociale perceptie van mensen beïnvloedt. In de andere studie hebben we onderzocht wat het effect is van de voorspelbaarheid van de robot op de betrokkenheid van autistische kinderen in het leren binnen een robot-geassisteerde interventie.

Het werk dat ik in dit proefschrift beschrijf brengt ons een stap dichter bij het begrijpen van het concept van voorspelbaarheid en de effecten hiervan op de mens-robot interactie. Tevens begrijpen we door ons werk nu beter hoe we robot-geassisteerde interventies kunnen ontwerpen die de betrokkenheid van autistische kinderen vast kan houden.
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1.1 Introduction

Human beings have evolved as creatures who can make and use simple tools to tools that can act on their own accord and behave in sometimes humanlike fashion. This dissertation relates to such tools, namely to robots. Specifically at robots which are primarily designed to work in close collaboration with people. These are the type of robots we often see in science-fiction media. Robots such as R2D2 and BB8 (Star Wars), Baymax (Big Hero 6), Number Six (Battlestar Galactica), HAL (2001: A Space Odyssey), or Marvin (The Hitchhiker’s Guide to the Galaxy). They have captured our imagination for ages, and their potential to transform the world (for good or bad, depending on the media) is immense. Video demonstrations of current robots do a good job at showing that they already live up to their potential, showing incredible feats in their interaction with people, making it easy to believe that science fiction future is already here today. The reality, however, is often less auspicious. Developing robots that can meaningfully interact socially with people for longer periods of time is hard. In the demonstrations, such robots are therefore often operated by a human controller, who creates the illusion that the robot can hold its own while interacting with people. One of the reasons why it is hard to develop a robot that can hold its own in social interactions with people is because robots often fail to meet our expectations. Initial expectations set by robots we know from science fiction (Kriz et al., 2010), but also expectations that stem from seeing a robot and interacting with it. If a robot can speak, it does not mean it can also hear and understand you when you talk to it, even though we would expect that it does. For most use-cases that revolve around robots that add value through social interaction, the technological requirements for such robots are very demanding, and are often too demanding (Fresh Consulting, 2020).

This dissertation relates to a promising use-case for robots that interact with other people, but for which the technological requirements are possibly much lower for it to add value. That is, robots which are designed for autistic children. For these children, the limited capabilities of robots may actually be beneficial, rather than
to the detriment of the robot. This statement is based on the idea that simple and highly predictable interactions may make it easier for autistic children to focus on the content, rather than being distracted or overloaded by too much sensory information. Thus, using robots for autistic children is a use-case where very simple interactions may be of great value, and thus hold great potential for becoming reality in the near-future.

Work on robots for autistic children started with the turtle robot (designed by BBN engineer Paul Wexelblat), equipped with a light, horn, and a pen, that facilitated a Logo learning environment in which Piagetian learning can occur and is supported (Papert, 1973). This robot-assisted learning programme was introduced to an autistic child by Emanuel and Weir (1976). The child could control the robot through a button box, where each button corresponded to a command (e.g. move forward, backward, left, right, hoot) (Perlman, 1974). Emanuel and Weir (1976) concluded:

"In the process of acting-out, David [the child] seems to be both telling himself and telling us what he understood — his monologue trails into dialogue spontaneously. Overt non-verbal and verbal social gestures and an increasing willingness to commit himself followed from the reality of his being a free agent of his own actions and learning, and of the self validating effect of understanding and being understood. The Logo environment served as a catalyst in developing our relationship with David precisely because he was able to actively control and understand an object of common interest, the turtle." [p. 128]

Much has changed since 1976, but the idea that a robot can elicit interaction between an autistic child and an adult remains relevant today.

This dissertation is dedicated to further our understanding of developing effective robot-assisted interventions for autistic children. Specifically, I will focus on understanding the concept of predictability in the context of human-robot interaction (HRI); what is this concept about, how to measure it, and what are its effects on (autistic) HRI.

1.2 Autism Spectrum Condition

In this dissertation, we focus specifically on children with an Autism Spectrum Condition (hereafter referred to as “autism”) and how we may promote their engagement in robot-assisted interventions to sustain long-term engagement. Autism is a lifelong neurodevelopmental condition that affects the way an individual interacts with others and experiences the world around them. Throughout this dissertation, we will refer to individuals with autism as autistic individuals\(^2\), compared to non-autistic, or typically developing individuals. According to the DSM-V (American Psychiatric Association, 2013), autism is a spectrum condition, which means that while there is wide variation

\(^2\)Work by Gernsbacher (2017) suggests that person-first language may be stigmatising, and autistic adults prefer the use of disability-first terms, rather than person-first terms because they feel that being autistic is central to their identity (Kenny et al., 2016). We will therefore refer to these individuals/children throughout this dissertation as autistic individuals/children (or just as individuals/children).
in the type and severity of symptoms autistic individuals experience, these symptoms are believed to result from the same underlying mechanism. Diagnostic criteria for autism, defined in the DSM-V, include two core features, namely (a) difficulties in social interaction and communication (so-called “social features”), and (b) the presence of rigid and repetitive patterns of behaviours and limited personal interests (so-called “non-social features”). Both sets of features must be present from early in development and cause significant difficulties to the individual and/or to the people around the individual (American Psychiatric Association, 2013). Current prevalence estimates of autism found that around 1 in every 100 individuals is on the autism spectrum (Brugha et al., 2011; Elsabbagh et al., 2012), many of whom struggle to find and retain employment, to live independently, and to sustain friendships and intimate relationships (Howlin et al., 2004). For Europe, this means approximately 7 million autistic individuals. If you include their families, autism is a part of daily life for more than 24 million individuals.

Autism was first termed described by Leo Kanner in 1943, based on his observations of eleven children (Kanner, 1943). Since then, there have been numerous attempts to explain the behavioural features of autism. The most prominent attempts have included the theory of mind hypothesis (Baron-Cohen et al., 1985), the executive dysfunction hypothesis (Ozonoff et al., 1991; Hill, 2004) and weak central coherence theory (Frith and Happé, 1994; Happé and Frith, 2006). More recent accounts of autism, include the empathising-systemising account (Baron-Cohen, 2002, 2009) and Bayesian accounts of autism (Pellicano and Burr, 2012; Van de Cruys et al., 2014; Lawson et al., 2014; Sinha et al., 2014), which we describe briefly in turn.

According to Baron-Cohen (2002), the core features of autism can be explained as individual variation on the dimensions of empathising and systemising. In this, empathising refers to the drive to identify other people’s emotions and thoughts (cognitive empathy) and the appropriate emotional response (affective empathy). Systemising is the tendency to analyse and explore a system and extract underlying rules that govern its behaviour. In this, a system can be any kind of system that follows specific rules, whether mechanical (e.g. a robot), abstract, or any other type. According to the empathising-systemising theory, the social features of autism can be explained by having difficulties with empathising, while the non-social features can be explained as a high tendency to systemise. This could also explain why many autistic children are drawn to technology such as a robot.

The Bayesian accounts of autism attempt to identify the mechanisms underlying the difficulties autistic individuals face within a Bayesian computational model of perceptual inference (Pellicano and Burr, 2012; Van de Cruys et al., 2014; Lawson et al., 2014; Sinha et al., 2014). These Bayesian models of perception include predictive coding/predictive processing and other generative models (Rao and Ballard, 1999; Bar, 2007; Friston, 2010; Clark, 2013; Hohwy, 2013), which all assume that perception is an optimised combination of external sensory data (the likelihood) and an internal model on what sensory information is expected (the prior). For autistic individuals, the process of matching sensory data with the internal model is assumed to be atypical by these Bayesian accounts of autism. As a result, autistic individuals have difficulty predicting sensory information. Social environments are highly un-
predictable, and therefore rely more strongly on the internal model for generating predictions, which can explain the social features of autism. In turn, the non-features are the result of trying to maintain a highly predictable environment. We will go more in depth into these Bayesian accounts of autism in Chapter 6, as they play a central role in explaining how we predict a robot’s behaviour.

1.3 Research context and scope

The work presented in this dissertation is part of the DE-ENIGMA project 3, which was funded by the European Union’s Horizon 2020 programme. The DE-ENIGMA consortium was made up of five scientific institutions (University of Twente, University College London, Imperial College London, Institute of Mathematics of the Romanian Academy, and the University of Passau, for whom the members later moved to the University of Augsburg), two associations (Serbian Society of Autism, and Autism-Europe), and one industrial company (IDMind). Each partner took responsibility for one aspect in the development of a novel robot-assisted intervention. The University of Twente was primarily tasked with creating an understanding of the context of use for the DE-ENIGMA system and the design and development of the DE-ENIGMA intervention. The research reported in this dissertation is therefore related to this task.

The aim of the DE-ENIGMA project was to develop a novel intervention for teaching emotion recognition to autistic children with the help of a humanoid robot. Autistic children often have difficulties recognising, interpreting, and producing facial expressions and emotions, across modalities (face, voice, body) (for a review, see Uljarević and Hamilton, 2013). Recognising emotions is central to success in social interaction (Halberstadt et al., 2001), and due to impairment in this skill, autistic individuals may fail to accurately interpret the dynamics of social interaction. Learning to recognise the emotions of others may provide a toehold for the development of more advanced emotion skills (Strand et al., 2016), and ultimately improve social competence (Denham et al., 2003).

The target audience for the DE-ENIGMA robot-assisted intervention are autistic children who are “less cognitively able”, as research for this group of autistic children is relatively limited — most research focuses on more cognitively able autistic children (Tager-Flusberg and Kasari, 2013). Many of the “less cognitively able” children have limited receptive language and lower intellectual ability, and often require much higher levels of support from specialist teaching than regular, mainstream schools can typically provide. For the design of the autistic child-robot interaction, the needs of these children bring additional challenges to providing interactions where those individuals involved and the robot understand each other. Some of these challenges are addressed in this dissertation, such as providing non-verbal ways to interact with the robot.

The robot that was used in the DE-ENIGMA project is Robokind’s R25 humanoid robot called “Zeno” or “Milo” (see Figure 1.1). This robot was used in all studies reported in this dissertation. The main feature of this robot is its expressive face,

3See http://de-enigma.eu/.
which can be used to display facial expressions of emotion. It has five degrees of freedom in its face and two in its neck, which allowed us to design facial expressions of emotion for expressing joy, sadness, anger, fear, surprise, and disgust (Schadenberg et al., 2018). For the DE-ENIGMA intervention to be meaningful, learning to recognise the facial expressions of Zeno will need to generalise to humans. The expressive face of Zeno resembles that of a human (although the proportions of the face are off to make it slightly cartoonish). This made the robot particularly suitable for the DE-ENIGMA intervention, as gap between Zeno’s facial expressions and human facial expressions is much lower than when using robots that are less humanlike.

### 1.4 DE-ENIGMA database

One of the major outcomes of the DE-ENIGMA project is the development of the DE-ENIGMA database\(^4\) — a publicly available multi-modal database of autistic children’s interactions in the setting of a robot-assisted intervention. The database allows researchers to train autism-specific algorithms, based on the audio, video, and 3D video recordings that we collected, as well as to conduct behavioural analyses on the children’s behaviour. To develop the DE-ENIGMA database, we (the DE-ENIGMA consortium) conducted a large data collection study in the first year of the project. The database includes 121 autistic children aged 5 to 12, from Serbia ($n = 59$) and the United Kingdom ($n = 62$). The recordings in the United Kingdom were held at three separate special education schools, where some of the children of those schools participated. For the Serbian recordings, the Serbian Society of Autism — our partner in the DE-ENIGMA project — invited parents of autistic children from their network to participate in the study, which was held in a rented apartment.

For the data collection study, we developed an initial robot-assisted activity, which was based on the teaching programme developed by Howlin et al. (1999). This teach-

\(^4\)See [https://deenigmadb.wordpress.com/](https://deenigmadb.wordpress.com/).
ing programme focuses on teaching perception, expression, understanding, and social imagination related to the affective states happiness, sadness, anger, and fear. We adapted the teaching programme to include a robot, which would perform the facial expressions of emotions. Each child was randomly assigned to either the robot-assisted or adult-assisted activities. For the latter, the activity was simply to engage in the Howlin et al. (1999) teaching programme.

1.5 Research questions and structure of the dissertation

The initial goal of the DE-ENIGMA project was to develop a robot-assisted intervention for teaching emotion recognition to autistic children. For any robot-assisted intervention that is to lead to learning, it is essential that the children engage and stay engaged with the tasks in the intervention. This is because engagement is a necessary prerequisite for learning (McCormick et al., 1998), where higher engagement results in more opportunities for cognitive and social skill learning (Greenwood, 1991; Fredricks et al., 2004). Developing a robot that can sustain long-term engagement is difficult even for typically developing children (e.g. Kanda et al., 2004; Leite et al., 2013), and autistic children have additional (support) needs and desires that need to be addressed before they can engage within the intervention. For instance, autistic children can have cognitive difficulties that may limit their language understanding or intellectual ability. They might also be preoccupied with certain senses that then dictate their behaviour, or are more easily overloaded by sensory information compared to typically developing children. These examples can all prevent an autistic child from engaging in the intervention, or disrupt an ongoing interaction. To make matters more difficult, autism is a spectrum condition. Their atypicalities in cognitive, emotional, behavioural and social functioning caused by autism therefore manifest very differently in both quality and quantity (Happé et al., 2006). The first research question that I will address is therefore:

Research question 1: How can a robot-assisted intervention be designed to engage autistic children in learning?

To answer this broad research question, I will describe the concept of engagement in the context of within Human-Robot Interaction (HRI) in Chapter 2, as this concept can be (mis)interpreted in various ways (Azevedo, 2015). In Chapter 3, I report on a literature analysis that we conducted in order to assess what was already known for developing effective robot-assisted interventions. This resulted in a list of general user requirements for robot-assisted intervention. In this chapter, I also report on two studies that we conducted to find current needs of educators and autism professionals. In Chapter 4, I report on our study where we explored how autistic children interacted within the initial prototype of the DE-ENIGMA robot-assisted intervention. In this study, we also look into how differences in the interaction are correlated with autism-specific traits (e.g. autism severity scores), and investigate how autistic children spontaneously interact with objects and robots. Lastly, we describe the development of the DE-ENIGMA intervention prototypes in Chapter 5, as well as how each prototype was tested.
In the design of our final version of the DE-ENIGMA intervention, one concept stood central for facilitating engagement, namely the concept of **predictability**. In our description of autism in Section 1.2, we briefly touched on the Bayesian accounts of autism that explain the condition through atypicalities in the mechanism to generate and/or use predictions, which results in a desire for predictability. In the context of social skill learning, experiencing discomfort due to dealing with unpredictability is problematic, because it could prevent children from being in a mental state where learning can occur. For instance, dealing with unpredictability can cause anxiety (Paulus and Stein, 2006). In current educational practices, predictability is therefore accentuated at schools (e.g. through the TEACCH approach (Mesibov and Shea, 2010)), so that autistic children know what to expect during the day, increasing their engagement in learning (MacDuff et al., 1993; Bryan and Gast, 2000; O'Reilly et al., 2005). Incorporating a robot in social skill learning can be helpful in that it can provide a highly predictable manner of learning social skills, as we can systematically control the predictability of the robot's behaviour (as we will see later in this dissertation). Indeed, the predictability of a robot is a commonly used argument for why robots may be promising tools for autism professionals working with autistic children (e.g. Dautenhahn and Werry, 2004; Duquette et al., 2008; Thill et al., 2012; Huskens et al., 2013; Sartorato et al., 2017; David et al., 2020). While the concept of predictability is often mentioned in literature on autism and robots for autism (or HRI for that matter), a conceptualisation of predictability is missing. This prevents us from effectively taking predictability into account when developing robots for autistic children. This leads to our second research question:

**Research question 2**: What is predictability in relation to people interacting with robots?

To this end, we look at robot predictability from the perspective of predictive processing in Chapter 6. Predictive processing is a framework from cognitive neuroscience, which provides an account of how the brain makes sense of sensory information. In this chapter, we make the distinction people's ability to predict robot behaviour and people's attribution of predictability to a robot. For the latter, we developed a new measurement scale, which we report on in Chapter 7.

With a better understanding of what robot predictability is, we then explored whether this concept is actually relevant for HRI, and in specific for autistic children interacting with robots. For autistic children, a highly predictable robot may be beneficial in facilitating engagement (for reasons stated above), but there is currently no experimental evidence that this is actually the case. The third and final research question that we address in this dissertation is therefore:

**Research question 3**: How does robot predictability influence human-robot interaction?

To address this research question, we conducted two experimental studies and investigated how a robot's predictability influences people's perception of that robot, and how it influences the engagement of autistic children. The first of those two studies was a video-HRI study with non-autistic individuals to assess how a certain
operationalisation of robot predictability influences people’s social perception of the robot. I report on this study in Chapter 8. The reason for testing with non-autistic individuals is that our measures for robot predictability were too complex to be used with autistic children, many of whom have high support needs and limited language understanding. In Chapter 9, I report on a joint-study conducted by the DE-ENIGMA consortium. At this time, the aim of the project had shifted from evaluating the DE-ENIGMA intervention in a randomised control trial study to assessing the effect of the robot’s predictability on autistic children. In our analysis, we investigate how robot predictability influences the (two types of) engagement of autistic children to the DE-ENIGMA intervention.

To conclude the dissertation, we discuss in Chapter 10 how our work addressed the three overarching research questions outlined above, and the implications of our work. In this chapter, we draw our final conclusions on engaging autistic children in a robot-assisted intervention and the role of robot predictability therein.

1.6 Contributions

This dissertation provides the following contributions:

**An initial list of user requirements for developing robot-assisted interventions (Chapter 3).** To develop a novel robot-assisted intervention, we have identified a number of user requirements based on a literature search and two studies where we interview our users on what they find important requirements. The list that we present provides an initial set of user requirements that can be used for a user-centered development of robot-assisted interventions.

**New insights into how autistic children interact in robot-assisted settings (Chapters 4 and 5).** The studies presented in this dissertation resulted in new insights in how autistic children interact with robots as well as interact with an adult in the presence of a robot.

- **Spontaneous interactions of autistic children within a robot-assisted intervention.** While there are several reports that describe how autistic children interact within robot-assisted settings, these are limited to qualitative reports with small sample sizes. Translating insights from these reports to design is difficult due to the large individual differences among autistic children in their needs, interests, and abilities. To address these issues, we conducted a descriptive study and report on quantitative and qualitative analyses of how 31 autistic children spontaneously interacted with a humanoid robot and an adult within the context of a robot-assisted intervention, as well as which autistic traits were associated with the observed interactions.

- **Facilitating communication with a robot through tangibles.** Autistic children will need to be able to communicate with a robot in a way that both parties can understand each other. This can be difficult, as autistic children may have limited language use and understanding. Through a number of small exploratory
studies, we investigated how we could facilitate engagement with learning in a robot-assisted intervention through the use of tangibles.

**Formalisation and operationalisation of the concept of predictability as it relates to HRI (Chapter 6).** Our current conceptual understanding of the concept predictability in the context of HRI, is too limited for understanding how robots can facilitate predictability and how this shapes people’s perception of robots. This limits us in effectively taking predictability into account in the design of robot behaviour. We therefore provide a novel operationalisation and formalisation of predictability, as it relates to HRI, based on the predictive processing account of human cognition. Our operationalisation and formalisation now allows us to study the robot predictability, and investigate its effects on people’s interaction with robots.

**A new scale for measuring the unpredictability that is attributed to a robot by a person (Chapter 7).** Previous studies measured to what extent people attribute predictability to a robot as an attribute either through a single item, or multiple items specific to predictability of robot motion. Single-item measures are more vulnerable to random measurement errors and unknown biases in the meaning and interpretation of that item. With multiple-item scales, the random measurement error is more likely to be cancelled out. Moreover, they cover a broader range of meanings of a construct, which can reduce the effect of differently interpreting an item. We therefore developed a new multi-item scale that measures to what extent unpredictability is attributed to a robot, and which is not restricted to the predictability of robot motions.

**New insights into how a robot’s predictability influences people (Chapters 8 and 9).** Based on our operationalisation and formalisation of robot predictability, we conducted two experimental studies to assess how this concept influences HRI.

- **People’s social perception of a robot in relation to its predictability.** A degree of unpredictability in robot behaviour may be desirable for social interactions in facilitating engagement and increasing the attribution of mental states to the robot, but can also negatively affect the social perception of the robot. We carried out a video HRI study where we manipulated the robot’s predictability, and measured people’s social perception of the robot, their ability to predict the robot’s behaviour, and to what extent they attributed predictability as an attribute of the robot.

- **Autistic children’s engagement in a robot-assisted intervention in relation to a robot’s predictability.** The effectiveness of robot-assisted interventions designed for social skill learning presumably depends on the interplay between robot predictability, engagement in learning, and the individual differences between different autistic children. To better understand this interplay, we report on an experimental study where 27 autistic children participated in the DE-ENIGMA robot-assisted intervention. We manipulated the robot’s predictability and measured the children’s engagement, visual attention, as well as several individual factors.

Through these contributions, we can formulate an answer to the research questions posed in the previous section.
Part I

BACKGROUND

“The curse of climbing is discovering how great the distance yet to climb.”

Steven Erikson, Gardens of the Moon
This chapter is based on the literature sections of following articles:


In this chapter, we will give a theoretical background on engaging autistic children in child-robot interactions. To do so, we will start by explaining the use-case of using robotic technology for autistic children (Section 2.1). Why do we bother these children with a robot? What central need of them could a robot hope to solve? Well, a recurring pattern in earlier literature on robots for autistic children is that the children often showed increases in engagement when a robot was incorporated in the interaction, compared to the regular adult-child interactions without a robot involved. As the concept of engagement plays a central role in this dissertation, we then provide a brief explication of the concept of engagement as it relates to learning (Section 2.2). Next, we discuss what the engagement of autistic children with robots looks like, and what (dis)similarities there are with how they interact with inanimate objects (Section 2.3). After all, there is no evidence that autistic children will always perceive robots as social agents, and they may simply treat them as an inanimate object. As autistic children are known to be a highly
heterogeneous group of children, we then discuss several key idiosyncrasies that may influence how autistic children engage within a robot-assisted activity (Section 2.4). We end this chapter with a conclusion on the previously discussed sections (Section 2.5).

2.1 Robots and interventions for autistic children

To help autistic individuals lead lives of their own choosing, various interventions have been developed that try to teach certain social, behavioural, or cognitive skills. These include Applied Behavior Analysis (Baer et al., 1968) interventions, social skills training (McConnell, 2002), occupational therapy (Case-Smith and Arbesman, 2008), physical therapy (Srinivasan et al., 2014), and sensory integration therapy (Lang et al., 2012). To improve the efficiency and effectiveness of such interventions, they have been enhanced with Information Communication Technology (ICT) (Boucenna et al., 2014; Grynszpan et al., 2014), such as robots, interactive environments, computers, or touch screens (Boucenna et al., 2014). Autistic individuals are reported to often have affinity with ICT (Bernard-Opitz et al., 2001; Silver and Oakes, 2001), and have been found to prefer interacting with media over other play activities (Shane and Albert, 2008).

ICT can also provide interactions that are specifically designed to address the needs of autistic children, potentially creating more understandable and engaging interventions. The autistic children’s need for sameness can be addressed by designing ICT to be highly predictable. For robots, this argument is commonly used to explain why robotic technology in specific may be promising tools for autism professionals working with autistic children (e.g. Dautenhahn and Werry, 2004; Duquette et al., 2008; Thill et al., 2012; Huskens et al., 2013; Sartorato et al., 2017; David et al., 2020). Furthermore, ICT is free of social demands that are often challenging for autistic individuals in human-human interactions.

Another factor that can be taken into account when designing ICT are the strengths of autistic children. For instance, they often have relatively strong visual processing skills (Shah and Frith, 1983), and show a strength in understanding the physical world, compared to understanding the human social world (Klin et al., 2009). This could be taken into account in the interaction design, for example, by reducing distracting stimuli to increase attention, and use visually cued instructions. All-in-all, ICT can be more easy to understand and more motivating to autistic children, improving their engagement in the ICT-enhanced intervention. As engagement is considered to be a necessary prerequisite for learning (McCormick et al., 1998), where higher engagement results in more opportunities to gain knowledge for cognitive and social development (Greenwood, 1991; Fredricks et al., 2004), improving the child's engagement within the intervention can improve its efficiency.

In a similar vein, robotic technology has been used to promote engagement of autistic children in interventions. Generally speaking, incorporating a robot in an intervention for autistic children appears to have a positive effect on the child’s engagement and attention to the learning task (Scassellati et al., 2012; Simut et al., 2016), as shown by increases in positive affect (Costescu et al., 2015; Kim et al., 2015), communication (Kim et al., 2013; Wainer et al., 2014), and in attention.
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Werry, 2004; Tapus et al., 2012; Simut et al., 2016). Importantly, the engagement that is observed is often social in nature and is directed not only at the robot, but also at other people near the robot (Robins et al., 2005; Duquette et al., 2008; Feil-Seifer and Matarić, 2009; Kozima et al., 2009; Kim et al., 2013). The latter is significant, because from a pedagogical point of view, it does not necessarily matter whether the child interacts with the robot or whether the robot elicits interaction between the child and adult, as learning can occur in either case.

Next to having a positive effect on engagement, robots are also thought to be less complex in terms of perceptual processing, where a robot’s behaviour does not have the richness of social cues of human behaviour (Duquette et al., 2008; Sartorato et al., 2017). Robots could also deliver ‘on demand’ social skill learning, and provide quantified metrics of the child that can be used by an adult to further tailor the learning content to the child (Scassellati, 2007). Furthermore, some studies suggest that robots may be more engaging when compared to virtual agents. The robot’s presence has been found to elicit more speech (Kim et al., 2013), and results in more social initiations of the child (Pop et al., 2013). As such, robots have been used to enhance interventions aimed at teaching various key behavioural skills, such as imitation (Tapus et al., 2012; Warren et al., 2015a), joint attention (Bekele et al., 2014; Warren et al., 2015b; David et al., 2018; Zheng et al., 2020), collaborative play (Wainer et al., 2014), turn-taking (David et al., 2020; Kostrubiec and Kruck, 2020), perspective taking (Scassellati et al., 2018; Wood et al., 2019), and emotion recognition and expression (Chevalier et al., 2017a; Scassellati et al., 2018). Learning such skills takes time, and as such, robots need to be capable of long-term interactions.

Scassellati et al. (2018) deployed a home-based robot-assisted intervention for one month, and showed that the robot was used for around 23 sessions of nearly 30 minutes long. In this intervention, the learning content was displayed on a touch-screen monitor in the form of games the child could play. The robot operated fully autonomously, where its role was to give feedback and keep the child motivated. The results showed positive effects on learning, in particular that the learned skills seemed to generalise to interactions with other people. However, the experimental design did not allow for the authors to draw firm conclusions regarding learning, as there was no control group, or randomisation of the design (e.g. an ABAB reversal design). Furthermore, and critically, the impact of the robot on the learning could not be assessed in this study. A similar research design and setup was used in Clabaugh et al. (2019), who also found that the robot-assisted intervention could sustain engagement over a month-long period of use (~14 sessions), but did report large differences in engagement between autistic children.

In a similar vein, Syrdal et al. (2020) reported on their experiences with deploying the KASPAR robot in a nursery school. The robot could perform some scenario’s autonomously, whereas others required input from a school staff member. Contrary to Scassellati et al. (2018) and Clabaugh et al. (2019), the autistic children learned through interacting with the robot and the school staff member, rather than through computer-displayed learning content. On average, the children interacted with the robot 27 times, but again, there were large differences in engagement between children (ranging from a handful to nearly 70 interactions). Over time, the children
improved in the sensory and communication domains, although the research design did not allow the authors to conclude that these domains improved because of their interaction with the robot.

To summarise, the current state of the art robot-assisted interventions can maintain engagement for a month and operate autonomously (Scassellati et al., 2018; Clabaugh et al., 2019). To what extent the robot contributes to the sustained engagement over longer periods of time, however, is unclear, as the learning content (i.e. digital games) and the accompanying adult could also be motivating factors. Studies also reported large differences between autistic children in their engagement within robot-assisted interventions (Clabaugh et al., 2019; Syrdal et al., 2020). Nevertheless, initial results from studies that assess whether their robot-assisted intervention taught the children the targeted skill are promising (Scassellati et al., 2018; David et al., 2020; Syrdal et al., 2020), yet inconclusive. The reported increases in learning could also be the result of the passing of time or learning outside the intervention (Scassellati et al., 2018; Syrdal et al., 2020), or might be no different from learning in the intervention without a robot (David et al., 2020). Taken together, it is still unclear how we should design robot-assisted interventions to sustain long-term engagement that leads to learning, and where the robot is providing a benefit over other similar (technology-assisted) interventions. Given the central role of engagement in learning for the effectiveness of robot-assisted intervention (and for this dissertation), we will start with a brief explication of the concept of engagement.

2.2 Engagement definitions and measures

Azevedo (2015) discusses how the concept of engagement in learning has been (mis)interpreted in various ways in the literature leading to different definitions and meanings of this concept. Within the field of Human-Robot Interaction (HRI), engagement is often used as an outcome measure to say something about the quality and length of a participant’s interaction with the robot. Engagement is also a concept used for the development of robots that can detect various stages of the user’s engagement, such as the intention to engage, being engaged, or being disengaged. An often used definition of engagement in HRI literature is that of Sidner et al. (2005), who define engagement as “a process by which individuals in an interaction start, maintain and end their perceived connection to one another”. Other definitions emphasise that engagement is an affective process formalised as the degree to which an individual wants, or chooses, to engage with a system (e.g. Bickmore et al., 2010; O’Brien and Toms, 2008). While there is no consensus on a single definition for engagement, it is generally viewed as a multi-dimensional concept, including a behavioural, cognitive, and affective component (Connell and Wellborn, 1991; Fredricks et al., 2004). Note that these components of engagement are overlapping and can sometimes be difficult to disentangle (Sinatra et al., 2015).

2.2.1 Behavioural engagement

We are interested in engagement with a robot as it relates to the children’s state in which learning can occur, as this is what we are trying to achieve with robot-assisted
interventions. In such a context, *behavioural engagement* refers to the child’s participation in learning activities and involves on-task behaviour. Overall, studies on the engagement in learning of autistic children mostly relate to behavioural engagement (Keen, 2009), often referred to as “social engagement” when the task is to engage with another person. As with the definition of engagement, there are also various approaches to measuring the behavioural engagement of autistic children in their interaction with a robot. It can be directly assessed through observing the behaviour of the child, annotating the level of behavioural engagement on a macro-behavioural level. For instance, Kim et al. (2012) developed a compliance-based coding scheme for measuring (behavioural) engagement, where the speed of the autistic child’s reaction to instructions or requests is indicative of the child’s level of behavioural engagement. In this coding scheme, spontaneous engagement is the highest level of behavioural engagement, in contrast to a child refusing to comply to the robot or adult’s request and walking away, which is the lowest level of behavioural engagement. Other studies report on micro-behavioural interactions, which are used to code the type of engagement, to get a deeper insight into how autistic children engage (e.g. Kostrubiec and Kruck, 2020; Schadenberg et al., 2020b). The choice for a certain measurement of behavioural engagement appears to be influenced by the purpose of the study and the type of data being gathered.

### 2.2.2 Affective engagement

*Affective engagement* is about the child’s (inferred) interest in the learning activity and how much the child enjoys it. It is generally assessed through observing the autistic child’s emotions from which the underlying affect is inferred in terms of valence and/or arousal (e.g. Kim et al., 2012; Rudovic et al., 2017, 2018). Correctly inferring the affect from the emotional expressions of autistic children can be difficult, however, as they can produce unique and unusual facial expressions, including blends of incompatible emotions that are not seen in typically developing children or children with Down syndrome (Yirmiya et al., 1989). Also, the vocal intonation of autistic children can be atypical when expressing emotions (Macdonald et al., 1989; McCann and Peppé, 2003; Paul et al., 2005). Notwithstanding, valence and arousal can be successfully annotated for autistic children with sufficient agreement between coders (Kim et al., 2012; Rudovic et al., 2017). Furthermore, using a machine learning approach trained on data of autistic children, valence and arousal can be detected using facial, body-pose, and audio features, and heart rate (Rudovic et al., 2018).

### 2.2.3 Cognitive engagement

*Cognitive engagement* refers to the quantity and quality of the child’s psychological investment in learning (i.e. use of cognitive effort in order to understand). The cognitive engagement of autistic children is difficult to measure, as the current measures for cognitive engagement (Azevedo, 2015) overlap with the other components of engagement (Miller, 2015), or can be too complex to be used by autistic children, such as self-report questionnaires. Task-evoked pupillary responses have long been associated with attentional engagement (Beatty, 1982) and cognitive activity (Hess
and Polt, 1964; Kahneman and Beatty, 1966), as well as emotional arousal (Bradley et al., 2008), and have been used by researchers to measure the cognitive/affective engagement of autistic children (e.g. Frost-Karlsson et al., 2019). However, measuring pupil dilation requires carefully controlled experiments and experiment environment to control for other factors that influence pupil dilation, such as the pupillary reflex to changes in illumination (Beatty and Lucero-Wagoner, 2000). This makes pupil dilation difficult to use in real-world settings where the illumination cannot be fully controlled. A concept that is more easily measured — and is related to cognitive engagement — is that of attention, which is often viewed as a necessary component for basic forms of engagement to occur (Corrigan et al., 2016). Attention has both a covert and overt component, where overt visual attention is relying on the gaze fixation on a certain location, and covert attention involves cognitive processes for paying attention to something without the movement of the eyes (Wu and Remington, 2003). Indeed, gazing at a particular object is not always indicative of the person paying attention to that object (Posner, 1980). Nonetheless, measuring visual attention through gaze is a commonly used proxy for cognitive engagement in the field of HRI (Rich et al., 2010; Anzalone et al., 2015), and is also used with autistic children engaging with robots (e.g. Tapus et al., 2012; Anzalone et al., 2015; Javed et al., 2019, 2020; Kostrubiec and Kruck, 2020).

2.2.4 Engagement as a holistic concept

Clearly, the various measures and components of engagement also show overlap. For example, as Miller (2015) noted, gazing at a certain location may also indicate affective engagement, as people look more at what they like (Maughan et al., 2007). Altogether, engagement (the concept as a whole) is a fusion of behavioural, affective, and cognitive components of a person’s involvement with a robot. Each of the components of engagement are considered essential for learning, as children are able to learn more effectively this way than when passively observing or receiving information (King et al., 2014). As such, considering all three components can provide a richer characterisation of a child’s engagement than any single component. Sometimes all three components of engagement are combined into one bespoke measure for engagement (e.g. Simpson et al., 2013; Javed et al., 2019; Jain et al., 2020). For example, through measuring social signals such as eye gaze, vocalisations, smiles, spontaneous interactions, and imitation, which can then be converted into an engagement score by adding one point of engagement for each social signal that is present in a certain segment.

2.2.5 Conclusions

To conclude, engagement is a very broad concept and is formalised and operationalised in HRI studies in various ways. In spite the differences, studies commonly refer to the concept simply as “engagement” and do not make a distinction between the various components of engagement that is study relates to. This makes it difficult to generalise findings from one study that investigated engagement to other settings. As we are interesting in engagement as it relates to learning, we ascribe to the view that
engagement consists of a behavioural, affective, and cognitive component (Connell and Wellborn, 1991; Fredricks et al., 2004), since this distinction is widely used in educational sciences. These components can also be applied to HRI, and have also been used in this context, although to a lesser extent. Our own research will therefore also distinguish between these three components of engagement where necessary, or otherwise consider the concept holistically when we refer to it as “engagement”. Next, we will look at how autistic children engage within robot-assisted activities, and with robots and objects in specific.

2.3 The interactions of autistic children with robots and objects

2.3.1 Autistic children interacting with robots

The type of robots that are used in robot-assisted interventions are referred to as socially assistive robots. The main feature of these robots is that they interact socially with the user as a means of helping them in some way (Feil-Seifer and Mataric, 2011b). What this interaction looks like, and thus what the design of the robot’s behaviour should try to achieve, depends on how the robot is positioned within an intervention.

In a review, Diehl et al. (2012) identified three types of socially assistive robot applications in interventions for autistic children. Firstly, the robot can be used to elicit a target behaviour. This can then create a situation that can be utilised by an adult – or the robot – to promote prosocial behaviour. An example of this application is the intervention described by David et al. (2018), where the robot tries to elicit joint attention and provides feedback. Secondly, the robot can be used as a tool for learning and practising a target behaviour. For instance, in Chevalier et al. (2017a), the robot mimics the child’s facial expressions and serves as a mirror for the child to enable playful practice with facial expressions. In the intervention, the robot is a tool used by the adult who asks the child to make specific facial expressions of emotion. The resulting situation can then be utilised by the adult to teach more about the recognition and expression of that emotion. Lastly, the robot can provide encouragement and promote interaction with another person. An example of this approach is the intervention reported by Huskens et al. (2015), where the robot encouraged an autistic child and that child’s sibling to cooperate with each other in a Lego construction task.

From a pedagogical point of view, it does not necessarily matter whether the child interacts with the robot directly or whether the robot promotes interaction between the child and another person, as learning can occur in either case. For example, teaching joint attention can be done through using the robot as an object of shared attention between adult and child (e.g. Robins et al., 2004), or the robot itself could direct the child’s attention elsewhere by saying “Look!” and pointing (e.g. David et al., 2018). While many robot-assisted interventions seek to actively design robot behaviours for promoting interaction between the child and another person, there is a plethora of studies reporting that these interactions also occur spontaneously (Robins et al., 2004, 2005; Duquette et al., 2008; Feil-Seifer and Mataric, 2009; Kozima et al., 2009; Kim et al., 2013; Costa et al., 2015). For instance, Kozima et al. (2009) reported autistic children turning to the adult and sharing their enjoyment after the robot
responded unexpectedly to the child’s touch. When the child initiates such a behaviour, it is commonly referred to as a social overture (e.g. Lord et al., 2012), which is a behaviour whose purpose is to communicate social intent. Teaching autistic children to spontaneously initiate interactions with others can also be a goal on its own (e.g. in Pivotal Response Treatment, Koegel and Koegel, 2006). Autistic children often have difficulty initiating social interactions (Stone et al., 1997; Koegel et al., 1999b), which may limit their ability of self-learning (Koegel et al., 1999a) and eliciting teaching interactions from their environment (Koegel et al., 2003). For this reason, researchers are also looking into enhancing interventions aimed at promoting social initiation skills with a robot (Huskens et al., 2013).

The above outlines the various kinds of social interactions between autistic child, robot, and other persons, robot-assisted interventions aim to achieve. However, from the child’s perspective, the interaction “intended” by the designers may not be of interest or even be a logical response to the robot’s morphological and behavioural cues. How these morphological and behavioural cues of a robot are processed depends on the child’s cognitive ability (Johnson, 2003). Given that autism affects the cognitive development, these cues can be processed very differently from one autistic child to another. One may interpret these cues and consider the robot to be a social actor, whereas another child may come to the conclusion that the robot is an inanimate non-social object. As a result, there are large individual differences in how autistic children interact with a robot. While the cognitive processes underlying the perception of robots by autistic children remain unclear, there is behavioural evidence of autistic children interacting with robots in object-like manners, as well as interactions where they may consider the robot a social actor (Short et al., 2017). Moreover, compared to typically developing children who readily attribute human-like characteristics to a robot (Beran et al., 2011), there is preliminary evidence for autistic users, where this tendency was found to be reduced for autistic children (Chaminade et al., 2015) as well as autistic adults (Bird et al., 2007). Understanding how individual characteristics impact the interaction between an autistic child and robot is essential to effectively designing robot behaviour to engage these children and in choosing the robot morphology that is best suited to facilitate these robot behaviours.

Thus, while robot-assisted interventions are typically designed to elicit social interaction, this does not mean that autistic children also consider the robot to be a social actor. Because we can also expect object-like interactions with a robot, we will briefly discuss related work on how autistic children interact with inanimate objects.

### 2.3.2 Autistic children interacting with inanimate objects

While robots are relatively novel technology that autistic children interact with, their interactions with regular, inanimate objects – such as toys – have been studied extensively. Much of the research on how autistic children interact with objects is conducted in a play setting, where researchers study how the complexity of play develops as the development of the child progresses. In particular, the child’s ability to focus their attention, motivation, and representational capacities, play an important role in their interaction with an object (Vig, 2007; Lifter et al., 2011). Different developmental stages of play can be distinguished, which generally include sensorimotor
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or exploratory play, relational play, conventional or functional play, and representational or symbolic play (Libby et al., 1998; Casby, 2003; Naber et al., 2008). Children start out with exploratory play with objects and gradually develop the ability to create cognitive representations of objects and events required for more sophisticated types of play, such as symbolic play (Stagnitti, 2004). These developmental stages are not mutually exclusive, and children can exhibit a variety of play types. Autistic children seem to follow the same developmental trajectory of the play types as typically developing children (Vig, 2007), but may show the less sophisticated play types due to developmental delays.

Exploratory play is the earliest type of interaction with objects, starting to emerge at around three to four months of age during typical development, and are marked by oral or manual manipulation of objects, such as spinning, smelling, or mouthing (Williams, 2003). Through this type of play, children learn about the properties of different objects and how they relate to the world around them. As children begin to understand how objects relate to each other, they start showing relational play. This is play where a child uses different objects and relates them to each other in a way that does not indicate functional use of the object (i.e. using an object for its intended purpose). For example, nesting one object in another, or stacking objects. When children become aware of and show attention to the different properties of objects and their uses, objects start to be used in a conventional manner, which is called functional play. For example, children may push a toy car, or put a telephone to their ear. This type of play requires a first-order representation of the object. As children start to develop the cognitive capacity for second-order – or meta – representations of objects, they gain the ability to decouple mental representations of objects from reality (Leslie, 1987). Objects can then be used by pretending it is something else, attributing false properties to the object (e.g. the robot is ill), or referencing to an object as if it were present. This is called symbolic play.

Compared to typically developing children, or children with other developmental difficulties, the manifestation and frequency of the play types for autistic infants (Naber et al., 2008; Pierucci et al., 2015) and autistic children (Libby et al., 1998; Wilson et al., 2017) is markedly different. During exploratory play, autistic children seem to prefer using proximal senses of touch, taste, and smell to explore objects, rather than using vision (Williams, 2003; Naber et al., 2008). When they do visually inspect an object, they may place the objects close to their eyes, or they may focus on one aspect for an extended period of time (Williams, 2003). Libby et al. (1998) reported observing fewer instances of relational play in autistic children than typically developing or children with Down syndrome. Similarly, autistic children engage less frequently in functional play compared to other children (Williams et al., 2001; Christensen et al., 2010). Furthermore, their functional play tends to be less varied, integrated, and complex than that of other children (Williams et al., 2001; Christensen et al., 2010). Symbolic play is the play type with which most autistic children have difficulty (Jarrold, 2003). According to Jarrold (2003), autistic children may have the underlying capacity to understand symbolic play, but are less inclined to spontaneously engage in symbolic play. One explanation for this is that autistic children are more tied to the properties of an object and may have difficulty overriding...
these properties by pretending it is something it is not.

In summary, the four play types describe how children may engage with an object. When applied to the interaction with a robot, child-robot interactions where the child explores the robot’s materials through any of the senses would classify as an exploratory interaction. Relational interaction with the robot are interactions where the child uses additional objects with the robot in a non-functional manner. Functional interactions are interactions for which the robot was designed. In most cases of robot-assisted interventions, these would be social interactions. The distinction between functional and symbolic interaction is more delicate when it comes to SAR, as they are designed to elicit social interaction. This is only possible when the robot is viewed as a social actor to a certain extent, rather than a bunch material wired together to form a non-social object. Therefore, the appearance of robot and their behaviour purposefully create the illusion of animacy (Castro-González et al., 2016). Attribution animacy to a robot can then be considered a false belief. Whether the autistic child-robot interaction stems from the child’s belief that the robot is a living entity, or merely because they learnt that this is how you should interact with a robot (e.g. by observing an adult interacting with the robot) is difficult to determine. Before an interaction can be classified as symbolic, there needs to be clear evidence that the child is aware of attributing a non-existing property to an object (Lillard, 2001).

2.4 The idiosyncrasies of autistic children

As of the fifth edition of the DSM (American Psychiatric Association, 2013), autism is considered a spectrum condition, combining autism-subtypes such as classical autism, Pervasive Developmental Disorder-Not Otherwise Specified, and Asperger’s syndrome, into one classification. This is to account for the wide variety in the type and severity of the symptoms experienced by autistic individuals. There is a saying that “if you’ve met one person with autism, you have met one person with autism” (attributed to Stephen Shore), which embodies the immense variety between autistic individuals that supersedes natural variations in interests. As a neurodevelopmental condition, autism affects the developmental speed and trajectory of children. This results in certain abilities being developed late, or even not at all (e.g. some autistic individual never develop expressive speech). This also means that the child’s age is not as good an indicator of the child’s abilities as with typically developing children. Given that autistic children are a heterogeneous group of individuals, we need to take this into account when designing robot-assisted interventions. After all, the child-robot interactions are also different when the robot is to interact with a typically developing 2-year old, compared to a typically developing 10-year old child. In this section, we will therefore briefly discuss several autism-related aspects in which autistic children differ that can influence the autistic child-robot interaction.

Autism is a condition that causes atypicalities in cognitive, emotional, behavioural and social functioning. However, how these are manifested is different in both quality and quantity (Happé et al., 2006). In social communication, autistic children can have difficulty with understanding and using language (both verbal and non-verbal). This ranges from individuals who never develop spoken language to those who speak
fluently but for whom their use of language to communicate with others can seem awkward and often one-sided to non-autistic individuals. Some children may also echo what another person has said, which is called echolalia. In social interaction, autistic children often have difficulty with recognising or understanding others’ feelings and intentions (Baron-Cohen, 2009), and with expressing their own emotions (Uljarević and Hamilton, 2013). In turn, this can result in various difficulties when navigating the social world (Halberstadt et al., 2001).

For the non-social features of autism, autistic children differ in their repetitive and restrictive behaviours. To deal with the unpredictability of the world, the children can develop certain routines so that they know what will happen — an insistence of sameness. Routines such as wearing the same clothes, or walking the same road to school. Autistic children may also repeat various behaviours that generate predictable sensory input, such as flapping with their hands, or rocking in a chair. Any changes in such routines or behaviours can distress the children and make them anxious (White et al., 2009). The majority of autistic children have unusual sensory responses (O’Neill and Jones, 1997), where some have certain sensory sensitivities, such as being sensitive to sounds, touch, tastes, smells, light, colours, temperatures or pain. For instance, an unexpected sound can feel like a needle piercing your eardrums, which is why some autistic children wear headphones. In contrast, rather than being sensitive to these modalities, other autistic children can be under-sensitive and may instead seek stimulation. For example, some children may wear a pendant for chewing, which can calm them. And finally, many autistic people have intense and highly focused interests (Klin et al., 2007). Being highly focused on certain interest to subjective well-being and satisfaction across specific life domains including social contact and leisure (Grove et al., 2018). However, it can also lead to being engrossed by a certain interest and result in neglecting other aspects of life.

Next to variability in how the core features of autism manifest themselves, there are also large individual differences in symptoms that are associated, but not core, to autism. In terms of cognitive functioning, autistic individuals range from having severe intellectual disability to superior intelligence (Grzadzinski et al., 2013). Autism is also associated with increased comorbidity for other conditions/disorders, such as ADHD, anxiety disorders, tic disorders, learning disabilities, and epilepsy (Matson and Nebel-Schwalm, 2007). Next to their difficulties, autistic individuals can also show areas of strength, such as in visuo-spatial skills (Shah and Frith, 1983), memory (Plaisted et al., 1998), or musical ability (Heaton, 2003).

2.5 Conclusion

In summary, studies on robots for autism show promising results in eliciting social interaction between the autistic child and the robot or another person (Scassellati et al., 2018; Clabaugh et al., 2019; David et al., 2020; Syrdal et al., 2020), and facilitating learning of a targeted skill (Scassellati et al., 2018; David et al., 2020; Syrdal et al., 2020). Through the use of robots, several key needs of autistic children could also be addressed, such as the need for predictability (Dautenhahn, 1999) and a reduced complexity of social interaction (Duquette et al., 2008; Sarttorato et al.,...
Generally speaking, autistic children appear to be engaged in robot-assisted activities, both on a behavioural and affective dimension.

When we look closer at how these interactions between an autistic child and robot manifest, it is unclear to what extent some of the children view the robot as a social actor (Short et al., 2017). This may have to do with the child's (atypical) cognitive development (Johnson, 2003). From a developmental point of view, interactions with objects gradually increase in complexity as their cognition develops. Children first start with exploratory interactions, which gradually starts to involve relational, functional, and eventually symbolic interactions. Anecdotally, these types of interactions have been reported with robots as well (Scassellati, 2005; Kozima et al., 2009; Short et al., 2017). The differences how autistic children tend to interact with objects ties in with the idiosyncrasies of autistic children in general. As these children are so different from each other, it is unlikely that there is a one-size fits all solution to keeping autistic children engaged in robot-assisted interventions whilst providing meaningful learning.

Together, these works form the basis on how we can engage autistic children in the DE-ENIGMA intervention. In the next part of this dissertation, I will report on the major studies that shaped our intervention. In Chapter 3, we assessed what role robot-assisted interventions can play in education, and what is required to fulfil those roles, we conducted user needs and requirements analyses. The users targeted by the DE-ENIGMA project are autistic children, as well as those who are to use the robot: educators, therapists, or parents. As autistic children are so different from each other, we specifically focused on those with lower cognitive ability and speech, since there are not many tools available for helping these children. These children have high support needs not found in regular elementary schools, and instead go to special education schools. In Chapter 4, I report on a descriptive study that aimed to get a better understanding of what type of interactions might be interesting to autistic children and what role the idiosyncrasies of these children play in this. This will allow us to better develop a robot-assisted intervention that can engage and sustain engagement of autistic children in learning. Finally, in Chapter 5, I will describe how the DE-ENIGMA intervention evolved as the project progressed, and how this was influenced by the results of our studies.
Part II

Towards an Intervention

“My switch clicks on,
My eyes light up,
My motor starts the rumbles.
My cogs and gears all creak and crank.
My radar turns and tumbles.
My program data bank boots up,
It tells me what to do ... 
I’m WL-3-61.
Now, how can I help you?”

Mark Carthew, Vroom, Vroom! Poems About Things with Wheels
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User needs and requirements for robot-assisted interventions

This chapter is partly based on the following paper:


and references Alcorn et al. (2019), where I am one of the authors.

To develop the DE-ENIGMA intervention, we adopted a user-centered design approach. This involves assessing the needs of our users and defining user requirements for our system so that it could be successfully used by our users. For the DE-ENIGMA project, we focus the development on three user groups, namely the autistic children, their parents, and the autism professionals who are to use the robot (e.g. educators, or occupational therapists). In this chapter, we will describe how we assessed the needs of our users, and how we defined the user requirements. Note that the development of the DE-ENIGMA intervention was a collaboration between all consortium partners, and that the two need-finding studies described in this chapter should also be considered as such.

3.1 Introduction

For robots to be a useful addition to an autism intervention, they need to provide some benefit to the users. In this chapter, we will be looking at what benefits robots are anticipated to provide to our end-users, which are the autistic children, as well as their parents. We also consider the educators and occupational ther-
apists who work with the children as end-users. Specifically, we will explore whether the anticipated benefits are addressing real problems our end-users face, as well as what our users would expect from a robot that is assisting in the intervention.

Researchers have argued that robots could provide various benefits to autistic children. As robots are programmable, they can be designed to provide highly predictable interactions (e.g. Dautenhahn and Werry, 2004; Duquette et al., 2008; Thill et al., 2012; Huskens et al., 2013; Sartorato et al., 2017; David et al., 2020), which autistic people are often said to favour (Baron-Cohen, 2009; Pellicano and Burr, 2012; Lawson et al., 2014). Robots may therefore “mediate between the (from an autistic child's perspective) widely unpredictable world of ‘people’ and the much more predictable world of machines.” (Dautenhahn, 2007, p. 693). Another benefit of robots that is often mentioned is that robots can show less complexity in their behaviour and physical appearance than humans, which could make robots easier for autistic children to comprehend (e.g. Duquette et al., 2008; Cabibihan et al., 2013). This may also allow robot behaviour to be used as a stepping stone to teaching more complex behaviour (Robins et al., 2005). Taken together, the increased predictability and reduced complexity may explain the positive effects in terms of the children’s engagement that have been reported by researcher (see Chapter 2.1).

The addition of a robot to an intervention may also have benefits for those working with the autistic children. Parents of autistic children might be faced with challenges that can prevent them from accessing care for their autistic child, such as high costs of interventions, limited availability of providers, or geographic isolation (Zheng et al., 2020). These issues could be addressed by providing on-demand learning for autistic children through a robot-assisted intervention that is designed for at-home use by an autism professional. A robot could also alleviate the workload of autism professionals by providing an extra hand in an intervention (Huijnen et al., 2019).

Next to providing certain benefits through aiding in the delivery of the intervention, we believe robots may also provide unique opportunities to gather and present information on the child’s progression. This information is important for understanding whether an intervention is working, but can be difficult for autism professionals to assess, as the changes can be minor and are easily missed (Kientz et al., 2007). A robot could then serve as an additional set of sensors that provide information on the child’s progression. We consider this as a (possible) secondary purpose of the robot. Current methods for monitoring autistic children’s behaviour predominantly rely on embedded cameras (e.g. Kientz et al., 2005; Hayes et al., 2008) or wearables which record movement patterns (e.g. Nazneen et al., 2010). However, the children may not be aware that their behaviour is being monitored, as they do not directly engage with these systems, nor are these systems transparent to the children, which raises concerns on whether the children would assent to the monitoring of their behaviour (Spiel et al., 2019). Robots could alleviate this concern, as they already observe and analyse the child’s behaviour to facilitate a degree of autonomy in their interaction with the child. Moreover, robots can be designed to be highly transparent about their analysis of the child’s behaviour by communicating this explicitly to the child.

In the remainder of this chapter, we will refer to the educators, therapists, and other professional users of the DE-ENIGMA intervention as “autism professionals”, when addressing the whole group.
As shown above, various benefits are anticipated for embedding robots in interventions for autistic children. Realising those benefits and addressing real problems experienced by our end-users, however, is no straightforward task (Diehl et al., 2012; Begum et al., 2016). While various research groups are studying and developing robot-assisted interventions, to date, there is no clinical evidence that they lead to learning. Thus, what is required of a robot to be successfully embedded into an autism intervention is not clear. These requirements likely differ per setting in which the robot is to be used, and how the robot is positioned within the intervention. For instance, the needs of autistic children educated in special education and the strategies to support them can be very distinct from autistic children educated within mainstream settings (Eaves and Ho, 1997). A robot that is to be used within either setting will likely require different designs. For the DE-ENIGMA intervention to be successful, we then first need to get a better understanding of our end-users — what are the problems they are facing in current practices, and what do they require from a robot that is embedded in an autism intervention? With a better understanding, we can deliberately design our intervention to align to current needs and meet the expectations of our end-users.

In this chapter, we will investigate the current unmet needs of our end-users, in relation to conducting, or participating in, autism interventions, and the monitoring and reporting of the autistic children’s progression. Given that the focus of the DE-ENIGMA project is on autistic children with limited spoken communication and high support needs, we focus on them and the autism professionals who work and care for these children. To assess the needs of our end-users, we utilise three sources of information from which we extract user needs. The first source is a systematic literature search that we conducted to find literature on the needs of our end-users within a robot setting. The second and third source both relate to needfinding studies that were carried out by the DE-ENIGMA consortium. We conducted interviews and focus groups with educators in England, working in specialised settings for autistic children, to assess how they view the use of a humanoid robot in their schools — the second source. The third source that we use relates to a small set of interviews that we conducted with autism professionals in the Netherlands and Serbia to assess their needs for monitoring and reporting the progression of autistic children (Schadenberg et al., 2020a). To distinguish the second and third source from the literature found through our systematic literature search, we refer to Alcorn et al. (2019) as the Alcorn et al. study and Schadenberg et al. (2020a) as the Schadenberg et al. study.

The rest of this chapter is structured as follows. First, we discuss the methodology used for each of the sources in Section 3.2. From these three sources of information, we then distil and discuss the user needs (Section 3.3), as well as assess the requirements for robot-assisted interventions according to autism professionals and discuss these (Section 3.4). In the last section (Section 3.5), we discuss and conclude on the overarching topics that need to be addressed in robot-assisted interventions.

While I made a significant contribution to this needfinding study, I did not lead it. I will therefore only describe the article that came out of this study — Alcorn et al. (2019) — rather than provide a full report of the study.
3.2 Materials and methods

3.2.1 Method for the user needs and requirement analyses

User needs define what. Through understanding the needs of our users, we can start to design our robot-assisted intervention in such a way that it can address those needs. User needs relate to what we want to achieve, but do not specify how they can be achieved using a robot. They are written in a manner that describes the problems that the user needs addressed rather than describe the solution for these needs. The user requirements specify what the users require from the solution for it to be successful. Note that user requirements do not specify how the robot should address those requirements (this are specified by system requirements); only that they should be addressed. The user requirements can relate to the user needs, but usually also relate to much broader and generic topics. In our discussion of the user requirements, we also provide some potential solutions for meeting these requirements, based on other literature.

We employed three sources to triangulate to the user needs and requirements: existing literature, an interview and focus groups conducted in England, and need-finding interviews carried out in the Netherlands and Serbia. When combined, they give us a better understanding of the user needs and requirements that are currently reported and how much evidence there is for those needs and requirements. In our analysis, we will go over each source and list the reported needs and requirements, assess which needs or requirements overlap with those mentioned in other sources, and finally summarise and discuss them in relation to the literature. As some studies report results that are specific to the robot(s) they showed to the participants, we also assessed whether the results could be generalised to other robot platforms. If so, they are included in our results. Below we will briefly explain the methods used for each of the sources.

3.2.2 Source 1: Existing literature

To support the identification of user needs and requirements, we first conducted a systematic literature review. The goal of this review was to assess what user needs and requirements were already reported. The databases that were accessed for the literature review included Scopus, Web of Science, and Google Scholar. For our electronic search, we used the following keywords: autism, autistic, ASD, ASC, robots, requirements, and needs. This resulted in 44 papers on requirements and 221 papers on needs. The selection of papers and articles was based on five additional criteria:

1. The paper should present a study involving end-users (autistic children, their parents, or autism professionals), or discuss user requirements or user needs in relation to robots.

2. The goal of the study should be to find user needs or requirements.

3. The user needs and requirements should relate to robot-assisted interventions for autistic children.
4. The end-users should either be the autism professionals or parents who are to carry out a robot-assisted intervention, or the autistic children themselves.

5. Only full papers are included in the analysis — extended abstracts were omitted because these often contained preliminary findings.

From the search, we excluded our own articles — the Alcorn et al. study and Schadenberg et al. study — as we discuss these as separate sources. We also excluded Robins et al. (2007), as the results reported in this paper are also reported, and expanded upon, in Robins et al. (2010b), which is included. The following papers, or articles, matched the selection criteria and were included in our analyses: Giulian et al. (2010); Robins et al. (2010a,b); Coeckelbergh et al. (2016); Huijnen et al. (2016); Zubrycki and Granosik (2016); Huijnen et al. (2017); Martin-Ortiz et al. (2017); Putnam et al. (2019).

3.2.3 Source 2: The views of educators on using robots

The DE-ENIGMA consortium carried out interviews and focus groups with educators who worked in specialised settings in England to assess their views and perspectives on the potential use of humanoid robots for autistic children. This is the Alcorn et al. study. The goal was to get a better understanding of the factors perceived to be important for deploying robots in these settings. Below, I will briefly summarise how this study was conducted.

Fourteen educators were interviewed, and seventeen educators participated in one of three focus groups. All participants worked in a specialist setting (special education or as an autism resource base at a mainstream school) in England. The procedure was the same for the interviews and focus groups. First, the participants viewed six example images of existing humanoid robots (Zeno, KASPAR, Nao, Flobi, Parlo, and Pepper), but were not given any other information regarding these robots. They were then asked to consider the potential uses, as well as any potential benefits or concerns, of humanoid robots for autistic children through various probe questions. The interviews and focus groups were transcribed verbatim and analysed using thematic analysis (Braun and Clarke, 2006). We used the thematic analysis as a realist method, meaning we report on the experiences, meaning, and reality of participants. The themes were identified using a bottom-up (data-driven) approach. Two researchers familiarised themselves with the transcripts, reviewed the identified themes, and concluded on the final definitions of themes.

3.2.4 Source 3: Educators’ views on the reporting and monitoring of progression

We aim to utilise the potential of social robots to provide information on an autistic child’s progression, but we do not yet know well enough what information is actually useful to educators. Therefore, we conducted interviews to assess the needs of educators for monitoring and reporting the progression of autistic children. This study (Schadenberg et al. study) is highly preliminary, given that we only interviewed nine educators. While we consider this source in conjunction with the other sources,
this study would be excluded based on the criteria of the systematic literature search, because the study was published as a late-breaking report. However, as we conducted the study ourselves and it influenced the DE-ENIGMA project, I do report this study in this chapter.

**Participants.** Nine educators (female: \( n = 8 \)), between 32 and 54 years old (\( M = 40, SD = 9 \)), participated in semi-structured needfinding interviews. Two were from the Netherlands (NL), and seven from Serbia (SRB). Participants were recruited from a local search of autism-related institutes (NL) and from a network of autism educators (SRB). Their titles are art therapist (\( n = 1, \) NL), head psychologist (\( n = 1, \) NL), special educator (\( n = 6, \) SRB) and psychomotor educator (\( n = 1, \) SRB). The educators had between 5- and 29-year’s of experience (\( M = 17, SD = 9 \)) working with autistic children. All participants were actively employed as educators working with autistic children or adolescents at the time of the interviews.

**Procedure.** The interviews were conducted over the phone (NL) or in person (SRB) and lasted approximately 30 to 45 minutes. They were structured as follows. Firstly, the interviewer introduced herself and obtained consent to record audio. The participants were then asked demographic and professional questions (e.g., type of children they work with, types of therapies they use). Next, the interviewer would ask the participants to describe actual positive and negative events that occurred in a session with an autistic child, how they recognised and dealt with the event. This was followed by the interviewer asking the participants to describe their current practices with measuring and reporting on the progression of an autistic child. Afterwards, participants were asked several questions regarding how they would like to measure and report on the child’s progression if it were up to them.

**Analysis.** Similar to the interviews and focus group in the ALCORN ET AL. STUDY, we transcribed the audio-recordings verbatim and analysed using thematic analysis (Braun and Clarke, 2006). In this case, three researchers familiarised themselves with the transcripts, reviewed the identified themes, and decided on the final definitions of themes.

### 3.3 User needs and discussion thereof

In this section, we will discuss the user needs that we found through our analysis. Papers from which we extracted the user needs are: Giulian et al. (2010); Zubrycki and Granosik (2016); Huijnen et al. (2017); Kim et al. (2019); Putnam et al. (2019); ALCORN ET AL. STUDY; SCHADENBERG ET AL. STUDY. We will also discuss if and how a robot could potentially fill a role in addressing a user need by drawing upon the broader literature in the field of Human-Robot Interaction. We thus cite more papers than the seven listed above.

The user needs are divided into two subsections, where one subsection relates to the user needs in relations to carrying out autism interventions, and the other subsection relates to the user needs in relation to the monitoring and reporting of
autistic children’s progression across sessions. Note that in both cases, the users are the autism professionals. None of the papers that we found addressed the user needs of the autistic children. Their needs were only indirectly assessed by interviewing autism professionals.

### 3.3.1 Needs of autism professionals in carrying out interventions

**Need for a more comfortable and less threatening environment.** For learning, it is important for autistic children to feel safe and secure in their environment. Educators mentioned that this may not always be the case [Alcorn et al. study]. Because these children have difficulties with social interactions, the social nature of educational settings can be problematic. In particular, the *unpredictable* nature of people can make it difficult for autistic children to make sense of them (Huijnen et al., 2016, Alcorn et al. study). After all, people behave in all sorts of different manners and ways (e.g. change of tone of voice or change of volume, use of unexpected gestures, or unclear (non)verbal messages). People can also look and smell differently each day, which some find difficult to deal with. For instance, an educator mentioned that the inconsistency in people’s appearance may stop certain autistic children from communicating with a person whose look or smell they do not like that day. Overall, when the environment and its people are too unpredictable to a child, it can lead to anxiety (Paulus and Stein, 2006) and prevent the child from learning. Another factor that plays a role is that the social presence of an educator can make the children feel threatened [Alcorn et al. study]. The example educators gave was one where an autistic child might feel threatened by the authority of the educator. This might lead to the child not trying out new things, because they are afraid of making a mistake in front of the educator.

Robots may be uniquely positioned to address this need as a technology that can provide both a highly predictable interaction, because we could program the robot’s behaviour to be so, as well as elicit social interactions with the child (Robins et al., 2005; Duquette et al., 2008; Feil-Seifer and Matarić, 2009; Kozima et al., 2009; Kim et al., 2013). In other words, robots can provide *highly predictable* social interactions unlike human-human social interaction, which is typically unpredictable. The educators in the Alcorn et al. study believed that autistic children might feel more at ease, and less threatened, when interacting with a highly predictable robot, relative to how they feel in other school activities or human interactions — they know what to expect from the robot, unlike from other people. In turn, this could help them focus their attention on the learning material.

**Need for more scaffolding.** Providing autistic children with the appropriate assistance and tools that they need to accomplish a new task or skill is not always easy. These “temporary adaptive supports” (i.e. certain activities, instructions, tools, or resources) are known as scaffolding (Wood and Middleton, 1975). In the Alcorn et al. study and Kim et al. (2019), autism professionals reported that they constantly need to adjust and personalise the scaffolding for the children, as they differ in their

---

7Although the origins of the concept of scaffolding can be traced back to Lev Vygotsky, Nikolai Bernstein, and Alexander Luria (Shvarts and Bakker, 2019).
skills, as well as their preferences and needs. In some instances, providing scaffolding is problematic, as the support that can be given is either too easy or too difficult for the child — there is no support available in between.

Addressing the need for more scaffolding through the use of robots might be possible, as for typically developing children, a robot can be equipped with the required sensors and algorithms to detect how much support a child needs and personalise its behaviour accordingly (Jones et al., 2018; Jones and Castellano, 2018). In fact, autism professionals and educators suggested to use robots as tools to provide scaffolding (e.g. in Huijnen et al., 2016, Alcorn et al. study). For instance, a child may understand pictorial version of human emotions, or photographs of human facial expressions, but the dynamic facial expressions of a person standing in front of them may still be too difficult. A robot’s simplistic representation of human emotions (e.g. as in the facial expressions of Robokind’s Zeno, see Schadenberg et al., 2018), may serve as the missing scaffold here. The children would first practice the targeted skill with a robot, which is simpler (e.g. simplistic representations of human emotions), and may also be less threatening, than practising the targeted skills with another person. In the next phase, the educator tries to generalise the targeted skill to human complexity. This way, the robot serves as a stepping stone for applying skills to the more complex and difficult human-setting. A robot may also be able to (re)create situations that are otherwise not possible (Giullian et al., 2010), or not responsible (Huijnen et al., 2017, Alcorn et al. study), and bridge the gap between applying a skill in an abstract educational setting to applying it in a real-world setting. For instance, a robot could serve as an interaction partner to practice and recreate difficult situations or interactions with. These interactions could potentially result in discomfortable situations, such as when addressing aggressive behaviour, where recreating the situation with another person may not be desirable.

3.3.2 Needs of autism professionals in reporting and monitoring

**Need for moment-by-moment monitoring.** In the Schadenberg et al. study, the majority of the autism professionals mentioned that detailed, moment-by-moment monitoring is currently challenging. Some professionals work with multiple autistic children at the same time, which makes it impossible to always notice antecedent behaviours that lead up to significantly positive or negative events. Behaviours such as when a child gets upset or leaves. Participants mentioned that this could be because of something that happened during the session, or because of something that happened outside the session — the context is important. In one-on-one sessions it may also not be possible to pay close attention to the child at every moment. In Zubrycki and Granosik (2016), autism professionals said that they sometimes have difficulty interpreting the child’s emotions and may act too late to address these, resulting in negative situations where they potentially need to call in help from colleagues. Other autism professionals mentioned the high workload during a session in which they need to keep track of various things; this can prevent them from paying close attention to the child at times [Schadenberg et al. study].

Through moment-by-moment monitoring, it could also be possible to identify and understand antecedent behaviours that lead up to positive or negative events, which
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may benefit the broader team that assists the child (i.e. parents and various caretakers) (Putnam et al., 2019, Schadenberg et al. study). When these behaviours are communicated with this team, observing the positive behaviours could allow the team to better understand what the child may find particularly motivating, whereas the negative behaviours can signal that a team member needs to intervene. Thus, this could allow the team to better communicate with each other and assist the child.

A robot could relatively easily address the need for moment-by-moment monitoring, as any (semi) autonomous robot will already have the required sensors and use them to perceive and act upon the environment. These sensors can be utilised to continuously monitor and analyse the child’s behaviour. In turn, this analysis could be used to mark salient moments (i.e. significantly positive or negative events) that occurred during the intervention in a recording, which autism professionals could then use to quickly review the interaction (in a similar fashion as proposed in Nazneen et al. (2012)). This could then aid in identifying and understanding the antecedent behaviours that lead up to positive or negative events.

**Need for standardised measures of social skills.** Six autism professionals in Serbia mentioned a need for standardised, validated measures of child progress in social skills learning [Schadenberg et al. study]. Currently, they use tests that were developed for assessing typically developing children, because the tests for autistic children are not available, or not validated, in Serbian. Other Serbian educators mentioned that they report on the child’s progression in social skills purely based on their observations, as they do not have access to any standardised tests. The dependency on a certain language seems to be a key barrier for the adoption of current standardised tests, but is likely to be restricted to certain countries.

Robots could possibly be beneficial in addressing this need however, as they can create standardised situations and provide stimuli that are always the same (Scassellati, 2007). The robot’s analysis of the child’s affective and behavioural response to these stimuli could be further developed into standardised measures that are language-independent.

**Need for understanding child behaviour across settings.** Most autism professionals in the Schadenberg et al. study mentioned that they would like a better understanding of children’s progress outside of their sessions to assess whether progression within sessions also generalises to other settings. For instance, the child could perform well at school, but abreact at home or vice versa. A professional cannot grasp the whole picture, because they do not see all aspects of the child’s life (at school, at home, or at sports), and instead need to rely on what parents tell them. In Serbia, two educators reported a similar need that they partially address with school trips, where they assess how well the contents that they learned at school generalise to a setting outside the school. Nevertheless, the autism professionals felt that their current understanding of the child’s behaviour across settings is insufficiently met with the tools and methods they have available today.

The need to assess progression across settings may be more difficult to address with a robot, as it would require that the robot observes and analyses the child’s be-
haviour in different settings. This poses serious issues regarding the child’s privacy, as well as the privacy of others who are accidentally observed and analysed. Furthermore, the child and any others may not be aware that the robot is observing and analysing his or her behaviour, which leads to questions whether they would give their assent or consent for the robot to do so.

3.4 User requirements and discussion thereof

In this section, we will elaborate on the user requirements resulting from our analysis. We excluded generic user requirements, such as that the robots they are working with should be safe to use and cause neither physical nor mental harm (clearly the most critical requirement), or that the user interface should be easy to use, in order to keep this section specific to the context of robots being used in autism interventions.

3.4.1 Autism professionals in control over the intervention and robot

Autism professionals expressed firmly that autism interventions should remain a human activity. A robot can possibly assist the professional, but not take over the role of the professional (Coeckelbergh et al., 2016; Martin-Ortiz et al., 2017, ALCORN ET AL. STUDY). Human-robot interaction should not replace human-human relationships for the autistic child, but autism professionals warn that this can be the case when robots are not used correctly — in a manner where the autism professional does not have control over the intervention. Interacting with a robot may be highly engaging to autistic children, and educators warned that the robot may have the properties to turn into an obsession for certain children [ALCORN ET AL. STUDY]. Furthermore, the children could also trust the robot and connect with it emotionally, which then could lead to becoming overly dependent on the robot and reduce the child’s interaction with people. Similarly, Putnam et al. (2019) reports that one of the reasons why parents who avoided technology for their child did so because they were worried that it might contribute to isolation of their child. On the other hand, in the same study, participants also mentioned that a robot could become like a friend to the child, which seems to be at odds with the belief that technology can lead to isolation from other people.

Autism professionals expressed not only that they want to remain in control of the intervention (Coeckelbergh et al., 2016, ALCORN ET AL. STUDY), but also have (a degree of) control over the robot (Huijnen et al., 2016; Zubrycki and Granosik, 2016; Martin-Ortiz et al., 2017, ALCORN ET AL. STUDY). A robot should fill in for the weaknesses of autism professionals, and not replace their strengths. Educators are trained to assess the varying needs of the children, support those needs using (creative use of) distinct strategies [ALCORN ET AL. STUDY], and, in general, are particularly proficient into “reading the mind of the autistic children” (Huijnen et al., 2016; Martin-Ortiz et al., 2017) (i.e. noticing subtle changes in their emotional well-being). They fear that overly relying on a robot’s senses and analyses thereof may deteriorate the quality of an intervention, because robotic technology was judged not to be up to this task currently, nor did they believe that it would be in the future [ALCORN ET AL. STUDY]. The educators also foresee that they need to adapt the robot’s behaviour on the fly
when the situation demands it, as the children can behave unpredictably and have
dynamic needs (Giullian et al., 2010; Huijnen et al., 2017). Control over the robot's
behaviour is therefore necessary, so that the autism professionals have the last say in
how the child is likely to feel, and what strategies are likely to be most appropriate.

To address the requirement for being in control over the robot's behaviour, aut-
ism professionals will need to be able to interface with the robot. When asked, the
professionals said they likely would prefer to interface with the robot through speech
(Martin-Ortiz et al., 2017). Alternatively, they could interface with the robot through
a remote control, gestures, or touch, although these were judged less favourably. It
is also important that the addition of a robot to the intervention, and control thereof,
does not increase the workload of the professional, or make it more complicated,
as this will likely decrease the adoption of such interventions (Giullian et al., 2010;
Huijnen et al., 2017).

3.4.2 Providing a comfortable and safe learning environment

As we have seen in the previous chapter, being able to provide a comfortable and safe
learning environment for the autistic children can sometimes be difficult, and a robot
was perceived as a possible solution to some instances where the learning environ-
ment was not comfortable for the child. While the other user needs that we reported
related to specific usages of the robot (i.e. for monitoring and reporting of progres-
sion, or for scaffolding), this user need applies to any robot-assisted intervention,
regardless of its goal. It is therefore also a user requirement.

The autism professionals mentioned two aspects for addressing the user require-
ment of providing a comfortable and safe learning environment. Firstly, the unpre-
dictability and complexity of people's behaviour and appearance can make it difficult
for autistic children to understand them and can induce anxiety. Secondly, the (high)
social demands experienced by the child of having to perform in the intervention can
prevent the child from learning and also cause anxiety. To address the former, a ro-
bot can be highly predictable when it is programmed to do the same behaviour over
and over again, in exactly the same manner, and look exactly the same every day.
However, this may not be a very useful contribution to the intervention — the robot
will likely have to do more. Current literature, nor the experiences of autism profes-
sionals, tell us how to design robots to be both highly predictable as well as provide
meaningful interactions.

To improve the simplicity of a robot, professionals noted that presenting multi-
modal robot behaviour could cause an information overload (Huijnen et al., 2017),
and that a simplistic appearance of it might make it easier for children to interact
with them (Giullian et al., 2010; Huijnen et al., 2016). To address the social demands
of the intervention placed on the child, the environment should allow for making
mistakes and still be supportive (Robins et al., 2010b, Alcorn et al. study). Rather
than stating that the child’s answer is incorrect, the robot could encourage the child
to try again, or praise the child on the effort he or she is putting in. In Giullian et al.
(2010), it is mentioned that a robot should also not be too large, as this may be too
intimidating for the child.

8Spoiler alert: read Chapters 6, 8, and 9, to see how this can be achieved.
3.4.3 Familiarising the child with the robot

Needing to interact with an unfamiliar object, or change in general, can be unsettling to autistic children (Robins et al., 2010b; Huijnen et al., 2017). Similarly, interacting with a robot can be an unsettling experience for autistic children, when they do not know what to expect from the robot. What will it look like, what will it do, or how will it sound? To prevent this from happening, the autistic children will need time to get accustomed to the robot.

Three possible solutions on how to address the requirement of familiarising the child with the robot were put forward. First, an autistic adult mentioned that it would be beneficial if the children themselves could freely explore the robot, and become familiar with it, as they know best what they do and do not want (Huijnen et al., 2017). Second, in the Alcorn et al. study, educators mentioned that creating a social story around the robot that shows what it looks like, explains what it is going to do, and when it is coming, may help the children anticipate and prepare for the robot’s arrival. And lastly, providing some familiarity in appearance or behaviour might also put the children more at ease (Robins et al., 2010b).

3.4.4 Sensory hyper- and hypo-sensitivity

Unusual responses to sensory information are included as one of the non-social symptoms of autism (American Psychiatric Association, 2013). These responses vary widely between autistic individuals (Hazen et al., 2014). Some are hyper-sensitive to certain sensory experiences (e.g. strong reactions to loud or unpredicted sounds, or lights) which then cause great discomfort (e.g. feeling like a sharp needle pierces your eardrums), others are hypo-sensitive and react very slowly to certain sensory information, or are unaware of it, and there are also some that actively seek out certain sensory experiences. Autism professionals reported that taking these unusual responses to sensory information into account in the interventions could be important for keeping the children engaged (Giullian et al., 2010; Robins et al., 2010b; Huijnen et al., 2017). On the one hand, we do not want to create a sensory experience that triggers hypo-sensitivity, which is very unpleasant and may lead to disengagement. On the other hand, for those who actively seek out such sensory experiences, they may be particularly motivating.

To address sensory hyper- and hypo-sensitivities, personalising the sensory experiences is required. If the robot has lights, then it should be possible to both use them or deactivate them. If children want to feel the material of the robot, then this can be utilised to increase motivation, but it should not be required in order for the child to engage in the intervention, as this would prevent those who are sensitive to the robot’s materials from engaging. Because it is often not possible to tell exactly what sensory experiences the child has unusual responses to, the professional using the robot will also need to pay close attention to this and intervene when necessary. In case a sensory sensitivity is triggered by something the robot is doing, then it should immediately stop doing it.
3.4.5 Personalising content and the robot

Personalising the autistic child-interaction in relation to sensory sensitivities of the children is one form of personalising that we believe is particularly important. However, personalising the autistic child-robot interaction in general will be important according to autism professionals. In autism education, personalising content is an essential task for autism professionals to adjust learning material to a specific child. Parents and educators noted that autistic children can have strong interests, and that utilising these interests could draw the attention of the child and keep the child engaged (Putnam et al., 2019). Not only in personalising the robot's behaviour (Alcorn et al. Study), but also its appearance (Huijnen et al., 2017). Some children may enjoy certain robot behaviours, which are particularly motivating for that child, while other children may enjoy different robot behaviours (Robins et al., 2010b). It should also be possible for autism professionals to personalise the learning content, as each child has an individual learning plan (Huijnen et al., 2017, Alcorn et al. Study) — what may be relevant for one child, is not so for another.

In robotics, much of the personalising that is done relates to personalising the difficulty of games through intelligent tutoring systems (e.g. Schadenberg et al., 2017; Ramachandran et al., 2017), which may partly address the need for personalising content and the robot. Similar systems have been applied to personalising learning content in robot-assisted interventions in terms of difficulty (Scassellati et al., 2018; Clabaugh et al., 2019) and feedback (Clabaugh et al., 2019). However, as we explained in the previous paragraph, much more personalisation, and different kinds of personalisation, are needed to effectively support the autistic children in a robot-assisted intervention. While some of the personalisation can be done by the robot (autonomously), other forms of personalisation will require the input from the autism professional (e.g. adjusting the learning content to the child's individual learning plan). The latter could be facilitated by providing the professionals with the ability to program the robot’s behaviour (e.g. Barakova et al., 2013).

A different solution to the above is to give more control over the robot to the children themselves. This way, the children can choose what they enjoy (Robins et al., 2010b). Moreover, it lets the children be active participants, where they shape the interaction. In Robins et al. (2010b), educators suggested that simple controls on a toy (i.e. the robot) could provide the children with the means to explore the robot and control its behaviour. For instance, the KASPAR robot features several sensors on its body, which when pressed, cause the robot to react (Robins et al., 2010a).

3.4.6 Generalisation of learned skills to humans

As robots are not humans, it is essential that the targeted skill learned through interacting with the robot also generalises to human interaction. While a robot may provide certain benefits, these benefits may not contribute to this goal. For instance, educators in the Alcorn et al. Study said that robots that are too predictable, or too engaging, could potentially hinder the child’s progress in learning to navigate in social environments.

To address this requirement, using a humanoid appearance for a robot may be
particularly successful in facilitating the generalisation of the learned skills to humans (Ricks and Colton, 2010; Scassellati et al., 2012, Alcorn et al. study). However, for some children, “a robot is still a robot, even when it looks like a person” [Alcorn et al. study, p.8], and this solution may not work. Instead, a more successful approach may be to actively embed the generalisation of learned skills from robots to humans into the intervention. Two approaches for doing so have been proposed in literature. One approach is where the robot is only used for eliciting certain social behaviours from the child that are directed at the professional, and learn a skill through this process (Colton et al., 2009). The skill is then already applied in the interaction with another person, circumventing the need for generalisation from robots to humans. A different approach to generalisation within intervention is by gradually fading the role of the robot in the intervention (Goodrich et al., 2012; Begum et al., 2015). The child may then first learn the skill through interacting with the robot, but later on in the interventions learns to apply this skill in the interaction with the professional.

3.4.7 Safety and robustness of the robot

Next to the safety of the people involved in the intervention, the robot itself should also be safe (Giullian et al., 2010). Autistic children may enjoy taking objects apart (Baron-Cohen, 2009), or may handle objects roughly, and a robot is unlikely to be an exception. As robots are often expensive and difficult to repair for a layperson, the robot should not be damaged during the intervention. As such, this type of behaviour needs to be accounted for through design, or through protocol, to address this requirement of having a sufficiently robust platform. Possible solutions include using a highly robust robot that cannot be taken apart without using tools, or simply dissuading the child to handle the robot roughly and intervening when this happens. Alternatively, scheduling a fixed period of time in the intervention where the children can engage in the tactile exploration of the robot could give them the satisfaction of doing so without further disrupting the rest of the intervention.

3.5 General discussion and conclusion

In this chapter, we have analysed what the current needs are of autism professionals in carrying out interventions for autistic children. These needs provide opportunities for robots that may be positioned to address those needs, and thus solve a real problem. Our analysis on user requirements shows what the important aspects are for successful interactions with autistic children, based on the expertise of autism professionals. Taking these requirements into account will be important for realising effective robot-assisted interventions. We summarise and rephrase all these requirements in Table 3.1 and provide the sources from which the requirements were extracted.

Through our analyses, three major themes emerged. Firstly, the need for a more predictable and simplistic interaction with a social actor. Robotic technology may be uniquely positioned by being able to provide more predictable, and less complex interactions, as well as being a social actor that elicits social interaction. This opens up various promising avenues for embedding a robot in interventions that target learning social skills. Not only could a predictable and simplistic robot be more easy to
Table 3.1: Summary of the user requirements. URP refers to User Requirement for the autism Professional, whereas URC refers to the User Requirement for the autistic Child. The sources are the articles from which the requirement was extracted. Note that the Schadenberg et al. study is not included in this table, as it only related to user needs.

<table>
<thead>
<tr>
<th>ID</th>
<th>User requirement</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>As an autism professional, I require ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[URP 1]</td>
<td>to be in control over the robot-assisted intervention.</td>
<td>d, h, j</td>
</tr>
<tr>
<td>[URP 2]</td>
<td>(partial) control over the robot.</td>
<td>a, e, f, h, j</td>
</tr>
<tr>
<td>[URP 3]</td>
<td>to personalise the robot-assisted intervention to accommodate the child’s individual learning goals.</td>
<td>g, j</td>
</tr>
<tr>
<td>[URP 4]</td>
<td>to personalise the robot-assisted intervention to the child’s interests.</td>
<td>c, g, i, j</td>
</tr>
<tr>
<td>[URP 5]</td>
<td>that the learned skills generalise from the robot to humans.</td>
<td>j</td>
</tr>
<tr>
<td>[URP 6]</td>
<td>that the learned skills generalise to settings outside the robot-assisted intervention.</td>
<td>j</td>
</tr>
<tr>
<td>[URP 7]</td>
<td>that the robot is sufficiently robust to withstand harsh handling.</td>
<td>a</td>
</tr>
</tbody>
</table>

As an autistic child, I require ...

| URC 1 | to be in a predictable environment. | e, j |
| URC 2 | not to feel pressured to perform. | j |
| URC 3 | to get accustomed to the robot before I start with the learning content. | c, g |
| URC 4 | my sensory hyper-sensitivities not to be triggered by the robot. | a, c, g |
| URC 5 | my sensory hypo-sensitivities not to distract me during the robot-assisted intervention. | a, c, g |

understand and comfortable for autistic children, it could also be less threatening, as it may be perceived by the children as being less socially demanding than a person. Future research will have to investigate whether this is the case, as well as how we can design robots to be highly predictable and still add meaning to an intervention.

A second theme that emerged was that autistic children are very different from each other. Accounting for these differences will be essential, but also challenging, because it is not always clear how the robot-assisted intervention should be adapted to the child. For instance, the use of lights could be anywhere from being highly motivating to causing great discomfort. It is unlikely that there is a one-size-fits-all robot for autistic children. Some children may not enjoy interacting with the robot, as they may be fearful of it (Putnam et al., 2019), or may not think the robot is “cool” (Huijnen et al., 2017). Others may be too aggressive to interact with a robot. In the end, the autism professional will need to decide how to use the robot and for which
This brings us to our last theme, which is that the robot is to be a tool for autism professionals, who can use the robot in certain scenarios. For instance, by using the robot as a scaffold, to bridge the gap between learning with current materials and learning with people. This also means that the professionals should be empowered by having a robot at their disposal, which requires that they should remain in control over the intervention and be able to use the robot as they see fit. To enable the professionals to adjust and customise the robot’s behaviour, they will need easy-to-use tools to program the robot. What these tools should look like, and how the professionals can control the robot in a session — taking into account that it should not cause additional workload during sessions — are questions that will need to be addressed in future research.

3.5.1 Limitations

In the papers that came out of the literature search, none of the papers involved autistic children in their search for user needs or requirements. This is unfortunate, as autism interventions are designed for them, but we do not know what needs and requirements they themselves report. Including autistic children in the design process would allow us to create more suitable and acceptable technologies, as well as allow the children to aid in shaping the robot-assisted intervention according to their needs and desires (Spiel et al., 2019). Frauenberger et al. (2011) argues that autistic children are rarely involved in the design process, because either the researchers have limited access to the target group, or hold views that autistic children may be impaired in their creative and communicative skills, limiting their potential to provide feedback. While it may seem difficult to involve autistic children with low language and cognitive ability, there are ways for doing so. For instance, researchers could use a combination of ethnography and structured observations to understand their experiences (e.g. Pellicano et al., 2014). Alternatively, autistic children who are farther along in their development could be involved in a study — for whom there are many methods to engage them in research (see Frauenberger et al., 2017; Spiel et al., 2017) — and could represent autistic children with more difficult in their communication and cognition.

To limit the scope of our literature review, we only included studies that were related to robot-assisted interventions for autistic children. However, user needs do not specify through what means they can be addressed; only that users would like them to be addressed. A broader search for the user needs of autistic children and autism professionals would therefore likely result in more articles describing their needs. These may also be relevant for developing robot-assisted interventions.

While each paper reported on the user needs of end-users of robot-assisted interventions, some did so only briefly and provided little background regarding the user needs (Giullian et al., 2010; Zubrycki and Granosik, 2016; Kim et al., 2019). This resulted in various needs being reported, but not clearly explained what they were based on, nor why they cannot be met, or are met insufficiently so, through the current means available to autism professionals. We therefore left out several user needs that were only briefly mentioned in one of the papers, and instead focused on user
needs which were supported by statements from multiple papers. Given that we only found a few studies that investigated user needs, of which some were poorly reported, the validity of the user needs can be questionable. We believe it is likely that they are highly susceptible to regional and cultural differences. For instance, highly developed English-speaking countries, will likely have less difficulty with finding and applying standardised tests. Further research is required to verify whether the user needs are more widely shared between autism professionals and between countries. Nevertheless, for the DE-ENIGMA consortium, we believe the user needs are sufficiently valid, as they specifically relate to, and involved, our end-users (educators from special education schools, occupational therapists, and parents of autistic children), who were based in countries that are directly relevant for the testing of the DE-ENIGMA intervention (United Kingdom, Serbia, and the Netherlands).

3.5.2 Focus of the DE-ENIGMA intervention

These user needs and requirements form the basis of how we developed the DE-ENIGMA intervention. In particular, we aimed to position the DE-ENIGMA intervention to address the need for scaffolding and the need for a safe and comfortable learning environment. For the latter need, we specifically focused on developing a robot that was highly predictable in its behaviour. The DE-ENIGMA intervention also addressed the need for reporting the progression of autistic children, but I only briefly touch on this aspect of the intervention in this dissertation (Chapter 5.5), as I was not involved in the design of the solution. While all the user requirements that we established are likely to be important for an effective and engaging robot-assisted intervention, we focused on achieving a couple of them. These include URP 1 to 3, and URC 1 to 5 (see Table 3.1). In the next chapter, I will report on a descriptive study where we investigated how autistic children spontaneously interact within a robot-assisted intervention setting. Identifying such interactions can help us choose between the various ways of addressing the user requirements we identified.
It is important to note that the user requirements from the previous chapter do not state how they can be translated into design, or what the autistic child-robot interaction in general should look like. While we elaborated on possible solutions, there are more ways in which each user requirement can be addressed. Given the wide variety in abilities, interests, and needs between autistic children, the most effective way for addressing the user requirements likely also varies between children. While there are a few studies that provide qualitative descriptions of how autistic children interact with robots — or in the presence of a robot — and how these differ between children, these studies are with small sample sizes. This makes the results difficult to generalise to broader subgroups of autistic children. Our limited understanding of how individual differences affect the interaction within a robot-assisted intervention and what autistic children find interesting types of interaction formed the basis of the descriptive study that is presented in this chapter.

4.1 Introduction

Incorporating a robot in an intervention for autistic children appears to have a positive effect on the child’s engagement and attention to the learning task (Scassellati et al., 2012; Simut et al., 2016). Yet despite the promising findings related to autistic children engaging in robot-assisted activities, achieving sustained
engagement in a robot-assisted intervention that can lead to learning remains challenging. While studies on robots for autistic children generally report a positive effect of the robot on engagement, they also report on children who show very low levels of engagement or are not engaged (Rudovic et al., 2017; Desideri et al., 2018), or quickly lose attention within a session (Tapus et al., 2012). Moreover, sustaining high levels of engagement over multiple sessions is difficult (Desideri et al., 2018), where initially engaging interactions can become boring and too repetitive for autistic children over time (Srinivasan and Bhat, 2013). Additionally, some interactions may be very rewarding to the child and keep them engaged, but do not facilitate learning a targeted skill. Indeed, even when the children are engaged, current robot-assisted interventions do not necessarily lead to learning (Tapus et al., 2012; Kim et al., 2013; Pop et al., 2014; Simut et al., 2016; Desideri et al., 2018; Zheng et al., 2020). In part, these issues can be explained by individual differences among autistic children in what they do and do not consider interesting, as well as the idiosyncrasies in autism features that we described in the previous chapter (Section 2.4). Altogether, a personalised approach to design of robot-assisted intervention is essential for autistic children to engage in it and learn; the robot’s behaviour needs to be in line with the interests, needs, and abilities of the child.

To design deliberate robot behaviour, aimed at engaging autistic children and facilitating learning, we then need to understand what interactions are interesting to them and how their individual characteristics play a role in this. There is a lot of work that provides qualitative descriptions of how autistic children interact with a specific robot (e.g. Kozima et al., 2009; Feil-Seifer and Matarić, 2009; Robins et al., 2009; Tapus et al., 2012; Costa et al., 2015; Boccanfuso et al., 2016) which can provide some guidance in the design of a robot-assisted intervention. For instance, in their study with the machine-like robot Sphero, which looks like a billiard ball, Boccanfuso et al. (2016) observed the responses of autistic children in relation to the robot’s various expressions of emotions. The robot’s behaviour was limited to rolling as a way to move, using its LEDs to change colour, and playing music. Responses varied from pushing, kicking, dropping, holding, and picking up the robot. Tapus et al. (2012) used the humanoid robot NAO and reported a detailed description of the interactions of four autistic children. Spontaneous interactions between the child and robot were observed, such as the child touching the robot. NAO also elicited interactions between the child and the experimenter, where children requested certain robot behaviours, or shared their enjoyment with the experimenter. We consider spontaneous behaviours, such as those reported above, to be indicative of potential for engagement. The behaviours are spontaneous, which means that there is no observable prompt that led to the behaviour (contrary to responsive behaviours which require a prompt), which can indicate that the children are intrinsically motivated to engage in such behaviour (Deci and Ryan, 1985). That is, they are motivated to perform the behaviour for its inherent satisfaction rather than for some separable consequence (Ryan and Deci, 2000). In turn, designing deliberate robot behaviour to support intrinsically motivating interactions may be particularly promising in keeping them engaged. However, our current understanding is insufficient to translate reported insights into design. Studies reporting on specific autistic child-robot interactions generally have less than
10 participants (Begum et al., 2016), and are qualitatively rich, but largely not quantitative. Moreover, participant characteristics are often not, or insufficiently, reported in studies on robots for autistic children (Diehl et al., 2012; Begum et al., 2016). This makes it difficult to ascertain the abilities and difficulties of the participants and generalise findings to more specific subgroups of autistic children to whom we can tailor the robot’s behaviour.

In the descriptive study described in this chapter, we report analyses on the behaviour of autistic children in the context of a robot-assisted intervention. The interactions were collected as part of the DE-ENIGMA database. This database is one of the major outcomes of the DE-ENIGMA project and is a publicly available multimodal database of autistic children’s interactions. This database hosts the largest set of recordings to date of autistic children (N = 121) engaged in a robot-assisted intervention featuring a humanoid robot. The analysis reported in this chapter specifically reports on interactions that were spontaneously initiated by the children. We aim to address the following two research questions:

Research question 1: What interactions did the autistic children spontaneously engage in within the DE-ENIGMA robot-assisted intervention?

Research question 2: Which autistic traits predicted these various interactions?

Specifically, we analysed the children’s spontaneous interactions with the robot, where we classified the interactions as either exploratory, relational, or functional/symbolic interactions. We also analysed the children’s spontaneous interactions towards the adult — social overtures — that made a reference to the robot in some way. To investigate whether certain interactions are of interest to particular groups of autistic children, we used the scores of various autism diagnostic assessments and demographics to differentiate among children, described in Section 4.2.6. By answering the above two research questions, we hope to deliver concrete insights into what robot behaviours to design for engaging specific groups of autistic children in a robot-assisted intervention.

4.2 Materials and methods

4.2.1 Dataset

DE-ENIGMA database. As we participated in the collection of audio and video recordings to develop the DE-ENIGMA database, we used the data collected for the database for our analyses (for a general description of the DE-ENIGMA database, see Chapter 1.4). The data collection for the DE-ENIGMA database took place in Serbia and the United Kingdom. In our analyses, we only consider the recordings from the United Kingdom to keep the cultural context similar between the recordings. The children were recruited from three special education settings in the United Kingdom, which were also the locations where the sessions took place. All of the children had

9Paper in preparation. See https://deenigmadb.wordpress.com/
Figure 4.1: Screenshot from one the sessions in the United Kingdom, where the adult is using the robot for the DE-ENIGMA learning task. The adult at the back is a school staff member who accompanies the child.

received an independent clinical diagnosis of autism according to criteria of the ICD-10 (World Health Organization, 1992), DSM-IV-TR (American Psychiatric Association, 2000), or DSM-V (American Psychiatric Association, 2013). The majority of the autistic children had additional intellectual disabilities and language challenges.

Ethical approval for the data collection in the United Kingdom for the DE-ENIGMA database was reviewed and approved by the ethics committee of the University College London, Institute of Education, and is registered under reference number “REC 796”. For some of the autistic children who participated, the parents only granted consent for using their child’s data within the project, and not for inclusion in the publicly available database.

**Data selection.** The video recordings used for the analyses presented in this chapter are a *subset* of the video recordings that were collected for the DE-ENIGMA database. The subset of the video recordings used in our analyses only includes the recordings of the autistic children from the United Kingdom who participated in the *robot-assisted condition* (see Figure 4.1 for a screenshot of one of the video recordings). Our subset includes the data of three autistic children for whom the parents only granted consent for their data to be used within the project and are not included in the database. Furthermore, our analyses use standardised tests for assessing autistic traits that were part of the data collection, but could not be included in the database due to the ethical constraints — they can only be used within the DE-ENIGMA project.

The children interacted with the robot for several sessions every or every other
day. The number of sessions for the children depended on their availability and progression through the learning content. For each child, one of their sessions was randomly selected for the analysis. A description of the children included in our sample is reported in Section 4.3.1.

4.2.2 Robot behaviour

To express the emotions, the robot used the default facial expressions designed by Robokind (see Figure 4.2). To make it easier to recognise the facial expressions, we augmented them with affect bursts. These are “short, emotional non-speech expressions, comprising both clear non-speech sounds (e.g. laughter) and interjections with a phonemic structure (e.g. “Wow!”), but excluding “verbal” interjections that can occur as a different part of speech (like “Heaven!””, “No!”, etc.)” (Schröder, 2003, p. 103). To assess whether this actually led to improved recognition rates, we conducted a small study with 28 typically developing children. For them, combining the affect bursts with the facial expressions led to an increase in recognition rate of 15% on average (Schadenberg et al., 2018).

In addition to the facial expressions, the robot had several gestures which could be used to (attempt to) elicit joint attention, various behaviours to draw the attention or to reward the child, and behaviour for saying “hi” and “goodbye”. When idle, the robot showed life-like behaviour by moving its wrists, blinking its eyes, and turning its head every now and then.

The Wizard-of-Oz paradigm was used for operating Zeno, where the adult who was giving the intervention also controlled the robot. The Wizard-of-Oz interface was a small keypad that was hidden underneath the table on which Zeno was standing. A cloth over the table further obscured the keypad from the child’s sight. The keypad contained controls for all of the robot behaviours, except the life-like behaviour which ran autonomously.

4.2.3 The activities used for the DE-ENIGMA data collection study

Prior to attending the first session, the autistic children received a social story, which are generally used as a narrative that is made to illustrate certain situations and prob-
lems and how people deal with them. In this case, the social story illustrated the session, which included specific information about what to expect (e.g., who they would see, what they would do). This helped the children prepare for what would otherwise have been an unfamiliar situation. The DE-ENIGMA sessions took place at the child's special education school in a separate room that was available for all sessions. The children were accompanied by their school staff member, whose main role was to provide additional support if needed but not to participate in the teaching. Each child started the first session with a free-play activity with toys to help them become comfortable with the unfamiliar adult and setting. The interaction with the robot started with a brief introduction to Zeno, where the adult would display the various behaviours of Zeno to familiarise the child with the robot. Next, the adult would demonstrate each of Zeno’s dynamic facial expressions of emotion and label them. The children were then guided to work through an adapted version of the six steps defined by Howlin et al. (1999):

1. **Recognising static emotional expressions**: recognising Zeno's emotional facial expressions as depicted on laminated cards.

2. **Recognising abstract static emotional expressions**: recognising emotions expressed by emoticons on laminated cards.

3. **Recognising dynamic emotional expressions**: matching Zeno's dynamic emotional facial expressions with static emoticons on laminated cards.

4. **Recognising dynamic emotional expressions**: similar to step 3, but the child was also asked to express the shown emotion.

5. **Recognising dynamic emotional expressions**: similar to step 3, but the child was also asked to express the same emotion as the robot (no label of the emotion was provided).

6. **Recognising situation-based emotions**: recognising how the character (the robot, the child, or another child) in a social story feels. The social stories start out as simple situation-based stories, and gradually move towards incorporating desires and beliefs.

These steps were adapted to incorporate Zeno in the following way: instead of photographs of real people for step 1, photographs of Zeno were used; and instead of the adult showing dynamic facial expressions for step 3-6, Zeno was dynamically animated to display these expressions with its face. In each of the steps, Zeno expressed the emotions and provided positive feedback (either for the correct answer, or for the child's effort). At the end of the interaction with the robot, Zeno would say “goodbye” to the child.

The children engaged in the robot-assisted intervention for several sessions, scheduled over multiple days. The exact number and length of the sessions depended on the child's progress through the intervention, and additional factors such as their attention span. The intervention described above varied somewhat among the children, as the learning content was adapted to the child's behaviour and language by
the adult. The children were finished with the intervention when they had completed all six steps, or when they were not able to successfully complete a step after three separate attempts.

4.2.4 Coding scheme

For the analysis, we observed the interactions of the autistic children during the sessions with the robot. These were then annotated with the ELAN transcription software, developed by the Max Planck Institute for Psycholinguistics in Nijmegen, the Netherlands.

We annotated interactions that met the following two criteria: firstly, the interaction should be spontaneous, which means that the child initiated the interaction without a prompt from the adult. For example, the child could ask the robot a question, or reach for the robot to explore its physical properties. Any responses or answers given by the children in response to a specific prompt by the adult were excluded. For example, the children were frequently required to choose an emotion they recognised, and they learned this through prior prompts by the adult. Secondly, the interaction should be directed towards either the robot, or the adult. For the latter, the interaction should also be related to the robot in some form (i.e. the behaviour would not have occurred if no robot was present). For example, asking the adult a question about the robot. Any spontaneous interactions directed towards the school staff member were not annotated, as they were asked not to be actively involved in the intervention. Potentially relevant interactions can occur at any point during the session, not only during the child-robot interaction (Dickerson et al., 2013). We therefore annotated the whole recording, which included parts where the robot was still covered by a blanket, as well as when the adult and child were engaged in free-play.

We used a grounded theory approach to design a coding scheme with which we analysed the observed child behaviours (Saldaña, 2015). The coding scheme that we used for the analysis to annotate the spontaneous interactions of the children can be seen in Table 4.1. All observations were placed in a behavioural unit, which describes how the interaction manifested itself. In turn, each behavioural unit is part of a categorical unit (in bold in Table 4.1), which describes what type of interaction the manifestation belongs to. For the robot directed interactions, the categorical units were based on the developmental types of object play (Libby et al., 1998; Casby, 2003; Naber et al., 2008). They include exploratory, relational, and functional/symbolic interactions. We combined functional and symbolic interactions into one categorical unit because the distinction between the two is precarious when it comes to robot (see Section 2.3.2). The exploratory interactions with the robot were restricted, due to the fragility of the robot. Beyond gently touching and visually inspecting the robot, other tactile interactions were actively prevented by the adult and the school staff member. These include possible exploratory interactions such as banging the robot on the table, or mouthing the robot. In addition to the child interactions with the robot, we also annotated any the children’s interactions towards the adult which related to the robot in some way. Such interactions were categorised as social overtures – a spontaneous social initiation of the child towards the adult.

https://tla.mpi.nl/tools/tla-tools/elan/
Table 4.1: Description of the coding scheme for annotating the autistic child’s interactions with the robot and robot-mediated interactions with the adult.

<table>
<thead>
<tr>
<th>Interaction type</th>
<th>Description and examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exploratory interactions with the robot</strong></td>
<td></td>
</tr>
<tr>
<td>Touching the robot</td>
<td>Touching part of the robot. This also includes attempts at touching Zeno, as children were prevented from actually touching it. An attempt is classified as moving towards Zeno and reaching for it, or when the intent is clear from previous attempts at touching Zeno.</td>
</tr>
<tr>
<td>Explicit visual inspection of the robot</td>
<td>Moving closer to the robot, or leaning over the table, and visually inspecting the robot.</td>
</tr>
<tr>
<td><strong>Relational interactions with the robot</strong></td>
<td></td>
</tr>
<tr>
<td>Using additional objects with the robot</td>
<td>Relating one or more objects to the robot in a way that does not indicate functional or symbolic play. For instance, putting a laminated card on top of the robot or in its mouth.</td>
</tr>
<tr>
<td><strong>Functional interactions with the robot</strong></td>
<td></td>
</tr>
<tr>
<td>Imitation of the robot</td>
<td>Child imitates Zeno’s behaviour or the sounds it makes without being prompted. This excludes echolalic responses. For instance, imitating the robot’s waving gesture.</td>
</tr>
<tr>
<td>Joint attention initiated by the robot</td>
<td>Gaze shift to area where Zeno is looking/pointing at and is saying “look”.</td>
</tr>
<tr>
<td>Talking to the robot</td>
<td>Any questions, comments or vocalisations directed at Zeno. For instance, asking the robot about its favourite food.</td>
</tr>
<tr>
<td>Physical behaviours directed at the robot</td>
<td>Physical interactions with Zeno, which are not exploring behaviours. For instance pushing Zeno, blowing air in Zeno’s face, or dancing with Zeno.</td>
</tr>
<tr>
<td>Controlling the robot</td>
<td>Making the robot do a certain behaviour through the Wizard-of-Oz keypad that controls the robot. This includes reaching for, or pressing, controls on the keypad.</td>
</tr>
<tr>
<td><strong>Social overtures directed at the adult and related to the robot</strong></td>
<td></td>
</tr>
<tr>
<td>Social reference</td>
<td>A social reference refers to utilising the adult’s interpretation of a novel situation to formulate one’s own interpretation (Feinman, 1982). For instance, looking at the adult after Zeno did something unexpected.</td>
</tr>
<tr>
<td>Shared enjoyment</td>
<td>Indicating and communicating pleasure to the adult regarding something the robot did. For instance, looking and smiling at adult after Zeno finished its dance.</td>
</tr>
<tr>
<td>Directing attention</td>
<td>Getting the adult to direct her attention to Zeno. For example, the child may be pointing towards Zeno and saying “look”.</td>
</tr>
<tr>
<td>Helping</td>
<td>Helping the adult with something that has to do with Zeno. For instance, covering or uncovering Zeno with a blanket.</td>
</tr>
</tbody>
</table>
Table 4.1: Table continued.

<table>
<thead>
<tr>
<th>Interaction type</th>
<th>Description and examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requesting</td>
<td>(non) Verbally requesting the adult to have Zeno do certain behaviours. For example, the child could ask the adult to see the robot’s happy facial expression by saying “do happy”, or point to a laminated card that shows a certain facial expression of Zeno.</td>
</tr>
<tr>
<td>Conversing with the adult</td>
<td>Talking with the adult about the robot. For instance, asking questions about Zeno, commenting on certain features of Zeno.</td>
</tr>
</tbody>
</table>

4.2.5 Annotation procedure

For all observations, we annotated the start and end time of the observations. Observations that occurred within 2 seconds of each other were considered as the same observation. A single main coder annotated all the recordings. To calculate the reliability of these annotations, a second coder annotated a random selection of 20% of the recordings, which contained 19% of the annotations of the first coder. There were 21 segments in the recordings that were annotated by both coders. To determine the agreement between the two coders, Cohen’s κ statistic was used. The agreement between the two coders on the behavioural units was good (Cohen’s κ = .83, 95% CI [.66, 1.00], p < .001). However, there was a difference in sensitivity between the two coders, as an additional 24 segments were annotated by only one of the two coders. Of these additional segments, 21 were coded only by the main coder and 3 were coded only by the second coder.

As an additional check, the second coder annotated the 21 segments that were only annotated by the first coder. For these additional observations, the second coder also had to judge whether the child’s behaviour was “spontaneous”, “might have been spontaneous”, or “was not spontaneous”. The reason for the additional annotation of these 21 segments was given afterwards to the second coder, to prevent socially desirable responses. Of the 21 additional segments, 18 were judged to be “spontaneous”, 3 as “maybe spontaneous”, and none as “was not spontaneous”. The second coder further mentioned that the child’s behaviour in these segments were more subtle than in the segments that both coders initially annotated. For the additional segments, agreement was good (Cohen’s κ = .72, 95% CI [.51, .93], p < .001); the aggregated Cohen’s κ over all 42 segments is .78 (95% CI [.65, .92], p < .001), which we consider to be sufficiently high to proceed with.

We conclude that there was only a difference in sensitivity between the coders, where the main coder was more sensitive than the second coder, and not in differences in labelling segments. Both coders agreed that most of the additional segments were indeed spontaneous interactions and should be annotated. Difficulties with sensitivity in the behavioural analysis of autistic children is a known and common issue. For instance, in the development of diagnostic tools for autism, where subtle but potentially meaningful social communication behaviours are difficult to identify, which makes it difficult to develop a measure that is sensitive enough to account for these
behaviours (Grzadzinski et al., 2016; Anagnostou et al., 2015).

We also carried out a more detailed analysis of the coder disagreements through inspection of the confusion matrices. This showed two behavioural units that deserve special mention, namely “conversing with the adult” and “requesting”. These two units had a relatively high confusion (4 out of 15). This means that we should be careful about the distinction between these two particular units. Further results presented in this article are based on the annotations of the main coder.

4.2.6 Individual characteristic measures

To investigate which individual characteristics were associated with the observed interactions, we used three diagnostic measures and child demographics. These measures were collected for the children who participated in the recording session for the DE-ENIGMA database, but are not publicly available as part of the database as it is released.

**Autism Diagnostic Observation Schedule.** The Autism Diagnostic Observation Schedule - second edition (ADOS-2, Lord et al., 2012) is a structured play session conducted by a professional, and was administered to assess the autistic features. Each child is given one of five modules, each with their own activities for the play session. The module is primarily selected on the basis of the child's expressive language capabilities and secondarily on the child’s chronological age. Module 1 is used for children older than 31 months who do not consistently use phrase speech. To account for the differences in cognitive and adaptive functioning (Bal et al., 2016), Module 1 distinguishes between two expressive language levels, namely “few to no words” (hereafter, “Module 1, FNW”) for children who used no words or fewer than five words during the ADOS administration, and “some words” (hereafter, “Module 1, SW”) for those who used more than five words up to those who used simple phrases (Gotham et al., 2007). Module 2 is used when children can use phrase speech, but are not yet verbally fluent, and Module 3 is for verbally fluent children and young adolescents. The other two modules were not applicable to our sample given the chronological age requirements.

The ADOS-2 Calibrated Severity Score (ADOS-2 CSS, Gotham et al., 2009) is the raw ADOS-2 score controlled for the chronological age and language skills. The CSS is therefore a more meaningful score for comparing scores across modules. A score of 1-2 is interpreted as minimal-to-no evidence, 3-4 as low, 5-7 as moderate, and 8-10 as high in autistic features.

**Childhood Autism Rating Scale.** The Childhood Autism Rating Scale - second edition (CARS-2, Schopler et al., 2010) is a 15-item autism screening and diagnostic tool and was administered to obtain a general measure of characteristics of autism. It is completed based on direct behaviour observation by a professional as well as reports from parents, teachers, or caretakers. The total score on the CARS-2 reflects the severity of autistic features with scores of 15.0-29.5 indicating minimal-to-no evidence, 30.0-36.5 is mild-to-moderate severity, and 37.0 and higher is severe autistic features.
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Vineland Adaptive Behavior Scales. The Vineland Adaptive Behavior Scales - second edition (VABS-2, Sparrow et al., 2005) is a standardised measure of an individual's adaptive behaviour – the ability to undertake daily activities. Adaptive behaviour is a composite of five domains, namely the communication, daily living skills, socialisation, motor skills, and maladaptive behaviour domains. In this article, we report on the communication and socialisation domain scores. The former addresses receptive as well as expressive language usage, and the latter reflects functioning in social situations. The scores on the domains are standard scores ($M = 100$, $SD = 15$). For descriptive purposes, we also report on the Adaptive Behaviour Composite, which reflects an individual's overall adaptive behaviour, and is calculated using the domain scores.

Child demographics. For the child demographic characteristics, the children's chronological age and sex were included in the analyses.

4.3 Results

4.3.1 Description of the sample

The sample for the analysis consisted of 31 (84% male) autistic children from the United Kingdom, between the chronological age of 5 to 12 years. They were randomly assigned to the robot-assisted condition for the DE-ENIGMA database recordings. The average characteristics of the children can be seen in Table 4.2.

The ADOS-2 assessment was completed for all but one of the children included in the sample. For the ADOS-2 assessment, Module 1 was used for 24 children, of which 10 used few-to-no words and 14 used some words. There were six children who had phrase speech, but were not yet verbally fluent, for whom Module 2 was used. There were no children for whom Module 3 was deemed appropriate. The child for whom

Table 4.2: Average characteristics of the thirty-one autistic children who were included in the analysis.

<table>
<thead>
<tr>
<th>Measure</th>
<th>n</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years:months)</td>
<td>31</td>
<td>8:4.4 (2:2.7)</td>
<td>5:1 - 12:2</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>26</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Female</td>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ADOS-2 CSS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Module 1, FNW</td>
<td>10</td>
<td>6.60 (1.84)</td>
<td>3 - 9</td>
</tr>
<tr>
<td>Module 1, SW</td>
<td>14</td>
<td>6.29 (0.83)</td>
<td>5 - 8</td>
</tr>
<tr>
<td>Module 2</td>
<td>6</td>
<td>6.33 (1.86)</td>
<td>3 - 8</td>
</tr>
<tr>
<td>CARS-2</td>
<td>31</td>
<td>33.68 (4.52)</td>
<td>24.5 - 45.0</td>
</tr>
<tr>
<td>VABS-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptive Behaviour Composite</td>
<td>20</td>
<td>55.45 (8.48)</td>
<td>46 - 74</td>
</tr>
<tr>
<td>Communication domain</td>
<td>20</td>
<td>58.00 (12.55)</td>
<td>36 - 79</td>
</tr>
<tr>
<td>Socialisation domain</td>
<td>20</td>
<td>55.60 (7.34)</td>
<td>43 - 68</td>
</tr>
</tbody>
</table>
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there is no ADOS-2 score was unable to participate in the ADOS-2 play session as he would not engage with the examiner that conducted the assessment. The CARS-2 assessment was completed for all children. All children scored above the autism cutoff on either the CARS-2 (30 or higher) or the ADOS-2 (4 or higher). On average, the children had moderate autistic features. The VABS-2 was assessed through survey interviews with the child’s parents, and was completed for 20 children.

4.3.2 Observed interaction types

The analysis led to a total of 225 annotations in 450 minutes of video recordings. The sessions that were randomly selected for the analysis lasted from 5 min 55 s up to 37 min 12 s. On average, the sessions lasted 14 min 31 s ($SD = 8$ min 02 s). In our sample, the session ranged from the 1st to 7th sessions ($M = 3.03$, $SD = 1.43$). Twelve sessions contained the free-play activity, which lasted 6 min 27 s on average ($SD = 3$ min 05 s). Of the annotations, only seven occurred during the free play prior to the intervention with the robot, when the robot is still covered by a blanket.

The frequency and distribution of the observed interaction types can be seen in Figure 4.3. Most of the spontaneous interactions with the robot classify as functional interactions ($n = 71$), and were observed for 58% of the children. Exploratory interactions with the robot ($n = 57$) were observed for 42% of the children. For two children (6%), relational interactions with the robot were observed for a total of six annotations. A total of 91 social overtures were observed, spread out over 16 children (52%).

Notably, for eight children we did not observe any spontaneous interactions. They were all male and had moderate to severe autistic features. Of these eight children, two had an aversive reaction to the robot and left the room shortly thereafter. Both were assessed with ADOS-2 Module 1, SW. For one it was the first session, and for the other it was the second session. Four children did not seem to understand nor engage in the learning task. The adult spent most time trying to explain the task and focus the child’s attention to the task. All of the four children were non-verbal. Two children engaged with the learning task and interacted with the robot and the adult when prompted, but did not initiate any interactions themselves. Both children were assessed with ADOS-2 Module 1, where one used some words and the other used few-to-none.

4.3.3 Individual differences in interaction types

Correlations between the autistic traits and interaction types. To calculate the association between the measured autistic traits and interaction types we use Kendall’s Tau-b partial correlation, given the large amount of tied ranks, skewed distribution, and outliers (see Figure 4.3). The partial correlations were controlled for differences in session length and can be seen in Table 4.3. The ADOS-2 Module used during the ADOS-2 assessment showed positive associations with spontaneous functional interactions ($\tau_p = .39$, 95% CI [.16, .58], $p = .003$), social overtures ($\tau_p = .63$, 95% CI [.45, .76], $p < .001$), and the total number of spontaneous interactions ($\tau_p = .41$, 95% CI [.18, .60], $p = .002$). The correlations for the communication domain score
of the VABS-2 were not significant, but did show a similar trend to the ADOS-2 Module correlations. We found no evidence of an association between either the ADOS-2 Module or VABS-2 CD and spontaneous exploratory or relational interactions.

The ADOS-2 CSS was negatively associated with spontaneous functional interactions ($\tau_p = -.35, 95\% \text{ CI } [-.55, -.11], p = .008$), while the CARS-2 score showed a negative association with social overtures ($\tau_p = -.28, 95\% \text{ CI } [-.49, -.04], p = .027$). No evidence was found for either score regarding an association with exploratory or relational interactions, nor with the total number of spontaneous interactions.

The child’s functioning in social situations, as measured through the VABS-2, showed a positive association with the spontaneous functional interactions ($\tau_p = .33, 95\% \text{ CI } [.02, .58], p = .047$), social overtures ($\tau_p = .35, 95\% \text{ CI } [.04, .60], p = .036$), and total number of spontaneous interactions ($\tau_p = .34, 95\% \text{ CI } [.03, .59], p = .040$).

To calculate whether the child’s sex was associated with initiating different types of interactions, we used the Mann-Whitney U test. Being male was coded as 0 and female as 1. We found no evidence of an association between sex and exploratory interactions ($U = 47.00, p = .313, r = .17$), relational interactions ($U = 60.00, p = 1.000, r = -.19$), functional interactions ($U = 56.00, p = .636, r = .09$), social overtures ($U = 63.00, p = .934, r = -.02$), or the total number of spontaneous interactions ($U = 48.00, p = .376, r = .17$). To account for differences in session length, we took the number of interactions per minute.

**Figure 4.3:** Raincloud plots (scatter, box, and density plot) that show the frequency of the interaction types observed per autistic child.
Table 4.3: Kendall’s Tau-b partial correlations that show the strength of the association between the frequency of interaction types and the total number of spontaneous interactions with the children’s chronological age, ADOS-2 Module, ADOS-2 Calibrated Severity Score (CSS), CARS-2 score, and the VABS-2 communication (CD) and socialisation domain (SD). The partial correlations were controlled for differences in session length.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Exploratory</th>
<th>Relational</th>
<th>Functional</th>
<th>Social overture</th>
<th>Interactions total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-.12</td>
<td>-.05</td>
<td>-.13</td>
<td>.08</td>
<td>-.11</td>
</tr>
<tr>
<td>Language ability</td>
<td>-.05</td>
<td>.08</td>
<td>.39**</td>
<td>.63***</td>
<td>.41**</td>
</tr>
<tr>
<td>ADOS-2 Module</td>
<td>-.16</td>
<td>.11</td>
<td>.32</td>
<td>.31</td>
<td>.21</td>
</tr>
<tr>
<td>VABS-2 CD</td>
<td>-.16</td>
<td>.11</td>
<td>.32</td>
<td>.31</td>
<td>.21</td>
</tr>
<tr>
<td>Autism spectrum severity</td>
<td>.14</td>
<td>-.01</td>
<td>-.35**</td>
<td>-.22</td>
<td>-.19</td>
</tr>
<tr>
<td>ADOS-2 CSS</td>
<td>.06</td>
<td>.03</td>
<td>-.18</td>
<td>-.28*</td>
<td>-.21</td>
</tr>
<tr>
<td>CARS-2</td>
<td>.06</td>
<td>.03</td>
<td>-.18</td>
<td>-.28*</td>
<td>-.21</td>
</tr>
<tr>
<td>Social functioning</td>
<td>.06</td>
<td>.02</td>
<td>.33*</td>
<td>.35*</td>
<td>.34*</td>
</tr>
</tbody>
</table>

* Correlation is significant at the .05 level (2-tailed).
** Correlation is significant at the .01 level (2-tailed).
*** Correlation is significant at the .001 level (2-tailed).

Novelty effect. In our selection of the participants’ video recordings, we randomly selected a session for each participant. To check whether there was a novelty effect for the interaction types, we calculated correlations between the session number and the interaction types. Given the large amount of tied ranks, skewed distribution, and outliers, we again use Kendall’s Tau-b correlation. The session number showed a positive association with exploratory (τ = .09, 95% CI [-.23, .38], p = .566), relational (τ = .13, 95% CI [-.04, .33], p = .429), functional (τ = .22, 95% CI [-.07, .49], p = .136), social overtures (τ = .26, 95% CI [-.09, .55], p = .083), and total number of spontaneous interactions (τ = .19, 95% CI [-.10, .43], p = .174). None of these correlations were statistically significant.

Intercorrelations. The correlations between the individual characteristics can be seen in Table 4.4. Given the differences in type of data between the measures, we report either Kendall’s Tau-b, due to small sample size and non-normality, or point-biserial correlations for sex. The likelihood ratio between sex and the ADOS-2 Module showed no significant difference (χ² (2) = 0.14, p = .934).

4.3.4 Manifestations of the interaction types

Below follows a qualitative analysis describing how the interaction types were manifested during the robot-assisted intervention and how they differed between the children. The frequencies of the manifestations for each interaction type can be seen in Table 4.5. The frequencies in this table are the frequencies for an average session.
Table 4.4: Correlations between the independent variables of age, sex, ADOS-2 Module, ADOS-2 Calibrated Severity Score (CSS), CARS-2 score, and the VABS-2 communication (CD) and socialisation domain (SD). The correlations are Kendall’s Tau-b correlations, except for correlations with sex, which are point-biserial correlations.

<table>
<thead>
<tr>
<th></th>
<th>Age</th>
<th>Sex</th>
<th>ADOS-2 Module</th>
<th>ADOS-2 CSS</th>
<th>CARS-2</th>
<th>VABS-2 CD</th>
<th>VABS-2 SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1</td>
<td>-.09</td>
<td>.09</td>
<td>.09</td>
<td>.10</td>
<td>-.21</td>
<td>-.30</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>n/a</td>
<td>-.20</td>
<td>-.34*</td>
<td>.60**</td>
<td>.45*</td>
<td>.93**</td>
</tr>
<tr>
<td>ADOS-2 Module</td>
<td>1</td>
<td>-.11</td>
<td>-.34*</td>
<td>.60**</td>
<td>.45*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADOS-2 CSS</td>
<td>1</td>
<td>.40**</td>
<td>-.40*</td>
<td>.45*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CARS-2</td>
<td>1</td>
<td>-.30</td>
<td>-.23</td>
<td>.58**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VABS-2 CD</td>
<td>1</td>
<td>.58**</td>
<td>.23</td>
<td>.58**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VABS-2 SD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Correlation is significant at the .05 level (2-tailed).
** Correlation is significant at the .01 level (2-tailed).

length. We grouped the children by the ADOS-2 Module that was used, given that the children's language ability, as measured by the ADOS-2 Module, showed the strongest association with the interaction types (see previous section).

Manifestations of exploratory interactions. The exploratory interactions that we observed involved explicitly inspecting the robot and touching various parts of it. These two manifestations of exploratory interactions were observed for children who saw the robot for the first time as well as for children who had interacted with the robot up to six times before. Sometimes the visual inspection would precede reaching for the robot, but more often the children would immediately reach for the robot. The robot stood at the rear of a table, which prevented the children from touching the robot when they were seated. Of the children, eight stood up to get a closer look at the robot, either by leaning forward over the table, or by walking to the rear of the table and standing next to the robot. Two of them persisted in visually inspecting the robot and accounted for six and ten annotations. Eleven children touched or attempted to touch the robot. Most of these children did so several times during a session. When the children reached for the robot, the adult and school staff member intervened, as it was often not possible to tell beforehand whether the child would gently touch the robot or would grab the robot to explore its properties (e.g. through licking, spinning or banging the robot on the ground), which could damage the robot.

Manifestations of relational interactions. The number of other objects that could have been used for relational interactions was limited to the learning materials and any items the children brought with them. Two children placed the laminated emotion cards in the robot’s mouth after it had opened the mouth for a certain animation. When the robot closed its mouth, the card would stay clenched in the robot’s mouth. One child in particular found this type of interaction interesting and accounted for five of the six observations.
Table 4.5: Frequency and range for the interaction types and the observed manifestations, indicating how frequently certain interactions and manifestations were observed. Given that the ADOS-2 Module showed the strongest correlation with the interaction types, this table also shows the number and percentage of autistic children with one or more observations for the interaction types and manifestations within each of the ADOS-2 Modules.

<table>
<thead>
<tr>
<th>Interaction manifestations</th>
<th>Frequency</th>
<th>Number of children showing the manifestation for each ADOS-2 Module*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>Module 1, FNW</td>
</tr>
<tr>
<td>Exploratory interactions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Touching robot</td>
<td>33</td>
<td>4 (40%)</td>
</tr>
<tr>
<td>Explicit visual inspection</td>
<td>24</td>
<td>2 (20%)</td>
</tr>
<tr>
<td>Relational interactions</td>
<td>6</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Using additional objects</td>
<td>6</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Functional interactions</td>
<td>71</td>
<td>4 (40%)</td>
</tr>
<tr>
<td>Controlling the robot</td>
<td>31</td>
<td>1 (10%)</td>
</tr>
<tr>
<td>Talking to the robot</td>
<td>15</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Imitation of the robot</td>
<td>12</td>
<td>2 (20%)</td>
</tr>
<tr>
<td>Physical behaviour</td>
<td>8</td>
<td>2 (20%)</td>
</tr>
<tr>
<td>Joint attention</td>
<td>4</td>
<td>1 (10%)</td>
</tr>
<tr>
<td>Social overtures</td>
<td>91</td>
<td>1 (10%)</td>
</tr>
<tr>
<td>Conversing with adult</td>
<td>27</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Requesting</td>
<td>25</td>
<td>1 (10%)</td>
</tr>
<tr>
<td>Shared enjoyment</td>
<td>20</td>
<td>1 (10%)</td>
</tr>
<tr>
<td>Social reference</td>
<td>11</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Directing attention</td>
<td>5</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Helping</td>
<td>4</td>
<td>1 (10%)</td>
</tr>
<tr>
<td>Interactions total</td>
<td>225</td>
<td>6 (60%)</td>
</tr>
</tbody>
</table>

* Note. One autistic child was not assessed with the ADOS-2 and is missing from these columns. We observed no spontaneous interactions for this child, who would likely have been assessed with Module 1, FNW.

Manifestations of functional interactions. The manifestations of the functional interactions were grouped into five behavioural categories, namely controlling the robot through the Wizard-of-Oz keypad, imitating the robot, talking to the robot, looking at the spot where the robot pointed towards when it tried to establish joint attention, and any physical behaviours directed at the robot, such as dancing. The majority of the functional interactions with the robot involved controlling the robot through the Wizard-of-Oz keypad used by the adult. While the keypad was hidden underneath the table, nine children had found out that the robot would respond to presses on the keypad. These children would reach for the keypad several times during the session, and sometimes were successful at pressing a button which resulted in the robot performing an action.
Of the children who used semantic speech, four children spoke to the robot. This was mostly confined to saying “hello” and “goodbye” to the robot. For the three children, we had annotated their third or fourth session with the robot. One child – for whom it was the second session – accounted for most of the annotations (11 out of 15). He introduced himself to the robot, asked it several questions, and asked the robot to keep its chest light on later during the session.

The functional interaction manifestations of imitation, physical behaviours, and joint attention, are more related to the content of the DE-ENIGMA intervention. Six children spontaneously imitated the robot. These were mostly imitations of the robot’s gestures and its speech (excluding children who used echolalia). One child initiated imitations of the robot’s emotions during stages of the learning content where the children were not specifically asked to imitate the robot. The physical behaviours with the robot included dancing together with the robot. One child waved at the robot in response to the robot saying hello. Another child blew air at the robot’s face. Notably, this child was listening to a social story where the robot was being pushed and started enacting the story by pushing the robot backwards himself. Four children followed the robot’s gaze when it pointed at an empty area in the room (joint attention). One child noticed that the robot was pointing at nothing in particular, and concluded that “its in his head”, i.e. the robot imagined something.

Manifestations of the social overtures. For the interactions with the adult, which were related to the robot in some form, we observed six types of interactions, namely conversing with the adult about the robot, making requests for a certain robot action, the sharing of enjoyment after the robot did something, social references after the robot did something, directing the attention of the adult to the robot, and helping the adult with the robot. Of these six types, the majority of the interactions involved requesting robot actions, the sharing of enjoyment, and for the autistic children with more expressive language, conversing with the adult about the robot.

Seven children initiated a conversation with the adult about the robot for a total of 27 observations. Prior to seeing the robot for the first time, one child seemed somewhat anxious and commented several times that the robot is not a “real robot” but a toy, and did not want to see the robot. He accounted for 10 of the 27 annotations. However, after the child calmed down and was familiarised with the robot’s actions, the child showed many signs of positive affect and continued conversing and initiating conversations with the adult. For the other six children who conversed with the adult about the robot, we had annotated their second, third, or fourth session. Four children came up with a rationale to explain why the robot did a certain action. During the social stories with the robot as the main character, two children spontaneously explained why they thought the robot would feel a certain emotion. Four children had questions for the adult regarding the robot. These questions had either to do with the appearance of the robot, if the robot could do certain things, such as having dinner, or how to control the robot through the keypad. Most of the requests were verbal, although some were non-verbal, where the child would look at the adult and imitate the robot’s action they wanted to see. Nine children requested to see specific robot behaviours. These requests include 12 requests for emotional facial expressions, seven
to see the robot dancing, five for other gestures, and for one request it was unsure what the child was requesting.

Some of the robot’s actions elicited a social response from the child in the form of sharing their enjoyment or a social reference. Of the 20 observations of shared enjoyment half are related to the child making the robot do something through the Wizard-of-Oz keypad, or doing something to the robot like putting the laminated emotion cards in the robot’s mouth. The other half of the shared enjoyment observations occurred after the robot had performed one of its gestures or expressions of emotion. Social references were elicited by the robot when it did something unexpected, such as when the robot started moving for the first time or when the robot got stuck halfway through an animation, or when the child did not know how to interpret the robot’s behaviour. The child would then look at the adult for an explanation. The latter happened for two children when the robot tried to initiate joint attention. Rather than looking where the robot was pointing to, the children looked at the adult unsure what the robot was trying to communicate. For three children, unexpected actions of the robot also lead to them children directing the attention of the adult to the robot. Two other annotations of directing the adult’s attention to the robot occurred when a child was talking with the adult about the robot, and the other when a child made the robot say “hi” using the keypad.

Lastly, we observed that four children spontaneously helped the adult to remove the blanket covering the robot at the start of the session. One child helped the adult to cover the robot with the blanket at the end of a session.

4.4 Discussion

4.4.1 Types of spontaneous interactions

We observed that autistic children spontaneously engage in a wide variety of interactions with the humanoid robot or the adult. In their interaction with the robot, autistic children most frequently initiated exploratory or functional interactions. Relational interactions were only observed for two children, which can be explained by the lack of other objects in the room. This made it difficult for children to engage in relational interactions.

Looking at the manifestations of the children’s spontaneous interactions with the robot, it stands out that some children initiated the same spontaneous interaction many times during a session. Some children had a strong desire to touch or inspect the robot to the extent that they were preoccupied with engaging or trying to engage in such exploratory interactions. The soft, malleable material of the robot’s face and hands were particularly interesting to the children. For the DE-ENIGMA robot-assisted intervention, the preoccupation with engaging in exploratory interactions was problematic, as the intervention was not designed to support learning through exploratory interaction, nor was the robot sufficiently robust that it could withstand tactile exploratory interactions for longer periods of time. The adult therefore dissuaded the children from touching the robot. Rather than preventing autistic children from engaging in exploratory interaction, it would be more motivating for them when they can learn about the targeted behaviour through this type of interaction. An example of
this are the exploratory play interactions such as those developed by Boccanfuso et al. (2016) or Robins and Dautenhahn (2014) to promote imaginary play and understand contingency and causality. In both studies, the robot facilitated touch interaction and reacted with a (affective) response. In addition to being able to learn through tactile exploratory interactions, the robot itself should also be designed to accommodate such interactions. Robots such as Probo (Saldien et al., 2008) and KASPAR (Dautenhahn et al., 2009; Robins and Dautenhahn, 2014) have been specifically designed to accommodate tactile interaction. Such robot designs may be particularly suitable to facilitate learning for autistic children through tactile interaction. For robots that cannot withstand frequent tactile interaction, a more extensive familiarisation phase that includes exploratory interaction guided by an adult might reduce the desire to explore the robot’s materials in some cases.

Next to the desire to explore the robot’s materials, the children were also interested in making the robot do a certain behaviour. This is reflected by frequent observations of (trying to) controlling the robot through the keypad, or by requesting the behaviour to the adult, as well as some children becoming preoccupied with these interactions by repeatedly initiating them. The intervention used in the DE-ENIGMA database was set up to be led by the adult, which meant that those children who repeatedly wanted to control the robot's behaviour was distracting from progressing through the learning material and mastering the targeted skill. Other studies also report frequent observations of autistic children making requests, for example, during naturalistic observations of classroom activities (Keen et al., 2002), as well as in interactions with robots (Tapus et al., 2012). Tapus et al. (2012) used the humanoid NAO robot and reported that when the child made a request and the robot conformed, the child shared his enjoyment with the experimenter. We observed similar responses to requests or when the child was allowed to control the robot. Having child-led interactions would designate the robot to a more reactive role in the interaction. This notion was also highlighted by autism experts as an important design consideration for autistic children (Robins et al., 2007). The challenge then becomes to set boundaries and provide the context that the child can explore that aid in the learning of a targeted behaviour.

In terms of learning gains, previous research in human-delivered interventions show that having an autistic child lead the interaction has mixed results. Kim and Mahoney (2004) found that the engagement improves when an adult is more responsive and less directive in a human-delivered intervention. Conversely, some autistic children may learn better with a very structured, adult-directed intervention (Kishida and Kemp, 2006). For having the child-led interactions to lead to learning depends on the child’s ability to initiate and engage with the robot on their own accord, and the robot’s ability to elicit such initiations. Autistic children may not necessarily be inclined to engage in social interaction, and generally have lower rates of initiation, which in turn may reduce the amount of learning opportunities (Corsello, 2005). For child-led interaction in a robot-assisted intervention, it is then pivotal to identify what factors determine whether or not an autistic child may benefit from this approach.

We also frequently observed children conversing with the robot, or conversing about the robot with the adult. However, the number of children who initiated such
conversations was limited and was restricted to those that used language themselves, and one child in particular accounted for most of the talking to the robot. The observation that only a few children talked to the robot is noteworthy. The robot mostly used non-semantic speech (with the exception of the greeting and goodbye) and had an anthropomorphic design, yet the children's speech was primarily directed at the adult. While typically developing children readily make anthropomorphic inferences when interacting with a robot (Beran et al., 2011), and autistic children categorise robots very similarly to typically developing children (Peca et al., 2014), the resulting behaviour of verbal autistic children is different. Possibly, our finding may be better explained by a reduced tendency of autistic children (Chaminade et al., 2015) and autistic adults (Bird et al., 2007) to attribute human-like characteristics to artificial agents; the spontaneous interactions with the robot were more akin to interactions with an object.

For several children, the robot successfully elicited social overtures of the child towards the adult, which included the sharing enjoyment with the adult, making a social reference after the robot did something that seemingly was unexpected, directing the attention of the adult to the robot, or prosocial behaviour such as helping the adult with the robot. Such interactions are not indicative of interests of the child, but instead are learning goals for the development of certain social skills that are challenging for some autistic children. An adult could exploit these interactions as an opportunity for the child to further develop this social skill.

In the current study, we observed that six children did not engage with the robot or learning task. Similar to other studies that report aversive reactions of autistic children towards robots (e.g. Bekele et al., 2014; Short et al., 2017), we also observed aversive reactions of two of the six children. For one child, it was the first session with the robot. After lifting the blanket that initially covered the robot and showing the first robot behaviours, the child immediately showed signs of stress and left the room shortly after. The child showed a similar reaction in the second session, after which it was decided that there would be no third attempt. Possibly, the robot was too unfamiliar to the child, which triggered the stress response. For the other child who showed an aversive reaction, it was the second session that we annotated. Looking at the first session, the child did engage with the learning task and the robot. However, at some point, the robot’s arms got stuck during one of its behaviours, which put the arms in an awkward position. The child showed a similar aversive reaction shortly after this happened. Possibly, this effect carried over to the next session. In the third (final) session, the child did not show an aversive reaction. The other four children were simply not drawn to the robot and showed little to no interaction towards the robot or the adult in the session that we annotated. After viewing their other sessions, we observed similar behaviour of these children, where they also did not show any interest in the task or the robot. The severity of their autistic features was similar to the other children, however they had in common that they were all non-verbal. Possibly, autistic children with limited language ability not only initiate fewer spontaneous interactions, as aforementioned, but are also more difficult to engage in a robot-assisted intervention in general. The DE-ENIGMA robot-assisted intervention may have been too complex for these children, where a simpler interaction type may
be better suited for engaging them. While we agree the commonly made claim that autistic children react positively towards robots by and large, robots are not inherently interesting to them. This highlights the need to specifically design the robot behaviour and learning task to accommodate the interests and needs of the autistic child.

4.4.2 Individual differences in the types of spontaneous interactions

For the functional interactions with the robot, we found associations with the children’s language ability, severity of autistic features, and social functioning. Children with higher language ability, higher social functioning, or lower autistic features severity initiated more spontaneous functional interactions with the robot. In like manner, those children initiated social overtures directed at the adult more frequently. We found no evidence of an association between any of the children’s individual characteristic and the frequency of spontaneous exploratory or relational interactions. For the latter, the observed frequency is too small to meaningfully interpret the correlations. On the other hand, many of the children engaged in exploratory interactions, but the correlations with the individual characteristics were low. This could indicate that children were equally interested in these types of interactions, or possibly some other individual characteristic influences an interest in this particular type of interaction.

Language ability and autism spectrum severity were measured through two different measurement tools, but we caution for making any inferences regarding one measure being a stronger predictor than the other. Even though in our sample one measurement tool had higher correlations than the other, the measures all follow a similar trend in their association with the interaction types. Given that the number of children included in the analysis is relatively small for the type of analysis, the confidence intervals of the correlations is large. For the children’s language ability and severity of autistic features, small to large correlations with functional interactions and social overtures are also reasonably compatible with our data. Therefore, we warn that one of the two measures for measuring the same construct should not be interpreted as evidence for it more strongly associated with the interaction types than the other.

In our sample, the module that was used for the ADOS-2 assessment showed the highest correlations with the interaction types. The choice of module is primarily based on the child’s expressive language ability. However, note that the ADOS-2 module is not the most reliable or valid measurement of an autistic child’s expressive language ability, and should therefore be carefully interpreted — more factors may, unintentionally, have been considered for assigning the modules. In studies with autistic toddlers and children, positive associations between the complexity of object play and language ability have often been reported (Mundy et al., 1987; Jarrold et al., 1993; Toth et al., 2006; Thiemann-Bourque et al., 2012). However, these positive associations are not always found (Lewis, 2003; Kang et al., 2016). Kang et al. (2016) argue that the influence of language ability on symbolic play could possibly diminish with age. In our sample, age was not associated with the spontaneous interactions, nor did it meaningfully influence the correlations for the ADOS-2 Module.
or the VABS-2 CD on the interaction types when we partialed out age. Play and language are believed to follow similar developmental trajectories and build on shared skills, such as representational skills (Lifter et al., 2011). Our finding that the spontaneous interactions of autistic children with a robot is associated with their language ability is therefore in line with this belief. Note that most of the observed manifestations classified as functional interactions did not require the children to be able to use expressive language, and therefore does not explain the association with language ability.

The autistic feature severity and the child’s social functioning followed a similar trend to language ability in their association with the interaction types, but correlated less strongly in our sample. The moderate to strong correlations between the child’s language ability, autistic feature severity, and social functioning, may be one explanation for finding a trend similar to that of language ability, as it suggest that they measure something similar, such as their developmental level. Indeed, as the developmental level increases, autistic children start engaging in more complex types of object play (Vig, 2007; Naber et al., 2008; Thiemann-Bourque et al., 2012). Even though robots may be seen as social actors rather than objects, it may be that autistic children similarly engage in more complex interactions with the robot as their developmental level increases. This could also provide an explanation why we found no evidence of a relation between the child’s chronological age and the interaction types, as chronological age is not a good indicator for the developmental level of an autistic child due to the developmental nature of autism. Unfortunately, there was no measure available for our sample for assessing the relation of developmental levels on the spontaneous interactions in a robot-assisted intervention setting.

We argued previously that the ability to initiate may lead to more learning opportunities. In our sample, we found positive associations with the total number of spontaneous interactions with language ability, and social functioning. In like manner, a case study conducted by Duquette et al. (2008) found that non-verbal autistic children seemed less interested and engaged in human-mediated or robot-mediated sessions than pre-verbal autistic children. For the purpose of improving social initiation skills, it may be that it could be particularly beneficial to autistic children with limited language ability, but may also more difficult to achieve, as our results seem to indicate. Adding technology, such as a robot, may potentially serve as a scaffolding tool by providing an interesting, yet less complex, manner of social interaction. However, robot-assisted interventions that target different skills and are designed to capitalise on the robot’s ability to elicit social interactions to another person may be less successful for these children as the robot may often fail to elicit such interactions.

4.4.3 Limitations

In the current study, we interpreted the autistic children’s spontaneous interactions as interactions for which they were motivated. One of the criteria for the annotations was that the child’s initiation was visibly unprompted. However, with this method it is not possible to exclude interactions that were prompted in previous interactions in the robot-assisted intervention. Additionally, while the children were motivated to initiate the unprompted interactions, the nature of the motivations may differ. The children...
may have initiated an interaction for the sole purpose of having that interaction (they were intrinsically motivated), or to achieve another purpose (they were extrinsically motivated). For example, we observed that some of the school’s staff members who were present during the session would encourage the child to say hello and goodbye. Such instances were not annotated, as they are prompted, but it may be that other children spontaneously said hello or goodbye because of similar rote learning. Their motivation may have been to adhere to a social norm, or to avoid a reminder to say hello and goodbye.

As a descriptive study, we did not select participants to answer our research question, and instead used an existing database of autistic child-robot interactions. The children featured in the DE-ENIGMA database are autistic children with no expressive speech up to the use of simple phrases, many of whom had additional intellectual disabilities and language challenges. This limits our results to this specific subset of the autism spectrum, and does not necessarily generalise to autistic toddlers or autistic children with fluent expressive speech, who would be assessed with the ADOS-2 Module 3. While we looked at one of the largest samples of autistic children interacting with a robot, there may be other factors that influence whether and what type of spontaneous interactions they engage in, such as cultural differences (Rudovic et al., 2017). Additionally, not all interaction types were supported through the design of the intervention used in the DE-ENIGMA database, or through the protocol that was used by the adults. This affected exploratory and relational interactions in particular, as the exploratory interactions were often discouraged, and the relational interactions require the presence of additional objects. Also, the learning content of each session was different, which could have influenced the types of interaction that were observed. Future studies with different subsets of children on the autism spectrum are required to further investigate what individual factors influence the type of interaction autistic children spontaneously engage in, so that we may better tailor the robot’s behaviour to the children’s needs and interests.

Some children noticed that there was a keypad, and that pressing buttons on that keypad would result in the robot performing certain actions. From such actions, it is possible that they subsequently derived that the robot was in fact being controlled by the adult, which then could have influenced the agency they attributed to the robot. Given that most of the children had additional intellectual disabilities, it is uncertain whether they would be able to infer that the robot was being controlled by the adult, nor whether they considered this to be the most plausible explanation for the keypad’s function. Moreover, as we mentioned in Section 2.3.1, it unclear to what extent autistic children consider a robot as a social actor to begin with.

Lastly, the autistic children in the DE-ENIGMA database interacted with a humanoid robot, with specific morphological and behavioural features. Robots with different morphology’s and behaviours afford different types of interaction (Feil-Seifer and Matarić, 2011a). Therefore, the type of interactions initiated by the autistic children, and frequency thereof, may vary with other robots of a different morphology.
4.5 Conclusion

In this descriptive study, we investigated what types of interaction autistic children spontaneously engage in within a robot-assisted intervention setting, and how these types of interaction relate to the autistic traits of the autistic children. We frequently observed autistic children spontaneously engaging in exploratory and functional interactions with the robot, and robot-elicited interaction between the child and adult. In particular, autistic children with stronger language ability, social functioning, and lower autistic features severity initiated more functional interactions with the robot and robot-elicited interactions with the adult. None of the autistic traits were associated with the initiations of exploratory interaction with the robot.

To promote the engagement of autistic children to a robot-assisted intervention, we conclude that certain types of interaction may work better than other interaction types depending on the child’s autism spectrum-specific characteristics. Facilitating learning through a specific interaction type, coupled with providing more autonomy over the robot’s behaviour to the autistic children, may enable them to stay engaged longer, facilitate more learning opportunities, and ultimately improve the effectiveness of a robot-assisted intervention. Our results indicate that the child’s language ability may prove a useful heuristic in predicting what type of interaction with the robot can be motivating to the child. To this end, other autism diagnostic assessments may also be insightful, but were so to a lesser degree in our sample. Facilitating a certain type of interaction will also affect the choice for a robot platform as it should support the facilitation of certain interaction types. In particular, exploratory interactions through touch are currently problematic for many robot platforms, as it can easily damage the robot. Our results indicate that such interactions with the robot are likely for autistic children, and should therefore be facilitated by the robot for it to become usable in practice. The differences among autistic children in their interaction within a robot-assisted intervention also underline the importance of reporting on autism-specific child characteristics to be able to generalise to other autistic children, which is currently not always the case (Begum et al., 2016).

The results of our study provide promising avenues for the design of deliberate robot behaviour to keep autistic children engaged in a robot-assisted intervention and to account for the heterogeneity of these children. More research is, however, required to translate our finding into interaction design for certain robot platform and assess whether they elicit and maintain the desired interaction. In the next chapter, where we discuss the evolution of the DE-ENIGMA intervention, we will discuss two of such studies, which were conducted to specifically assess iterations of the DE-ENIGMA intervention. Additionally, other researchers will need to look into conducting experimental research to draw more firm conclusions whether designing for certain interaction types, or having child-led interactions in a robot-assisted intervention actually improves engagement and provide autistic children with more learning opportunities. Moreover, more research is needed to assess how the differences in autistic traits influence the children’s interaction. Research where the children are not only to interact with robots, but where they can also interact with people or objects. This is, however, beyond the scope of this dissertation.
To inform the design of the DE-ENIGMA intervention, we explained in Chapter 3 what user needs a robot-assisted intervention could address and what users require from such an intervention. Next, in Chapter 4, we analysed how autistic children spontaneously interact in a robot-assisted intervention setting, which provides us insight in how we might give shape to the robot’s design to meet the user requirements. In the current chapter, we will show how we (the DE-ENIGMA consortium) developed the DE-ENIGMA intervention, based on the insights reported in the previous chapters.

5.1 Introduction

For the development of the DE-ENIGMA intervention, we adopted an iterative design approach, where we develop a prototype, test it, analyse the results, and update our design accordingly. This process resulted in five versions of our intervention. The initial intervention, which we refer to as v0, was developed for the DE-ENIGMA data collection study in the first months of the project. As we already discussed our analysis of this prototype in Chapter 4, we will not discuss this version further. Over the course of the DE-ENIGMA project, the prototypes have evolved from a highly structured, didactic intervention that leaned heavily on the (non-robot assisted) intervention outlined by Howlin et al. (1999), to a more modular and interactive type of intervention where the robot has a more prominent role. To this end, we have conducted nearly a dozen small exploratory studies in either the Netherlands, England, or Serbia.

In the next sections, I will discuss the exploratory studies that we conducted for v1 and v2 of the DE-ENIGMA intervention, as these have had a large impact on the design of the intervention. As I alluded on in Section 1.5, the focus of the DE-ENIGMA project shifted after we developed v2 of the intervention. The focus changed from developing a robot-assisted intervention for learning the basics of recognising emotions, and assessing whether this intervention leads to learning, to investigating the effect of the robot’s predictability on the autistic children. This also influenced further proto-
types of the intervention. The goal of v3 was to keep the children engaged for multiple sessions and facilitate an experimental study on the effect of robot predictability on autistic children. This turned the intervention as a means to an end, rather than the end goal. Therefore, we only briefly touch on v3, but do not discuss the exploratory study conducted with v3, given that the goal of this study was not to improve the intervention itself. Instead, that study assessed whether the v3 intervention and the envisioned manipulation were suitable for a subsequent experimental study (reported in Chapter 9). Note that the work described in this chapter is highly collaborative work, and not solely my own.

5.2 Exploratory study, v1

5.2.1 Introduction

One possible way for autistic children to learn to recognise facial expressions may be to observe their face being mirrored by another party. In studies that did not involve a robot, mirroring has been reported to improve the social responsiveness of nonverbal autistic children (Field et al., 2001; Escalona et al., 2002). Deriso et al. (2012) designed a game called “The Emotion Mirror”, in which children can make facial expressions of emotion that are mirrored by a cartoony virtual agent. The role can also be reversed, where the agent makes a facial expression, and the child is rewarded when they mirror the agent’s expression. These studies suggest that mirroring activities might be an appropriate and effective way for autistic children to learn about emotions.

In v0 of the DE-ENIGMA intervention, autistic children were taught about facial expressions of emotion using direct instruction via repetitive rote-based learning of emotional expressions with reinforcement. While many of the autistic children were able to progress through the steps outlined in Howlin et al. (1999), autistic children with very limited productive language, and potentially weak receptive language as well, had difficulty progressing beyond the earliest steps. In our interviews with special education schools in England, we also found out that they generally do not report using rote instruction programs like in Howlin et al. (1999). Instead, they teach about emotions through personalised, contextual teaching, because it helps children understand what is being explained as specifically relevant to them. A generic social-story will not be as meaningful — and therefore may be more difficult to generalise to other settings — as using a real, just-concluded incident and real school settings as the basis of a social story. Other research groups have also sought to teach socio-emotional skills within more true-to-life contexts in order to promote generalisability of learning effects (e.g. “The Transporters”, Golan et al., 2010).

In the games designed for the first prototype, we seek to address the issue of generalisability by reducing the amount of direct instructions, and by using context and familiarity to promote children’s learning and understanding. For the first version of the DE-ENIGMA intervention (v1), we developed our own mirroring game using the robot Zeno, and a context game (explained in the next subsection). Before presenting the games to autistic children with limited language and cognitive ability, we conducted a small study with children from a mainstream school to assess the usability of the
The evolution of DE-ENIGMA intervention. As such, it should be considered a fairly large exploratory study that enabled us to observe the feasibility of the setup and make design revisions for v2 of the DE-ENIGMA intervention, which was to be assessed with our target group of autistic children.

5.2.2 The DE-ENIGMA intervention, v1

**Mirroring game.** The mirroring game had two parts: mirroring and imitation. In the first part, the robot would mirror the child's expressions. In the second part, the robot would express a facial expression (happiness, sadness, fear, or anger) which the child then had to imitate. These facial expressions were well recognised by typically developing children (see Schadenberg et al. (2018). The mirroring works as follows. A webcam captures the child's face and sends this to a laptop for analysis. Our partners at Imperial College London had developed an algorithm through which they can extract facial landmarks from video (Asthana et al., 2015). These facial landmarks are mapped onto the parameters of the robot's facial servo motors to create a facial configuration that matches the child's (see Figure 5.1), which is then sent to the robot for execution. The robot's resulting facial expression is a simplification of the child's facial expression, as the robot only has five degrees of freedom in its face. The role of the adult using the robot is to guide the interaction and help the child figure out what is happening — understanding the cause-effect relationship between moving your own facial features and seeing the robot move its in similar fashion. With this game, we aim to help autistic children to attend to and play with emotional facial expressions, as a building block in recognising those expressions and grasping emotional concepts. We envision the mirroring game to be used as the first game the child will play with the robot. Through playful interactions, where the child has control over the robot's behaviour, the child can get familiar with the robot's movements and sounds. Next to familiarising, the game can be used to prepare the child to pay attention to the robot's facial features.

**Context game.** The goal of the context game is to evoke a physical emotional feeling (affect) and to teach that these feelings can be labelled with an emotion. To do so, we use images of things that the child likes or dislikes, which are provided by the child's parents or guardians. Those images are displayed on a tablet lying in front of the robot, and Zeno will ask if child can describe the item or situation depicted in the image. Next, Zeno will comment how the child is likely to feel, depending on whether the child's is supposed to like or dislike what is depicted on the image.

5.2.3 Materials and methods

**Participants.** The study was conducted at an international school in Enschede, the Netherlands, where 16 children participated, between the age of 4 to 6. Of the 16 children, one child was diagnosed with autism; the others were typically developing children. The children all spoke English at the school, but it may not have been their mother's tongue.
Apparatus. In v1 of the DE-ENIGMA intervention, the Zeno robot was controlled by a researcher who was overseeing the intervention through a tablet interface. The images for the context game were displayed on another tablet for the child (referred to as the ‘child's tablet’). Both tablets were Samsung Galaxy Tab S2 9.7 inch tablets with Google Android 6.0. Through the researcher's tablet interface, the researcher could choose between starting the mirroring game, the context game, having the robot say generic answers (“Well done”, or “Listen and look”), and turn on/off the auditory sensitivity mode. In the latter, the robot would stop moving any of its servo motors below the neck, as we believe they are making quite a lot of noise and are unpleasant to listen to; much more so than the servo's in the robot's face. When idle, the robot would show 'life-like behaviour', which entails turning its head up, down, or sideways every few seconds, and blinking.

Experimental setup. The test took place in a hallway that was closed-off with a door (see Figure 5.2). Two camera's recorded the interaction, where one recorded the interaction over the shoulder of the child, and the other was placed on to the side of the child to capture the child's face. Four microphones were placed in front, above, and to the sides of the child, to record the audio. The child's tablet was put in a protective case, preventing the children from accessing the home button and closing the application.
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Figure 5.2: One of the children interacting with the robot in the mirroring game of the DE-ENIGMA intervention v1. The woman is the researcher overseeing the intervention.

**Procedure.** The researcher would go to class and ask the child who scheduled to participate in the experiment to come and play with the robot. The child sat opposite to the robot and the researcher sat at the side of the table between the child and robot. The robot was initially covered by a blanket. After revealing the robot, the robot would come alive and start showing ‘life-like’ behaviour. The children would start with playing the mirroring game for a couple of minutes. Afterwards, they would proceed to the context game. After finishing this game, the children could return to class.

**Analysis.** The video recordings were analysed by three researchers (including the researcher who was overseeing the intervention). They paid attention to what went well and what needs further improvement. In specific, the researchers assessed whether children were able to complete and understand the activity, and whether the robot functioned correctly.

5.2.4 Results

**The mirroring game.** All 16 children understood that they were mirrored by the robot and seemed to enjoy it. For instance, some children spontaneously remarked that “Zeno is funny” or laughed frequently during the experiment. One child additionally moved his arms to see if the robot was also mirroring body gestures. The researcher then had to explain that the robot can only see the child’s face. The imitation part of the game was difficult for two of the youngest participants. The transition to a different task was not clear to the children, as they continued producing facial expressions
for the robot to mirror. The task was introduced by the researcher saying “now, you do the same as Zeno”, and the robot would say “Look at my face”, follow by an expression, and then “you do it”. The simple, non-ambiguous phrases were specifically chosen to be understandable for autistic children with limited receptive language, and who may also take phrases literally. However, for some of the participating children in this study these phrases were not clear, as they would imitate all of the robot’s behaviour, not just the facial expressions.

The mirroring algorithm and mapping onto the robot, on the other hand, did cause some issues. The mirroring was too sensitive. The over-sensitivity caused the servo motors to constantly make an unpleasant noise, which potentially could trigger auditory sensitivities. Furthermore, the algorithm had difficulty tracking the child’s neck position, which caused the robot to often look sideways, rather than towards the child.

The context game. There were some practical issues with the context game. First, while all parents provided two images for the study, they often did not provide the context of why the images depicts something that the child liked or disliked. Furthermore, the children did not know that the robot would show the images, and some children were surprised. The children also did not always agree with their parents on whether the images depicts something they like/dislike, which made it difficult to turn the interaction back to the targeted emotion.

5.2.5 Discussion and conclusion

By and large, both the mirroring game and context game were understood by typically developing children, aged 4 to 6 years, during this short interaction. The one autistic child also understood the games and in general, did not interact visibly different from the typically developing children. To improve the mirroring game, we turned off the neck tracking and toned down the sensitivity of the mirroring to generate more fluent motions and less noise. The context game could be improved by clearer instruction to the parents to provide some context for each image. Furthermore, the children would need to be made aware that their parents provided the images, and that the robot will use them in the game. For instance, a child could show the images to the robot, which would then start the conversation. Given the various practical issues that we encountered with the context game, and that the pedagogical design became clearer in the months after this study, we discontinued the context game for the DE-ENIGMA intervention.

5.3 Exploratory study, v2

5.3.1 Introduction

In addition to our assessment of v1, new sources of information became available to us for improving the second iteration of the DE-ENIGMA intervention — v2. These include our analysis of the user needs and requirements analyses (Chapter 3), the DE-ENIGMA database recordings (Chapter 4), and we further explored the autism and
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The v2 games/activities were substantially redesigned, based on key findings in the autism and developmental research literature about face processing and acquisition of emotional skills and concepts. Recognising facial expressions is developmentally a relatively advanced skill that continues to develop during adolescence (Thomas et al., 2007). It builds on other skills that are prerequisites for learning about facial expressions. For instance, children first need to pay attention to faces and recognise that a face consists out of various facial features. In v2, we followed a feature-based teaching strategy — rather than the holistic faces from v1 — where the children first learn about individual facial features, before learning about specific facial configurations, which can be labelled with an emotion. The reason for this is that autistic children may have different processing strategies than typically developing children (see Weigelt et al., 2012, for a review) that privileges individual features (Dawson et al., 2005; Gauthier et al., 2009). Feature-based teaching of emotions may therefore be better aligned with the processing strategies of autistic children. Ryan and Charragáin (2010) developed an intervention that uses feature-based teaching of emotions, which was successful in teaching autistic children about emotions. In this programme, emotions such as surprise were first broken down in features including and “O” shaped mouth, raised eyebrows, and raised eyelids. In v2, we used a similar approach to that of Ryan and Charragáin (2010).

For v2, we also experimented with new ways for autistic children to interact with the robot. One of our goals for v2 was to provide children with more control over the interaction. This could allow the child to shape the interaction to their choosing — one of the user requirements from Chapter 3 — turning them in active participants. In our descriptive study on the DE-ENIGMA database (see Chapter 4), we also observed children frequently trying to control the robot through the keypad, and providing a degree of control over the robot was also suggested by educators (Robins et al., 2010b).

The most straightforward way to provide the children with a degree of control over the robot would be to further develop our existing tablet-interface. However, this may not be the most engaging and understandable way to communicate with a robot. Moreover, the children may associate the tablet with different activities, such as with playing their favourite app, rather than using the tablet to shape the interaction with the robot. In our descriptive study on the DE-ENIGMA database, we also observed that autistic children — in particular those with limited to no expressive language — seemed interested in tactile interaction with the robot. Unfortunately, the Zeno robot does not support the rough tactile interactions, as its face can be torn off or damaged relatively easily. Possibly, both the desire for tactile interactions and need for an interface for the child could be addressed by providing the children with a user interface that also provides tactile interactions — a tangible user interface (TUI). Such interfaces have been found to solicit more parallel and collaborative play than solitary play when compared to toys (Farr et al., 2010), and elicit a host of social interactions between autistic children or with an adult (Nonnis and Bryan-Kinns, 2019). However,
we are concerned that a TUI may draw the attention away from the robot and the task. If the TUI is too interesting, and remains so, the children may have difficulty switching their attention back to the robot, and instead may focus on the tactile stimulation provided by the TUI.

The goal of the current exploratory study was twofold. First, we assessed how well autistic children understood and enjoyed each of the games of the DE-ENIGMA intervention v2. And second, we wanted to get a better understanding of how these children may interact with tangibles. For this, we used low-fi prototypes that could resemble a TUI, but which were not connected to the robot. We therefore refer to them simply as tangibles. Each set of tangibles could be used as a puzzle, but differed in the materials that were used and the complexity of the puzzle-like interaction they provided.

5.3.2 The DE-ENIGMA Intervention, v2

The second iteration of the DE-ENIGMA intervention consisted of five activities. These included the mirroring game and the emotion learning game, which features three steps. Two of those steps revolved around facial features, and one was about emotional facial expressions. The last new activity was one where the children interacted with tangibles. I will discuss each new activity below.

**Step one: facial features.** The goal of step one of the emotion learning game is to teach children the individual features that constitute a face, following a feature-based teaching strategy. In this case, we included the eyebrows, eyes, and mouth, as features, as the Zeno robot can also manipulate these features on its own face. The game starts with a picture of the robot’s face being shown on the child’s tablet (see the left tablet screen in Figure 5.3). The robot then prompts the child to touch the robot’s face by saying “touch my picture”. When they do, the robot says “This is my face” and moves each of its three facial features. After having pressed three times on
the robot's face on the tablet, the picture of the robot's face will change and outline the three facial features (see the right tablet screen in Figure 5.3). When one of the facial features is touched, the robot will label the feature (e.g. by saying “This is my mouth”), and moving the feature accordingly (e.g. opening and closing its mouth, and moving the mouth corners up and down). The interaction during this step is “child-led” in that the children explore each feature at their own pace and can repeat as often as they want.

**Step two: discriminating facial features.** After exploring and learning about the three facial features, the next step is about learning to discriminate those features. The interaction during this step is “robot-led”, where it prompts the child to find an individual feature (e.g. “find my eyes”). A specific feature is chosen by the researcher through their own tablet interface. The child's tablet then shows the robot's face with the three facial features outlined, similar as in step one. When the child selects the correct feature, the robot responds positively (e.g. by saying “Well done, you found my eyes!”) after which it moves the facial feature (e.g. opens and closes the eyes). When the child selects an incorrect feature, or does not respond for a set duration of time, the robot first repeats the prompt twice, after which it suggests to try a different feature.

**Step three: emotional facial expressions.** In the final step of the emotion learning game, the goal is about learning that certain configurations of the facial features express an emotion. For this study, the robot could express the happiness emotion, which was modelled after the expression designed by Salvador et al. (2015). We tested to what extent this expression was recognised by typically developing children and found that it was well recognised (Schadenberg et al., 2018). The third step is similar to step one in that the child can explore the features, and the robot will respond to the child's actions. This activity starts with a picture of the robot's “happy” face on the tablet, similar to the left tablet screen shown in Figure 5.3 (without the facial features outlined). The robot points towards the tablet and prompts the child by saying “touch my picture”. When doing so, the robot displays the facial expression for happiness and says “Happy. This is my happy face.”. The robot will show its happiness emotion three times, after which the game moves to feature-based teaching by highlighting the three facial features in the picture of the robot displayed on the child’s tablet. When the child selects a facial feature, the robot responds by showing the expression for happiness, while explicitly stating the configuration of the chosen feature (e.g. “Happy. My mouth is up. I am smiling.”).

**Tangibles.** For this study, we bought three tangibles that could be used for a puzzle-like interaction (with some customisation). The first tangibles were simple colourful blocks that we bought and were safe to use for children ages 0+ (see Figure 5.4). One set of blocks were coloured triangles, and another set were Lego-like bricks. The blocks were used for a free-play activity together with the robot, during which the robot would prompt the child to find certain colours and stack them together.

For the second tangible, we printed the robot's face — displaying a neutral facial
5.3.3 Materials and methods

Participants. Eight autistic children, of which two were girls, from a special education school in England participated in this study. The children were recruited from one of the schools who had participated in the DE-ENIGMA data collection study for building the DE-ENIGMA database, where half of the participants engaged in a robot-
assisted intervention. Four of the children had interacted with Zeno during this study, three had seen him once, but had not interacted with Zeno, and one child had never met Zeno before. Sessions took around 15 minutes and children completed up to three sessions over the course of the two-week study.

**Apparatus.** For v2, the researcher's tablet interface was extended to accommodate the new games, and removal of the context game. Furthermore, we added more generic robot behaviours, such as saying “Well done”, so that the researcher could better adapt to the child’s spontaneous behaviour.

**Experimental setup.** The robot was set up on a table in a small room in the children's school. The overall setup was similar to the previous study where we assessed v1 (see Subsection 5.2.3). This time, three cameras recorded the interaction: one provided a wide-angle, bird's-eye view of the complete setup, one recorded the interaction over the shoulder of the child and the third a close-up of the child's face. An external microphone was used to record audio.

**Procedure.** At the start of each session the robot was covered with a blanket. When a child entered, the adult would first show them which activity they were going to do using pictographic descriptions. Then the adult revealed the robot, which would then introduce itself and the activity. The first game the children would play was the mirroring game. Next, they would play the newly designed facial recognition game. The session ended with playing with the tangibles.

### 5.3.4 Results

**The mirroring game.** Out of the eight children, five played the mirroring game — two had technical difficulties, and one child was preoccupied with touching the robot's materials. Of those five children, one child made unprompted facial expressions, showed a lot of positive affect, and played for a lengthy amount of time. Another child played with the mirroring game for a bit, but then asked the robot to stop. The remaining three participants did not produce enough facial expressions for them to
learn from observation. Our impression was that they did not understand the cause-effect relationship of the mirroring game, where their facial expressions resulted in changes in the robot's facial expressions.

**Emotion learning game, step one to three.** Step one and step two generally seemed well understood by the children. The children understood the instructions and had little difficulty in exploring and discriminating facial features. On the other hand, step three was more difficult. The principle that facial features make up a facial expressions and that a change in those features also changes the expression was often not understood. Regarding the children's engagement in the emotion learning game, the steps did not seem to be encouraging engagement. We often observed children behaving disinterested and passive.

Seven out of eight children used the tablet correctly with varying degrees of difficulty (touch being too light or misplaced due to imprecise motor control). This caused frustration or disengagement in some children, who needed to press several times for the system to recognise it. One child appeared afraid of the robot and did not touch the tablet. Perhaps because he was aware it would make the robot move. Since there was an actual Zeno robot present and an image of Zeno on the tablet, some children seemed (initially) not to understand to which Zeno they needed to respond. The difference between tablet Zeno and actual Zeno may be difficult to understand for some (e.g. a child pointed to actual Zeno's face when prompted to find certain features on the tablet). For one child, the opportunity of interacting with the tablet was so distracting as to preclude most engagement with the content — the child was more interested in opening his favourite app.

**Tangibles.** The coloured blocks invite free play and most children immediately start playing with it, including those that do not show much engagement in the emotion learning game. Often, the children would use the blocks to build towers or other constructions, but did not demonstrate the required fine motor skills to stack the Lego-like bricks. Both the squishy and plastic blocks of Zeno's facial features were often intuitively combined into a full face, although some needed extra help to place individual features in the correct position. Some children labelled the individual features spontaneously or upon request. Most children were able to redirect their attention back to the robot when prompted by the researcher or robot. Only one child needed additional prompting from the researcher before redirecting the attention back to the robot.

### 5.3.5 Discussion and conclusion

The use of tangibles seems promising as children appeared to engage spontaneously with them. They also seemed more engaged playing with the tangibles, compared to their engagement in the emotion learning game. The actual task of connecting the blocks to form a face appears to be difficult in terms of the fine motor skills that are required, as well as figuring out what blocks belong together. The material of

---

Note that this is our impression, but that we did not carry out a formal analysis of the children's engagement.
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The tangibles did not seem to influence the children, as they were using the blocks functionally, rather than exploring the materials themselves. Children will likely be able to disengage from the materials, but sometimes need some prompting (from adult or robot).

Overall, we recommend to further explore tangibles and turn them in a TUI. For example, a ‘smart puzzle’ featuring the robot’s face could be utilised as an interface for the emotion learning game. The facial features are then puzzle pieces that can be placed on the ‘puzzle board’ that is shaped like the robot’s face, but is missing facial features. By using multiple versions of each puzzle piece that represents a facial feature, the TUI could also be used for learning about emotions (e.g. having a piece where the mouth is smiling for happiness, and a piece where the mouth is in an ‘O’ shape for surprise). Through the use of sensors, the TUI can be connected to the robot and send feedback to the robot when the child places a particular puzzle piece on a certain position of the puzzle board.

Regarding the feature-based teaching strategy that we adopted for v2, the children were relatively good at recognising isolated features, but found putting them together (either spatially, or integrated into an expression) more challenging. For future iterations, we recommend to explicitly demonstrate and allow children to practice the various relationships between facial features. This should relate to both the spatial relationship of the features on the face and the correct configuration of features for making a complete face, as well as the relationship between facial features and facial expressions, where certain configurations of the individual features can be integrated to form an emotional expression. We also recommend that future iterations focus on developing a more engaging interaction in the emotion learning game. While the children carried out the tasks when prompted, we saw few spontaneous interactions and few instances of children showing positive affect. Based on the interactions we observed during the interaction with the tangibles, replacing the children’s tablet with a TUI might improve the children’s engagement. Additionally, the steps themselves are missing a game element that motivates the children, and adding one might also improve engagement.

With one exception, children did not appear to enjoy the mirroring game and the majority of children did not appear to recognise that Zeno was imitating their face, spontaneously or after explanation. During the mirroring task, some children also appeared to find the quick movements of the robot frightening, which may have contributed to disengagement or anxiety. We therefore discontinued the mirroring game.

5.4 From v3 to the final version of the DE-ENIGMA intervention

The goal of the DE-ENIGMA intervention was changed in v3 from “teaching children about facial expressions” to “keeping children engaged in a robot-assisted activity for at least four sessions of 15 minutes”. We judged that the emotion learning game was sufficiently engaging and well understood by autistic children (with high support needs) that it could meet our goal, provided that more content was added. Therefore, we added another step to v3, where the children would learn to discriminate facial
expressions of emotion.

Given the change in focus of the DE-ENIGMA project, we did not further explore the use of a tangible user interface, or further improved the emotion learning game to be more engaging. In v3, we instead focused on understanding how we could manipulate the predictability of the robot’s behaviour, which is discussed in Chapters 6 to 9. Another effect of the change in focus was that we did not further integrate the perception modules (perception from 2D and 3D video, and audio), developed by Imperial College London, University of Augsburg, and the Institute of Mathematics of the Romanian Academy — into the intervention to make the robot more autonomous. As such, the final version remains semi-autonomous, and requires input from an adult user through a tablet interface. Rather than integrating the perception modules into the intervention, we developed a reporting tool that provides the adult user with a report of how the session went, based on the output of the perception modules. In the next section, I will elaborate on what the final version of the DE-ENIGMA intervention looks like.

5.5 The DE-ENIGMA intervention

5.5.1 Interaction design

Role of the robot, adult, and tablet. The robot’s overall role is that of an aide to the adult (a parent, autism professional, or in case for our own studies, a researcher), who sits beside the child, oversees and guides the activities with the child. This is in alignment with the advice and needs of autism professionals outlined in Chapter 3. The robot’s function is to display behaviours to inform or engage the child, to provide a safe and highly predictable environment, and reduce the complexity of looking and interpreting faces as well as learning to recognise emotions. Based on past work (Hourcade et al., 2012) and our exploratory studies reported in the previous sections, we use a tablet as a way for the child to communicate with the robot, as children are familiar with tablets. Using a tablet also allows us an alternate modality of communication for autistic children who may have comparably weak receptive language, or who better process visual information. The robot is semi-autonomous in that it can autonomously form a response to the child’s input through the child’s tablet and execute that response without intervention from the adult. The adult remains in control over what and when activities can be played, as well as handling the robot’s responses to the unpredictable dynamics of the interaction (e.g. saying “I do not know”, in response to a question from the child). Control over the robot can be enacted through a tablet interface that is used by either the adult who is overseeing the activity, or another adult. The other adult can be present in the room itself, or hidden from view to turn the interaction into a Wizard-of-Oz scenario (Riek, 2012).

Interaction design principles. In designing the robot’s behaviour and the script, we applied several strategies: Scaffolding was applied to the intervention in such a way that we first introduce fundamental concepts before more complex concepts are introduced. Furthermore, the robot first attempted to interact with the child
in playing the games. When this proved too difficult, the adult offered additional explanation and demonstration. To create a safe environment where mistakes can be made, positive feedback was included throughout the intervention, where the robot said “Well done!” and then performed a cheering gesture.

To avoid distractions, robot voice and motion were not concurrent. We also removed the life-like behaviour that the robot displayed in v1 and v2, and removed all the lip synchronisation. The robot used simple, non-ambiguous language to match the children's vocabulary. Rhetorical questions (e.g. “Can you find eyebrows?”) were avoided, and instead we used imperative phrases delivered in an encouraging tone (“Find eyebrows”), as autistic children can answer such questions literally (i.e., saying “yes”). The robot generally only said one sentence before pausing, where each sentence contained a maximum of five words. To make the interaction more predictable, we designed robot behaviours that did not show variations within sessions, nor over sessions. The robot behavioural repertoire was therefore limited, and fixed, as it would always use the same phrases or motions for its actions. Lastly, to minimise the distraction caused by the child's tablet, we used no auditory or visual feedback (e.g. blinking lights). Furthermore, the tablet would go blank when the child did not need to interact with it.

5.5.2 DE-ENIGMA games

The final version of the DE-ENIGMA intervention consists of four different games. There are two types of games: exploratory games and search games. The former relates to games where the child can freely explore facial features or expressions at their own pace and where there are no incorrect answers. The latter relates to games where the child receives an instruction to find a specific facial feature or expression from among several options. During development and usability testing we found that it could be difficult for some children to discriminate between games (in particular those children with limited language skills), as they are similar in their structure and visual elements. For instance, the child’s tablet only displays images of the robot’s face. We therefore identified each of the games by a colour: the pink, blue, green, and yellow game (see Figure 5.7). These colours were selected considering possible colour blindness. The games have a consistent structure and duration to improve the predictability of the games. Each game is composed of four trials for the child to make a selection, (excluding instances where the child selected an incorrect answer). After four trials, the game ends and the tablet displays a blank screen.

The pink game. This exploratory game is similar to step one of the emotion learning game, described Subsection 5.3.2. The children can explore the individual facial features that constitute a face (eyebrows, eyes and mouth) at their own pace. When the children select a feature outlined on the child’s tablet, the robot will label and move the corresponding feature on his face.

The blue game. This search game is similar to step two of the emotion learning game, described Subsection 5.3.2. The game tests whether children can discriminate between facial features and link the correct verbal label to each feature. The robot
Figure 5.7: The child’s tablet interface for each of the DE-ENIGMA games. Respectively the pink, blue, green, and yellow game.

prompts the child to find a feature, and demonstrates that feature when the correct answer is selected.

The green game. This exploratory game is similar to step three of the emotion learning game, described Subsection 5.3.2. The children can explore the facial features configurations of four different emotions (happiness, sadness, anger, and fear) at their own pace. When a facial feature is selected, the robot responds by labelling the configuration of that feature for the respective emotion and then demonstrate the configuration for the selected feature.

The yellow game. This search game was newly developed for v4 of the DE-ENIGMA intervention. The goal of this game is to test whether children can discriminate between the emotional facial expressions they explored in the green game. The robot prompts the child to find an emotional facial expression (e.g. by saying “Find my happy face”). The child’s tablet displays four images of different emotional expressions of the robot. When the child selects the correct image, the robot responds positively (e.g. by saying “You found happy!”) and displays the corresponding emotion. When the child does not respond to the robot’s prompt, or selects the incorrect image, the robot will encourage the child to try again. For children who find this game particularly challenging, the adult may also choose to reduce the number of images to choose to two images.

Generic robot actions. Next to the games related to recognising facial features and emotions, the adult also has several options of robot behaviours that can be used for personalising the interaction and meeting the unpredictable dynamics of interactions. These include behaviours where the robot displays an emotion (happiness, sadness, anger, or fear), performs a dance, plays a nursery rhyme, moves its torso to the each side respectively, says hello and introduces itself, says “yes”, “no”, “I do not know”, or “goodbye”, gives praise, or displays a cheering motion. These actions are used as a first activity of a session, where the adult can select any of these robot behaviours to see if it attracts the child’s attention, and to let the child get more familiar with the various motions and sounds the robot makes.
Figure 5.8: The choice board through which the child can select certain games or robot behaviours.

Choice points. One of the results of the study described in Chapter 4 was that autistic children often make requests to the robot. As denying the child’s request could disrupt the interaction, we introduced “choice points” during the intervention. These choice points allowed the adult to defer any requests for one of the games or certain behaviours to a choice point, rather than denying the child’s request or interrupting the ongoing game. Moreover, by structuring the choice points and limiting them to two minutes, it allowed us to control it as much as possible with respect to following the same programme of content and the same order for each child. During the choice point, the child could choose from any content that they had already experienced (i.e. both games and generic robot actions). The child could make the choice through a “choice board”, which contained icons of the available options (see Figure 5.8. The icons can be added or removed from the choice board, as each was stuck on the board with velcro. The board and the icons on it were managed by the adult.

5.5.3 DE-ENIGMA system architecture

The DE-ENIGMA system that is used to run the DE-ENIGMA intervention consists of the following hardware: a Robokind R25 robot (see Figure 1.1 in Chapter 1.3), an Ubuntu 16.04 LTS and two Windows 10 OS processing machines, a Microsoft Lifecam HD-3000, a Zoom H2N microphone, a set of speakers (used instead of the robot’s build-in speakers), a router, and two Samsung Galaxy S2 tablets running Android 7.0. For a schematic overview of the system architecture for the DE-ENIGMA intervention v4, see Figure 5.9. The DE-ENIGMA system follows a modular setup and features four modules: a child-robot interaction module, and three perception modules. The communication between the modules is handled by Robot Operating System (Quigley et al., 2009) and Apache Apollo middleware.
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Figure 5.9: System architecture diagram for the DE-ENIGMA system that runs the DE-ENIGMA intervention, v4.

Child-robot interaction module. The architecture of the child-robot interaction module of the DE-ENIGMA system uses the Flipper 2.0 Dialogue Manager (van Waterschoot et al., 2018), the Asap Behaviour Realiser (Reidsma and van Welbergen, 2013), and an Agent Control Engine that serves as an application programming interface for the robot. The dialogue manager’s information state is a representation of its beliefs about the world and is used to trigger certain robot behaviours. These behaviours are specified in Behavioural Markup Language — a description of nonverbal and verbal robot behaviour that is independent of a particular robot platform. When triggered, the corresponding behaviour is sent to the behaviour realiser that then translates the triggered behaviour to control primitives for the Zeno robot. These control primitives are sent to the robot through the agent control engine. The behaviour realiser is also responsible for synchronising, queuing, and monitoring the execution of the robot behaviour. For the robot’s speech, we recorded audio files in English and Serbian. For the former, a Dutch colleague (female) acted out the verbal scripts that we wrote. For the Serbian speech, one of our Serbian project members acted out the same scripts. All audio files were normalised in Audacity to ensure a consistent loudness.

Perception modules. The DE-ENIGMA system contains three perception modules. First, there is a module that recognises body posture, several gestures, and can distinguish individuals (Marinoiu et al., 2018). This module uses the the 3D video feed from a Microsoft Kinect 2.0, and was trained to specifically recognise the body posture and gestures of autistic children. Second, a module for tracking valence and arousal through analysing the child’s speech, and real-time laughter and speech detection (Hagerer et al., 2017). To this end, the modules required an external microphone. The third perception module uses a video feed from a webcam as input and extracts the child’s facial features (Asthana et al., 2015). The output then feeds into a fa-
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Figure 5.10: Example page of the automatically generated session reports that each cover a total of three pages.

Tablets. The DE-ENIGMA system uses two tablets — one for the child (the child’s tablet, and one for the autism professional (the adult’s tablet). The tablets feed into the Flipper Dialogue Manager and were connected to the DE-ENIGMA system through wi-fi. The child’s tablet was encased in a tablet case to prevent the child from pressing the home button in an attempt to access other apps. It displayed the learning content and let the child provide answers to the robot’s questions, or select actions for the robot to display. The adult’s tablet displayed buttons that could be used to directly trigger robot behaviours and initiate game activities.

Automatically generated session reports. Given that the goal of the DE-ENIGMA changed after v2 of the intervention, it was decided not to integrate the perception...
modules with the robot. The modules did not always provide accurate and robust output, and integrating their output with the robot would mean that the robot would sometimes behave based on an incorrect analysis of the child. In turn, this could cause the robot to behave unpredictably from the child’s perspective, which would influence the experiment that we planned on doing using v4 of the DE-ENIGMA intervention. Instead, the perception modules were used to automatically generate a report of a session which includes a list of activities that were played, time spent playing, the correctness of the answers, a heatmap of the child’s valence and arousal during the session, the time the child spent talking, a summary of the detected gestures, and the child’s overall physical activity during the session (see Figure 5.10 for an example page). The content of the report was based on the needfinding study (Schadenberg et al., 2020a) that we discussed in Chapter 3.3, additional interviews with six educators from England, and what the perception modules could actually detect.

This is the end of the first part of this dissertation, which described the background and development of the DE-ENIGMA intervention. Our work provides various leads for future research. In particular, we are excited about the use of a tangible user interface to improve the children’s engagement to the intervention, provide control to the children to shape the interaction to their choosing, and may address the need of some for tactile stimulation. We have also seen that autistic children are highly idiosyncratic and that this can have a large influence on the interactions they have with robots. It will be essential for robot-assisted intervention to address these idiosyncrasies in some form if they are to be effective.

The final version of the DE-ENIGMA intervention (v4) was used in the last study that was conducted by the DE-ENIGMA consortium. In Chapter 9, I report on our analyses of this study, which aims to better understand how the robot’s predictability influences the engagement of autistic children within a robot-assisted intervention. Speaking of robot predictability, the second part of this dissertation is all about this topic. As we have seen in Chapter 2, the highly predictable nature of robots is a commonly used argument for explaining why robots are promising for enhancing autism interventions. Not only is this argument used by researchers, but also by autism professionals (Alcorn et al. (2019), discussed in Chapter 3). This is not without cause, as predictability plays a major part in autism literature. In fact, difficulties in dealing or using predictions may be at the core of autism (Pellicano and Burr, 2012; Van de Cruys et al., 2014; Lawson et al., 2014; Sinha et al., 2014). In the second part of this dissertation, I will focus on the research that we conducted for getting a better understanding of this concept of predictability and how it relates to human-robot interaction in general.
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PREDICTABILITY AND ITS EFFECTS ON HUMAN-ROBOT INTERACTION

“Laughter is an affect resulting from the sudden transformation of a heightened expectation into nothing.”

Immanuel Kant, Critique of Judgment
Autism, robots, and the role of predictability

This chapter is based on the following articles:


In this chapter, we will discuss the concept of predictability and how it relates to humans, and autistic children in specific, interacting with robots. Is it a singular concept, or is it multi-faceted? In what way is autism related to predictability? And how does predictability shape human perception (or a robot)? After discussing literature that can provide answers to these questions, we synthesise a novel conceptualisation and operationalisation or predictability as it relates to humans interacting with robots.

6.1 Introduction

In the previous chapters, we have seen that the predictability of a robot is a common argument used by researchers (e.g. Dautenhahn and Werry, 2004; Duquette et al., 2008; Thill et al., 2012; Huskens et al., 2013; Sartorato et al., 2017; David
et al., 2020) and autism professionals (Alcorn et al., 2019) for why robots may be promising tools for those working with autistic children. Robots, as programmable systems, could be designed to provide such a highly predictable environment, which may be easier for autistic children to understand and to interact with, than with (relatively unpredictable) humans. The possibility to address the need for predictability through a robot is interesting to us, as it may also positively impact their engagement in learning.

The origin of the predictability argument for using robots for autistic children can be traced back to the importance that is placed on the concept of predictability for autistic individuals in general, where they are believed to favour environments that are predictable. As Vernetti et al. (2018, p. 22) put it:

“... children with ASD [Autism Spectrum Disorder] exhibit more frequent social behaviours and social drive when interacting with familiar, therefore more predictable, social partners (e.g., caregivers) (Goldberg et al., 2017; Sigman et al., 1986). The decreased motivation towards social stimuli could also be reframed in terms of an aversion for more unpredictable stimulation.”

Predictability has been part of the definitions of autism since Leo Kanner first termed autism, based on his observations of eleven children (Kanner, 1943), albeit under a different name. During his observations of eleven children, he observed that the children had a “need for sameness” or a “resistance to (unexpected) change”. Nowadays, the insistence for sameness is a diagnostic feature of autism (American Psychiatric Association, 2013), where it is part of the non-social features of autism (the presence of rigid and repetitive patterns of behaviours and limited personal interests). A line of contemporary theories that try to explain autism further emphasise the importance of predictability, and hypothesise that difficulties in generating or using predictions lies at the heart of the condition (Pellicano and Burr, 2012; Lawson et al., 2014; Sinha et al., 2014; Van de Cruys et al., 2014). The predictability of robots is not only of relevance to autistic individuals, but also to typically developing individuals. Predictability in human-robot interactions is considered to be essential for humans to understand robots (Sciutti et al., 2018), for coordinating actions with robots (Sebanz et al., 2006; Sebanz and Knoblich, 2009), for improving task performance (Koppenborg et al., 2017), safety (Alami et al., 2006; Heinzmann and Zelinsky, 2003), and trust in the robot (Hancock et al., 2011; Lewis et al., 2018), and can support decision-making processes for human-in-the-loop robotic systems (Noorman and Johnson, 2014).

While there seems to be a general agreement in literature regarding the importance of predictability to autistic individuals in general, and also for typically developing individuals interacting with robots, a conceptual definition that gives a shared meaning to predictability is missing. In the field of HRI, predictability is used in terms of it being a property of robotic motion (Lee et al., 2011; Basili et al., 2012; Lichtenenthaler et al., 2012b; Dragan et al., 2013; Szafir et al., 2014; Dragan et al., 2015). In this context, the predictability of a motion relates to how well it matches the person’s prediction regarding the robot’s motion trajectory, given that the goal of the robot is known (Dragan et al., 2015). Studies also differ in what about the robot’s
behaviour a person is predicting, where a robot can be predictable in one aspect, but unpredictable in another. For instance, Dragan et al. (2015) differentiate between “predictable motions”, which are optimised to allow the prediction of the robot’s motion trajectory, and “legible motions”, which are optimised to allow the prediction of the goal the robot is trying to achieve with its motion. While these motions can result in the same motion in certain situations, in highly ambiguous situations, legible motions allow a person to predict its goal, but its trajectory is unpredictable, and vice versa for predictable motions (Dragan et al., 2013). Following on from predicting the end-state of a robot action, other studies are about predicting what action the robot will take after the on-going action (Takayama et al., 2011; Lichtenthäler et al., 2012b; Mubin and Bartneck, 2015; Driggs-Campbell and Bajcsy, 2016; Walker et al., 2016). And finally, people can also attribute predictability as a quality of a robot (Eyssel et al., 2011; Eyssel and Kuchenbrandt, 2011; Dragan and Srinivasa, 2014a; Dragan et al., 2015; Mubin and Bartneck, 2015; Driggs-Campbell and Bajcsy, 2016).

The lack of a conceptual definition that gives a shared meaning to predictability is problematic for us if we are to design a robot that is highly predictable in its behaviour. Because without it, we do not know what factors can make a robot more or less predictable. The goal of this chapter is therefore to better understand the concept of predictability and how it relates to predicting robot behaviour. In Section 6.2, we will first succinctly describe the role of predictability, drawing upon a line of contemporary accounts of autism. In Section 6.3, we further explore the concept of predictability and how it relates to predicting robot behaviour. We do this from the perspective of contemporary accounts of human cognition that explain human perception in terms of predictive processing (Friston, 2005, 2010; Clark, 2013; Hohwy, 2013). In this section, we will explain how predictive processing works, and apply insights from these accounts of human cognition to predicting robot behaviour in particular. Next, in Section 6.4, we provide a conceptualisation of predictability within the context of HRI. We then operationalise predictability in terms of variance in the robot’s behaviour, which is described in Section 6.5. We summarise and conclude on this chapter in Section 6.7.

6.2 Autism, predictability, and individual differences

6.2.1 Autism as atypical predictive processing

Our senses are constantly dealing with ambiguous sensory information, trying to make sense of it all. According to Bayesian accounts of perception, the human brain is constantly generating predictions on what sensory information is expected in order to resolve this ambiguity and attempts to minimise the error between the incoming sensory information and the prediction (Mumford, 1992; Friston, 2005; Bar, 2007; Clark, 2013; Hohwy, 2013). This is referred to as PREDICTIVE PROCESSING (explained in more detail in the next section). When a prediction does not match with the observed sensory information, additional cognitive effort is required to resolve the mismatch and to identify its cause. When these mismatches happen too often, it can lead to a person being overwhelmed or to anxiety (Paulus and Stein, 2006). Autistic individuals are believed to frequently experience these mismatches between predicted and
observed sensory information due to a decreased influence of predictions on perception, which is hypothesised in current Bayesian accounts of autism to be at the heart of their condition (Pellicano and Burr, 2012; Lawson et al., 2014; Sinha et al., 2014; Van de Cruys et al., 2014) (see Palmer et al., 2017, for a review). According to the Bayesian accounts of autism, the non-social features are the result of trying to maintain a predictable environment through either self-generated sensory information — which can easily be predicted — or through enacting control over their environment. The social features of autism, on the other hand, are explained by the highly unpredictable nature of social environments, which can therefore be difficult to deal with. The Bayesian accounts of autism are not the only theories that relate prediction difficulties with autistic features. For instance, the Empathizing-Systemizing theory (Baron-Cohen, 2002, 2009) posits that the social features of autism arise from a below-average empathy, whereas the non-social features stem from above-average systemizing — identifying lawful patterns in the information. When faced with information that does not strictly adhere to discernible laws (i.e., unpredictable environments), such as in social interactions, autistic individuals struggle to make sense of it.

A decreased influence of predictions on the perception in autistic individuals is supported by various lab studies (Pellicano et al., 2007; Ewing et al., 2013; Turi et al., 2015; Balsters et al., 2017; Lawson et al., 2017; Goris et al., 2018), although support is not always found (Pell et al., 2016; Manning et al., 2017; Braukmann et al., 2018; Tewolde et al., 2018; Lieder et al., 2019). Nevertheless, literature has shown that, in practice, offering a more predictable environment is invaluable to facilitating learning by providing an environment that puts the child at ease by not having to deal with the discomfort resulting from unpredictability and requires fewer cognitive resources to be processed. Current educational practices therefore emphasise the need for structure at schools (e.g., through the TEACCH approach (Mesibov and Shea, 2010)), so that autistic children know what to expect during the day, increasing their engagement in learning (MacDuff et al., 1993; Bryan and Gast, 2000; O’Reilly et al., 2005). All things considered, there is compelling evidence that predictability is important to autistic children.

6.2.2 Intolerance of uncertainty

A construct that may be similar to a preference for predictability — or the intolerance of unpredictability — of autistic children is that of INTOLERANCE OF UNCERTAINTY (IU). IU is defined as “an individual’s dispositional incapacity to endure the aversive response triggered by the perceived absence of salient, key, or sufficient information, and sustained by the associated perception of uncertainty” (Carleton, 2016), and comprises two components, namely a “desire of predictability” and “uncertainty paralysis” (Berenbaum et al., 2008). Knowing what will happen in the future allows us to increase the odds of a desirable outcome, or brace for future adversity. However, this requires knowledge on the probability, timing, and nature of the future event, which is often not available as the future is intrinsically uncertain. Anticipating the future can therefore induce anxiety, as the uncertainty reduces our ability to efficiently and effectively prepare for the future. Individuals with heightened levels of anxiety are be-
lieved to have an excessive response to uncertainty (Grupe and Nitschke, 2013), and IU is considered to be a cognitive vulnerability factor in a broad range of emotional disorders like general anxiety disorder, social anxiety, and depression (Einstein, 2014; Hong and Cheung, 2015; Carleton, 2016). IU has also been studied with autistic individuals, who obtain higher IU scores than the general population (Chamberlain et al., 2013; Boulter et al., 2014; Neil et al., 2016a). Furthermore, the higher levels of IU might explain the high levels of anxiety that are consistently reported in autistic children (Simonoff et al., 2008; White et al., 2009), as IU was found to mediate the relation between autism and anxiety (Boulter et al., 2014; Wigham et al., 2015). However, the authors caution that a different causal story cannot be ruled out, given the non-experimental data used for the mediation analysis (Boulter et al., 2014).

6.2.3 Individual differences in the need for predictability

As we’ve seen in the previous chapters, autism is manifested very differently between autistic children. To explain such differences, and in light of the Bayesian accounts of autism, some autistic children should be better equipped to deal with unpredictability than others. Indeed, the mechanism for generating and using predictions appears to differ per individual. Next to being linked to explaining autism (Pellicano and Burr, 2012; Lawson et al., 2014; Sinha et al., 2014; Van de Cruys et al., 2014), deviations in the prediction mechanism in the brain have been linked to delusions and hallucination in schizophrenia (Fletcher and Frith, 2009; Corlett et al., 2010) and depression (Huys et al., 2015). An individual’s ability to deal with unpredictability is also a key component in explaining anxiety and is linked to various anxiety pathologies (for a review, see Carleton, 2016). While the above relates to an individual’s ability to generate and use predictions, what someone considered to be predictable may also differ per person, as generating predictions is ultimately an individual process that is influenced by social factors such as the person’s desires, affective states, and stereotypes (see Otten et al., 2017). Thus, what is considered to be predictable by one person, may be considered unpredictable by another.

As we are looking to balance the robot’s predictability, what constitutes “sufficiently predictable” is therefore likely to vary between autistic children. Indeed, Goris et al. (2020) reported that, when autistic traits are measured in typically developing adults, these correlate significantly with preferences for predictability. Furthermore, autistic individuals’ IU is also known to vary between autistic people (Chamberlain et al., 2013; Boulter et al., 2014).

6.3 The role of predicting in human perception and implications for robot predictability

The Bayesian accounts of autism (Pellicano and Burr, 2012; Lawson et al., 2014; Sinha et al., 2014; Van de Cruys et al., 2014) provide an explanation of the underlying mechanisms for autism, where it is viewed as a special form of predictive processing. The latter is a general framework that provides an explanation of the mechanisms for human cognition. To better understand the concept of predictability and how it
relates to predicting robot behaviour, we will therefore first explore how typically developing individuals may predict robot behaviour, before we consider the special case of autistic individuals again (in Chapter 9). We also noted in the Introduction of this chapter that the predictability of robots may not only be a desirable feature for robots for autistic children, but may also be desirable for robots for typically developing individuals. Thus, the coming sections and chapters are more broadly applicable to people interacting with robots in general.

Depending on the perspective that is taken, various terms are being used to describe (the various stages in) how people understand robot behaviour. This process itself is often referred to as explainability or interpretability (Miller, 2019). In the field of Artificial Intelligence, this process is described in terms of legibility (Busch et al., 2017; Dragan and Srinivasa, 2014b), predictability (Koppenborg et al., 2017), explanation (de Graaf and Malle, 2019; Stange and Kopp, 2020), transparency (Felzmann et al., 2019), readability (Takayama et al., 2011), and anticipation (Gielfi and Thomaz, 2011). In this section, we look at the explainability of robots from a cognitive science point of view, as in the field of cognitive science, there already exists many decades worth of research on how people understand the world around them. Insights from this field may also help us to interpret how people understand robots in specific (Miller, 2019). In cognitive science, perception is generally viewed as a problem of causal inference (e.g. Helmholtz, 1860; Gregory, 1968; Ballard et al., 1983; Dayan et al., 1995). That is, the sensory information received by the brain is caused by objects and processes in the environment. Based on this sensory information, the brain needs to infer what caused it. Predictions, and thus the predictability of objects and processes in the environment, are believed to play a central role in how the brain solves the problem of causal inference (predictive processing, see (Rao and Ballard, 1999; Lee and Mumford, 2003; Friston, 2005, 2010; Clark, 2013; Hohwy, 2013)). This is based on the premise that the brain continually generates predictions on what input comes next based on current input and learned associations (Helmholz, 1860; Gregory, 1968). When describing how people understand robots, we will therefore talk in terms of predictability. In the remainder of this section, we will provide a conceptualisation of predictability and how it relates to people predicting robot behaviour, based on insights from the predictive processing theory.

Before we apply the insights of predictive processing to predicting robot behaviour, we first provide a brief overview of the basics of this theory. For the human brain, inferring what caused sensory information is problematic, as the same cause can give different sensory information (e.g. seeing a robot from different angles), and different causes can provide similar sensory information (e.g. hearing one robot speak using the voice of another robot). To resolve the ambiguities of the various cause and effect possibilities of sensory information, the brain can utilise prior knowledge, making one cause more likely than another. In predictive processing, the brain is believed to do so by constantly attempting to match incoming bottom-up sensory information it receives from the environment with top-down predictions on what information is expected (Mumford, 1992). This is achieved using a hierarchical generative model that aims to minimise surprise (the prediction error), which is the mismatch between the prediction and the sensory input (Friston, 2005, 2010). To infer the most likely
causes of the sensory information (the posterior), the generative model combines two sources of information, namely the likelihood, which is the internal representation of the sensory information, and the prior, which reflects the initial predictions about the likely causes of the sensory information. By combining the prior and likelihood estimates — through an approximation of Bayes’ theorem (Knill and Pouget, 2004) — an estimate of the posterior is generated.

What we eventually perceive (the posterior) further depends on the precision associated with the prediction and with the sensory information. Precision is a function of reliability, where low precision sensory information means high ambiguity, which could result from bad lighting conditions, or seeing the robot’s behaviour with peripheral vision. Similarly, low precision predictions may reflect that we are not sure what to expect from the robot, as is generally the case when we interact with a robot for the first time. The posterior would then rely more strongly on the internal representation of the sensory information, rather than on expectations encoded in the prior (Wyart et al., 2012). In other words, when people interact with a certain robot (or robot type) for the first time, the precision of their predictions will be low, and their perception of the robot is therefore less influenced by their expectations, and instead relies more strongly on the sensory information coming from the robot (Feldman and Friston, 2010; Wyart et al., 2012). Thus, a robot is inherently less predictable when interacting with it for the first time, but people’s predictions also influence their perception to a lesser degree. The predictability of a robot may therefore be less impactful for understanding the robot during such initial interactions than for longer-term interactions.

Whereas predictions shape the perception in the here-and-now, the resulting prediction error shapes future perception. Minimising the prediction error can be done through one of two ways. By using the prediction error to adjust the structure of the generative model, it is possible to improve the precision of future priors and reduce future prediction errors (perceptual inference) (Rao and Ballard, 1999). Prediction errors can also be minimised by performing actions to change the sensory information causing these errors (active inference) (Friston, 2003, 2010; Brown et al., 2011). For instance, when a robot’s speech is not sufficiently audible, the resulting prediction errors can be minimised by stepping closer to the robot to hear what it is saying. When predictions are incorrect, the internal models in the brain that generate these predictions are updated accordingly in order to generate more accurate predictions in the future (Yu and Dayan, 2005; Payzan-LeNestour and Bossaerts, 2011). Whether the predictions will become more accurate through this process of learning depends, in part, on the extent in which the robot’s past behaviours are indicative of its future behaviour. In other words, the need to be structural regularities in the robot’s behaviour. When people are able to discern these regularities, they can used to update the internal models. The predictability of a robot therefore relates to how easily people can perceive the structural regularities in its behaviour so that they may learn to accurately predict its behaviour — predictability relates to facilitating this learning process. Note that this process of evaluating predictions shows similarities with the concept of explanation (i.e. how people explain robot behaviour).

In predictive processing, the generative models are assumed to be utilised by the
brain throughout the cortex — from low-level to high-level perceptual processing (Wacongne et al., 2011). Sensory information enters the cortex in the lower cortical hierarchies, which concern low-level processing such as perception of colour, slanted lines, or curves. Each higher hierarchical level captures a higher order regularity by building on the previous level. This implies that people also generate predictions on different aspects of the robot’s behaviour (Kilner et al., 2007), or in different levels of detail (Kwisthout et al., 2017). Critically, the predictions generated at each of the hierarchical levels cascade downwards along the cortical hierarchies (Wacongne et al., 2011). Thus, when people may predict the robot to take a certain action (a higher-level prediction), they simultaneously may also predict certain robot motions required for this action — predictions are interrelated. For instance, a person may predict certain visual, auditory, or tactile sensory information coming from the robot (low-level predictions), as well as how this sensory information will be combined (e.g. in a grasping movement). Cascading up the hierarchical levels of the brain, predictions may eventually relate to future intentions, social conventions, or world knowledge (Kilner et al., 2007). As these predictions are interdependent, if we expect a robot to perform action ‘X’, we may also expect it to make sound ‘A’, motion ‘B’, and intention ‘C’.

Taken together, predictive processing theory posit that the predictability of a robot shapes how people perceive and interact with it. When interacting with a robot for the first time, it will be less predictable, and predictability of a robot is dependent on the expectations one holds. As people interact with the robot, they will learn to predict its behaviour, and predictions will be based on previous interactions with the robot. The predictions relate to all aspects of the robot — from low-level motion primitives to high-level beliefs, desires, or intentions.

6.4 Conceptualising predictability within the context of HRI

6.4.1 Predictability and prediction levels

From the perspective of predictive processing, a relevant aspect of predictability is the ability to quickly and accurately learn to predict the behaviour of a robot. It is the speed and accuracy with which the priors can be learned (high-precision) that distinguishes between robots that are more or less predictable in their behaviour. In this definition of robot predictability, the accuracy of predictions relates to the predictive value of the robot’s behaviour: the extent to which information about the robot’s previous behaviours predicts its future behaviour. When the robot behaviour is highly structured — for instance, when it has little to no variation in its behaviour, or follows a short, predetermined script — previous behaviour will have high predictive value for predicting future behaviour. In addition to the predictive value of priors, predictability can differ in how easy it is to extract structural regularities from the robot’s behaviour to form high-precision priors. Thus, a highly predictable robot is one whose behaviour follows a highly structured pattern that is easy to perceive. The more difficult it is to detect these patterns, the longer it will take to learn to accurately and quickly predict the robot’s behaviour, where it ultimately becomes impossible to (fully) predict the robot’s behaviour.
Regarding what about the robot's behaviour is predicted, we distinguish three “prediction levels” that we believe are relevant when designing human-robot interactions. These are based on the assumption that predictions are different in the level of detailed they encode and predictions are about different aspects of a robot's behaviour (Kilner et al., 2007; Kwisthout et al., 2017). Firstly, the “action level”, where the goal is to predict the end-state of an on-going action. This level relates to predicting how a robot will perform its on-going action in terms of predicting the sensory information the robot will generate (i.e. robot motions, sounds, smells). At this point, people will have some sensory information of the on-going action which can be utilised to generate predictions. It is about predicting what is it going to say, or how will it move. For instance, as is done in research on legibility (e.g. Dragan et al., 2013; Dragan and Srinivasa, 2014b). Secondly, the “interaction level”, where the goal is to predict the future action of the robot. Predictions on this level relate to how single robot actions are woven together to form the interaction. For instance, the robot is getting a mug from the kitchen for Filip; thus he may expect its next action will be bringing that mug to him (disregarding the predicted trajectory of this action, which is a prediction on the action level). If the robot were to go to its recharging station to recharge — mug in hand — that would likely be an unexpected action from Filip’s perspective, as he may be unaware of the robot’s internal state. Lastly, the “activity level”, where the goal is to predict the gist of the activity. These are very vague predictions in terms of the details they encode and are related to how interactions are structured in terms of the “tasks”, or “topics” within the activity. For instance, a companion robot may start the interaction with an introduction, before proceeding with task one, and then task two. While people may not always be able to predict how the robot will behave on action and interaction levels, they may still be able to predict that whatever actions the robot will perform, and however these actions will be performed, the future actions will be related to the current activity. For instance, during the introduction, one may expect that a social robot greets the person interacting with it, introduces itself, or ask who the person is, as these actions all relate to an (human-human) introduction. When the robot’s behaviour is unstructured on an activity level, its future actions may be related to any of a myriad of topics, making it very difficult to predict the gist of the robot’s future actions.

As with the hierarchical nature of processing sensory information in predictive processing, we assume that the prediction levels are interdependent. That is, correctly predicting the end-state of an on-going action will aid in predicting the robot’s future actions and the structure of the interaction, and vice versa. A robot can also be predictable on one level, but unpredictable on another. When the robot shows highly complex behaviour, it may be difficult to predict the robot’s behaviour on action and interaction levels, but it may be consistent in that its actions are related to the task at hand, which makes it predictable on an activity level.

### 6.4.2 Behavioural predictability and attributed predictability

We might expect that more predictable robots are also perceived as such by the people interacting with them. While this may often be the case, it may not always be so. To clearly distinguish between the predictability of a robot and the perception thereof
by people, we will refer to these two concepts as respectively behavioural predictability and attributed predictability. Results from Driggs-Campbell and Bajcsy (2016) illustrate the difference between attributed and behavioural predictability. In their study, participants were asked to predict when an autonomous car would change lane, where the car’s motions were either mechanical/robot-like, or human-inspired. Even though participants were slower to predict the lane-changing behaviour of the car with human-inspired motions, they considered this car to be more predictable than the car with mechanical/robot-like motions. Critically, the results from this study imply that optimising for behavioural predictability may lead to different designs from optimising for attributed predictability.

A key question is how the concepts of behavioural and attributed predictability relate to each other. In general, people are good at dealing with unpredictability, thus some aspects of behavioural predictability (e.g. lower-level predictions on motions versus higher-level predictions on actions or intents) may be more important for the attributed predictability. The context in which a robot performs an unexpected action may also matter for the relationship between behavioural and attributed predictability. For instance, when a person is very familiar with a robot, any unexpected actions will have a larger impact than when a person interact with the robot for the first time. In the latter case, the person does not know what to expect from the robot from prior experiences. This lack of information on which to base predictions results in inaccurate predictions, as well as a high degree of uncertainty in the predictions (Friston, 2003, 2010; Clark, 2013; Hohwy, 2013). Due to this uncertainty, the predictions will have a reduced influence on perception, and less attention is given any unexpected sensory information (Feldman and Friston, 2010). Considering that these predictive processes are also believed to play a role in people’s social perception (Brown and Brüne, 2012; Tamir and Thornton, 2018), this weighting of the impact of predictions in proportion to their uncertainty on attention may similarly influence the relationship between behavioural and attributed predictability. That is, when predictions regarding the robot’s behaviour are known to be uncertain, people pay less attention to any unexpected actions, which may reduce their impact on (social) perception (e.g. attributed predictability) is reduced. We will come back to this question in Chapter 8.

6.4.3 Predictability definitions

To conclude, there are many aspects to robot predictability. Our definitions of predictability, as it relates to HRI, are as follows. Behavioural predictability relates to:

“THE ABILITY TO QUICKLY AND ACCURATELY LEARN TO PREDICT THE BEHAVIOUR OF A ROBOT”

Whereas attributed predictability relates to:

“THE EXTENT TO WHICH A PERSON ATTRIBUTES PREDICTABILITY TO THE ROBOT AS ONE OF ITS QUALITIES”

Thus, predictability is an interaction between the person and the robot, where each person has his/her own initial expectations and learns to predict robot behaviour. In
turn, the robot can facilitate predictability by meeting initial expectations and by allowing the person to quickly and accurately learn to predict its behaviour through adhering to clear structural patterns in its behaviour. Possibly, such increases in behavioural predictability may also lead to increases in attributed predictability. But how do we exactly design "clear structural patterns of robot behaviour"? And when is a pattern of robot behaviour better at signalling its structure? To answer these questions, we will operationalise behavioural predictability in the next section.

6.5 Operationalisation of behavioural predictability as variance in a robot

6.5.1 Behavioural predictability as variance in robot behaviour

Through interacting with the robot, people become more familiar with its behaviour, improving their ability to predict its behaviour (Dragan and Srinivasa, 2014a). However, this requires one to perceive and learn the structural regularities in the robot's behaviour — also referred to as invariance detection (Gibson and Pick, 2000; Gogate and Hollich, 2010). These structural regularities hold predictive value in that they can be used to generate predictions regarding the robot's behaviour in the future. Variance in robot behaviour can therefore lead to interactions with a robot that are too complex to be learned, and therefore predicted, or it can take the child longer to learn and predict. Designing a robot to be highly predictable then might entail programming robot behaviour with low variance such that it has high structural regularities that can be easily inferred from its behaviour.

6.5.2 Types of robot variance

Variance in robot behaviour can stem from any of the robot's expressive modalities, as well as how those modalities are used within the interaction dynamics. There are several types of variance that we consider in this dissertation, namely variance in speech, motion, topic, and time:

**Speech variance** refers to variability in the words that the robot uses (diction) and how those words are spoken (prosody). Diction variance can be operationalised as using different sentence grammars and/or different words that have similar meaning. Prosody variance relates to using different prosody and/or different voice actors to change intonation, stress, rhythm and pitch of the sound. While the use of prerecorded speech can minimise speech variance, using models for natural language generation to generate dynamic speech may influence the variance in the robot's speech significantly.

**Motion variance** refers to variability in the robot's motions, such as facial expressions and gestures. A robot could consistently use the same static animation to communicate a certain intent, which would keep the motion variance low. In contrast, when using models to generate dynamic motions, such as inverse kinematics, each robot motion can be unique in its trajectory, increasing variance in the robot's motions.
Temporal variance refers to variability in the timing of robot behaviour, both within actions (e.g. timing of a motion trajectory) as well as the timing between actions. While this type of variance is not a type of variance that is actively designed for, temporal delays in robot behaviour are likely to occur as the result of a lack of computational power, or due to the physics of the robot’s motors, increasing temporal variance. Such temporal delays can disrupt the interaction of an autistic child (Ferrara and Hill, 1980).

Topic variance refers to variability in the use of different actions that address different topics at a particular point in an interaction. For example, at the first step of an interaction, increased topic variance could involve a robot saying either a greeting or a comment about a bird, as opposed to consistently saying a greeting. Types of topic variance related to a robot can include: (1) when a robot responds to its internal state (e.g. battery level, or its (faulty) perception) which the observer doesn’t know about; (2) when a robot responds to an external event (e.g. a person walking in on the ongoing session) or item (e.g., a clock) in the environment; and (3) when a robot responds with an action that is not legible (i.e., understandable) to the observer (e.g., randomly saying “beep beep”).

This is not an exhaustive list of variance types. For instance, the robot could also show variance in its appearance through wearing different clothing each day. However, the listed types of variance are the ones that we used to manipulate the behavioural predictability of the robot in the study that we will discuss in Chapter 9.

Finally, in addition to these types of variance, a robot can combine modalities into one action. For example, a robot capable of facial expressions of emotion can more clearly communicate these expressions when they are combined with short, emotional non-speech expressions (Schadenberg et al., 2018). This can also lead to variance when different combinations, intended to express the same multimodal intent, are perceived as different robot actions. For autistic children, processing multimodal information may be more difficult than for typically developing children (Happé and Frith, 2006; Collignon et al., 2013; Ostrolenk et al., 2019). Furthermore, autism professionals reported that presenting multimodal information might cause an information overload (Huijnen et al., 2017).

6.6 Reducible and irreducible unpredictability in robot behaviour

While prioritising the minimisation of the types of robot variance mentioned above could lead to highly predictable robots, doing so severely restricts the types of applications for robots for autism. For instance, by programming it to do the same thing, in exactly the same manner, again and again (e.g. by having a very limited repertoire of robot behaviours). For such robots, autistic children may quickly learn to predict their behaviour because there are only a few behaviours to predict. They can also offer endless repetitions of certain behaviours, which can be useful in certain use-cases. While such robots may play a role in the broader scope of robots for autism (Diep
et al., 2015), a degree of behavioural unpredictability is unavoidable for most of the robot roles envisioned by autism professionals (Huijnen et al., 2019; Alcorn et al., 2019) and researchers (Diehl et al., 2012; Scassellati et al., 2012; Cabibihan et al., 2013; Diehl et al., 2014). For instance, when the robot’s role is that of a trainer or educator, where its task is to model, teach, and/or practice a targeted skill and to provide feedback to the child. When the robot is positioned as a social interaction partner, it will have to perform novel behaviour and in general have a larger range of behaviours, in order to deal with the complexity, dynamics, and unpredictability of interacting with a human. The resulting unpredictability of the robot’s behaviour is irreducible, as it is required for the robot to perform its primary task. That is, even when the robot is carefully designed in terms of its predictability, irreducible unpredictability is unavoidable and does not lead to design considerations. For a robot that is positioned as a tutor, an example of this would be the behavioural unpredictability that can stem from introducing (novel) learning content. This results in novel actions that will be unpredictable initially, but without such actions, a robot cannot present any learning content and thus be considered a tutor.

There are also technical reasons why a robot is not always behaving predictably, in particular for robots that behave autonomously, as the technical systems that allow the robot to perceive, reason, and/or act, can each introduce variance. The robot may respond to what it is perceiving, which can be faulty, or the observer can be unaware of what the robot is responding to. The robot’s reasoning may be too complex, or faulty, to be understood by the observer. Or, the intent the robot tries to convey may simply not be understood by the observer from the robot’s behaviour. In all of these examples, the resulting robot behaviour is unexpected and was not predicted. As the resulting unpredictability is (to a certain extent) inherent to using technical systems, we also consider this to be irreducible unpredictability. In part, this can be solved by utilising a Wizard-of-Oz paradigm, where a person remotely controls the robot and creates the illusion of interacting with an autonomous robot, as this reduces the need for certain technical systems. However, for large-scale and long-term use of robots, the use of a Wizard-of-Oz system is not practical and requires that the robot can operate autonomously (Scassellati et al., 2012; Clabaugh and Matarić, 2019). The autism professional using the robot is too busy paying attention and interacting with the child to also control the robot, and we deem it unlikely that robot-assisted interventions provide enough value to warrant paying an additional person to control the robot.

In contrast to irreducible unpredictability, there are also aspects of robot interaction design that we consider to be reducible. These are instances where adding one feature may improve a certain aspect of the interaction, but may decrease the robot’s behavioural predictability. They are design choices, rather than a necessity for the robot to perform its primary task. For instance, common design principles for achieving long-term interactions for typically developing children include using intelligent tutoring systems to provide the optimal challenge and keep children motivated (Ramachandran et al., 2017; Schadenberg et al., 2017), adding variance to speech to reduce boredom due to endless repetition of a robot’s behaviour (Kidd and Breazeal, 2008; Kory and Breazeal, 2014; Coninx et al., 2015), or personalising speech (Lubold
et al., 2016; van Straten et al., 2018). For a tutoring robot, these features are desirable, but are not necessarily required for the robot to perform its primary function. In the case of robots for autistic children, choosing whether to implement such non-essential features that increase unpredictability is a balancing act. When the robot becomes too unpredictable it may have negative effects on the interaction and could even negate the intended effect of feature.

### 6.7 Conclusion

To summarise, the predictability of robots may make it easier for autistic children to engage in learning in a robot-assisted intervention and maintain this engagement. What constitutes “sufficiently predictable” is likely to differ between autistic children, due to how highly idiosyncratic autistic children are, and how this affects their interactions within a robot-assisted intervention. This also means that there is no one-size fits all solution to keeping them engaged in robot-assisted interventions whilst providing meaningful learning.

While predictability is an important concept in autism and human-robot interaction, there is no common understanding about the concept of predictability and there are various ways to approach this concept — it is an umbrella concept. To clearly distinguish between predicting robot behaviour, and considering a robot to be predictable, we refer to the former as behavioural predictability and the latter as attributed predictability. We applied insights from predictive processing to the concept on (behavioural) predictability and concluded that (1) there is inherent unpredictability during initial interactions, (2) predictability relates to a learning process, (3) predictability has a larger impact on perception when someone is already familiar with the robot, and (4) different types of predictions are made by the brain. From these insights we extracted our definition of behavioural predictability as it relates to robots — “the ability to quickly and accurately learn to predict the behaviour of a robot”. We distinguish three levels of what about the robot’s behaviour is predicted, namely predictions on an action, interaction, or topic levels. To learn to predict the behaviour of a robot, a person will need to perceive and learn the structural regularities in the robot’s behaviour. We therefore concluded that adding variance to a robot’s behaviour can make it more difficult for a person to learn the structural regularities in the robot’s behaviour. We therefore concluded that adding variance to a robot’s behaviour can make it more difficult for a person to learn the structural regularities, increasing the robot’s behavioural unpredictability. There are four types of variance that are relevant for this dissertation, namely speech, motion, temporal, and topic variance. The latter type of variance relates to generating predictions on a topic level, whereas the other types are on an action or interaction level.

Finally, we briefly discussed the difference between reducible and irreducible behavioural unpredictability. Robots cannot behave fully predictably as well as provide meaningful learning, as the learning gains may not generalise to the less predictable world of people (Alcorn et al., 2019). Moreover, a fully predictable robot would perpetuate in repetitive behaviour (Dautenhahn, 2007), limiting its long-term usefulness, and would also be unable to autonomously respond to the (unpredictable) dynamics of real-world settings (Clabaugh and Matarić, 2019). This leads to the question of what length we should go to for designing robot’s that are highly predictable.
The remainder of this part of the dissertation is structured as follows. In Chapter 8, we will discuss an experimental study that we conducted with typically developing individuals. The goal of this study was to get a better understanding of how behavioural and attributed predictability relate to each other, and how predictability influences people’s social perception of a robot. The study was conducted with typically developing individuals, as our measurement tools for behavioural and attributed predictability were too complex for autistic children with high support needs. Given the similarities between uncertainty and predictability, we looked further into these two concepts and included a measure for Intolerance of Uncertainty. This measure could possibly help us to identify to what extent a person is sensitive to unpredictability, and account for the likely differences therein between autistic children. In Chapter 9, we report on our analyses of the final study that was conducted by the DE-ENIGMA consortium, using the DE-ENIGMA intervention. The goal our analyses was to investigate how the robot’s predictability influences the engagement of autistic children in a robot-assisted intervention. But first, we will discuss the development of a new scale for measuring attributed unpredictability in the next chapter. This measurement was used in the study that we will discuss in Chapter 8.
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Measuring robot predictability

This chapter is based on the following article:


To study the effects of a robot’s predictability, we need to be able to measure how well participants could predict the robot’s behaviour, as well as the extent to which a person associates the attribute of “(un)predictability” with the robot. In this chapter, we describe how we developed a new scale for measuring the attributed unpredictability of a robot.

7.1 Measuring the predictability of a robot

Both the behavioural and attributed predictability of robots have been studied and reported. In such studies, behavioural predictability has been measured through behavioural observations, for example by asking participants to make a prediction (e.g. Driggs-Campbell and Bajcsy, 2016; Takayama et al., 2011; Lichtenthäler et al., 2012a,b; Walker et al., 2016), or subjectively through self report, by asking participants how predictable they judge the robot to be (e.g. Dragan and Srinivasa, 2014a; Dragan et al., 2015; Mubin and Bartneck, 2015). Attributed predictability either through a single item (Mubin and Bartneck, 2015), or multiple items specific to predictability of robot motion (Dragan and Srinivasa, 2014a; Dragan et al., 2015). Single-items are more vulnerable to random measurement errors and unknown biases in the meaning and interpretation of that item. With multiple-item scales, the random measurement error is more likely to be cancelled out. Moreover, they cover a broader range of meanings of a construct, which can reduce the effect of
differently interpreting an item. We therefore developed a new multi-item scale that measures to what extent unpredictability is attributed to a robot, and which is not restricted to the predictability of robot motions.

This chapter briefly describes how we developed the new multi-item scale for measuring attributed unpredictability, and the final scale.

### 7.2 Materials and methods

To populate our multi-item scale of attributes that may indicate a robot’s predictability, we first looked at English synonyms, antonyms, and related words for “predictable” and “unpredictable” using Merriam-Webster’s thesaurus (Merriam-Webster, 2018), resulting in 22 items. We then asked participants to rate these according to how well they fit their intuitive concept of predictability. We analysed their answers to arrive at a reduced set of items to be used in our main study.

#### 7.2.1 Participants

Participants were recruited through Amazon’s Mechanical Turk (mTurk), which resulted in 99 adults (42 men, 57 women) participating. Three male participants were excluded from the analysis, because they indicated that they did not know what “predictable” or “unpredictable” means. Participants received $0.50 for participating. To meet the recruitment criteria, participants had to be from the United States of America, have completed 500 or more assignments on mTurk, and have an approval rate of 99% or higher on mTurk.

#### 7.2.2 Procedure

We informed participants that we are developing a measurement tool for measuring the “predictability” of a robot. To that end, we wanted to know to what extent they associated certain words with the general concept of a robot that is “predictable” and a robot that is “unpredictable”. For items related to “predictable”, participants were asked “Using the scale provided, how closely are the words below associated with a robot that is predictable”. The same question was used for items related to “unpredictable”, but with the different phrasing emphasising that the robot is unpredictable. The provided scale was a 7-point Likert scale, from 1 = definitely not associated to 7 = definitely associated. In case the participant did not know the word, they could choose I do not know what this word means instead. The items were presented in a randomised order.

We intentionally did not provide any description or visualisation of robots, as the questionnaire should serve as a general measure of the attributed predictability of robots. Moreover, we did not provide any definition of predictability, taking it as a type of projective latent content where it is assumed that most people understand, and to a certain degree share, a common meaning of the construct and one wants to approach that intuitive meaning rather than limit the user to restrictive definitions (Potter and Levine-Donnerstein, 1999).
**Table 7.1**: The component loadings for the items on unpredictability and the mean scores for how closely each items is related with an unpredictable robot.

<table>
<thead>
<tr>
<th>Item</th>
<th>M (SD)</th>
<th>Component 1</th>
<th>Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpredictable</td>
<td>6.55 (1.27)</td>
<td>.98</td>
<td>-.24</td>
</tr>
<tr>
<td>Irregular</td>
<td>6.09 (1.36)</td>
<td>.85</td>
<td>.04</td>
</tr>
<tr>
<td>Inconsistent</td>
<td>6.35 (1.13)</td>
<td>.84</td>
<td>-.06</td>
</tr>
<tr>
<td>Random</td>
<td>6.35 (1.11)</td>
<td>.78</td>
<td>.05</td>
</tr>
<tr>
<td>Variable</td>
<td>6.29 (0.96)</td>
<td>.65</td>
<td>.12</td>
</tr>
<tr>
<td>Erratic</td>
<td>6.28 (1.14)</td>
<td>.64</td>
<td>.35</td>
</tr>
<tr>
<td>Unreliable</td>
<td>5.98 (1.37)</td>
<td>.50</td>
<td>.41</td>
</tr>
<tr>
<td>Inconstant</td>
<td>5.93 (1.37)</td>
<td>.47</td>
<td>.53</td>
</tr>
<tr>
<td>Skittish</td>
<td>4.32 (1.87)</td>
<td>-.07</td>
<td>.87</td>
</tr>
<tr>
<td>Fickle</td>
<td>4.32 (1.74)</td>
<td>.02</td>
<td>.84</td>
</tr>
</tbody>
</table>

| Eigenvalue   | 5.63 | 1.24 |
| % of variance| 56.31| 12.38|
| Cronbach’s $\alpha$ | .90 | .72 |

### 7.3 Results

Prior to performing the analysis, we removed 4 items (mutable, immutable, mercurial, and capricious) for which more than 5% of the participants answered that they did not know what the words meant. We then conducted a Principle Component Analysis (PCA) on 18 items with varimax rotation. This resulted in four components, of which two were related to the items for predictability, and the other two were related to unpredictability. Given that unpredictability is the inverse of predictability, we expected one component on which both predictability and unpredictability items would load. Instead, it is likely that they loaded on different components because of asking both positively and negatively worded questions. This can produce an artefactual two component structure in the absence of two constructs (Marsh, 1996; Spector et al., 1997; Rodebaugh et al., 2004). Therefore, we proceeded with only the items related to unpredictability, for which we had more items than for predictability.

We performed a PCA on 10 unpredictability items (see Table 7.1) with varimax rotation. The KMO measure verified the sampling adequacy for the analysis (KMO = .87), and for the individual items the KMO values were > .82. Bartlett’s test of sphericity indicated that correlations between items were sufficiently large for PCA ($\chi^2 (45) = 577.90, p < .001$). Two components had eigenvalues above Kaiser’s criterion of 1. These two components explained 68.67% of the variance. Correspondingly, the scree plot (see Figure 7.1) shows a point of inflexion at the third component. Table 7.1 shows the mean scores on how closely each item is associated with an unpredictable robot, and the component loadings for each item, where we highlighted items with loadings of .6 or higher and with a cross loading difference greater than .2. Component one seems to represent unpredictability associated with robots, as the mean association scores are high for these items. Component two contains items that had
relatively low association scores. It may therefore be indicative of a type of unpredictability that is less suited to ascribe to a robot, and was discarded from our set of items.

7.4 Final multi-item scale for attributed unpredictability and its limitations

The final scale for measuring attributed unpredictability of a robot asks participants how closely they consider each of the six items to be associated with the robot. The six items include “unpredictability”, “irregular”, “inconsistent”, “random”, “variable”, and “erratic”. In the study reported in the next chapter, we used our new scale to measure attributed unpredictability by taking the average of those items as the score for attributed unpredictability.

The scale would benefit from being further validated. Our goal was to develop a multi-item scale for measuring the attributed predictability that we could use in our future study (described in the next chapter), as such scales are less prone to random measurement errors and biases in the meaning and interpretation than is a single item. However, we did not assess whether our new scale is more sensitive and specific than measuring attributed predictability through a single-item, and thus cannot claim that our scale has better validity. Nevertheless, given our assessment of the scale, we felt confident that the scale has sufficient validity and reliability for us to use it in other studies.

Note that, as this is a dictionary study, conducted with participants from the United States, these six words may have different meanings to people from other countries. When using this new scale in other countries, we need to be mindful of this. Further-

Figure 7.1: Scree plot of the PCA on the unpredictability items.
more, as our scale relies on the participant's ability to read, understand the question, and know what the six items means, it is too complex to use for our target group of autistic children; those with limited language and high support needs. Although we do not assess this in this dissertation, it is likely also too complex for (autistic) children in general, which is another thing to be mindful of when using this new scale.
Understanding people’s perception of a robot and its predictability

This chapter is based on the following article:


As we have discussed in Chapter 6, generating predictions plays a central role in human perception, according to Bayesian accounts of human cognition. Furthermore, the concept of predictability has been argued to influence our ability to understand and coordinate our actions with robots, task performance, and people’s trust in the robot. Even so, unpredictable actions are bound to happen at some point when interacting with a robot. But what happens when a robot performs an unpredictable action during social interaction with a person? How does that influence their social perception of the robot? This is the topic of the experimental study described in this chapter. Note that this study was with (typically developing) adults, rather than with autistic children.

8.1 Introduction

The distinction between reducible and irreducible unpredictability (see Chapter 6.5) leads to the questions to what length we should go to for reducing the reducible unpredictability. For some robot applications, unpredicted actions will have clear (severe) negative effects, such as leading to dangerous situations, or reducing trust in the robot. For such cases, it is then vital to improve the robot’s predictability and minimise reducible unpredictability. However, for robots used for
social interaction with typically developing individuals, results reported in literature are not as clear cut.

With robots used for social interaction, a degree of behavioural unpredictability may have positive effects. Salem et al. (2013) asked their participants to help a robot with unpacking boxes. The robot assisted the participant by providing information on where to put the items, where it showed either unimodal, congruent multimodal, or incongruent multimodal behaviour. The results indicated that despite decreasing task performance, the robot which showed incongruent multimodal behaviour was preferred by participants, in that it was considered more humanlike, more likeable, and the participants experienced greater shared reality with the robot. The authors argue that the incongruency of the robot’s multimodal behaviour led to a degree of (behavioural) unpredictability, which was explained by participants attributing mental states to the robot, such as that the robot was “cheeky” or tried to fool them.

In a similar vein, robots that sometimes behave unpredictably have been found to increase behavioural engagement of adults (Short et al., 2010) and children (Salter et al., 2008; Lemaignan et al., 2015). In the study conducted by Short et al. (2010), participants had to interact with a robot and play a rock-paper-scissors game. At a certain point in the interaction, the robot would verbally conclude that it had won the game, while the rules of the game dictated that it had lost. It did so three out of twenty times the game was played, making it inconsistent in its behaviour and therefore more difficult to predict its behaviour. The results indicated that while the inconsistent robot was judged as being less fair than when it showed consistent behaviour, it also increased behavioural engagement.

The positive effects of behavioural unpredictability are explained by arguing that it makes robots more humanlike, which in turn increases the attribution of mental states to the robot (Salem et al., 2013). Intuitively this explanation makes sense, as humans are unpredictable in their behaviour. Highly predictable behaviour may also be considered as boring, whereas unpredictable actions could spark interest (Dautenhahn, 1999). However, also in social interaction, unpredictable robot behaviour can lead to attribute negative attributes to the robot. Salem et al. (2015) compared a non-erroneous robot with a robot that showed erratic behaviour. The latter was operationalised by navigating in an erratic manner and by playing a song that was not selected by the participant. Participants considered the erratic robot to be less reliable, less technically competent, less understandable, and less trustworthy. Interestingly, the erratic robot was not perceived as more humanlike in this study.

One issue with studies on predictability and robots is that predictability is operationalised very differently. As a result, the unpredicted actions have different consequences for the person interacting with the robot. For example, the person may not be able to smoothly carry out their task because the robot does not comply with his/her commands (Lemaignan et al., 2015; Mubin and Bartneck, 2015), is making mistakes (Lemaignan et al., 2015; Mubin and Bartneck, 2015), or is illegible in its actions (Salem et al., 2013). In case of robots showing erratic navigation, while unpredictable, this is also not behaviour that would naturally occur in humans. This might explain why these behaviours were not perceived as being more human-like, which is argued to be the reason why a degree of unpredictability may lead to pos-
itive effects. Therefore, concluding that it is the robot's predictability that influences people's social perception of the robot, seems premature.

While the studies above made the robot differ in its behavioural predictability, this was not the main purpose of the studies — it was not assessed whether the behavioural predictability was successfully manipulated, nor was the attributed predictability assessed. It is also unclear to what extent the behavioural and attributed predictability led to the reported findings. All things considered, our current conceptual understanding of robot predictability — as it relates to HRI — cannot explain how the predictability of a robot affects people's social perception of a robot, nor how the behavioural and attributed predictability are related to this. This limits us in effectively taking robot predictability into account in the design of robot behaviour.

In this chapter, we report on a study where we investigated how the visibility of the cause of a robot's responsive actions influences the following: behavioural predictability, attributed unpredictability, an observer's social perception of the robot and whether this is mediated by the behavioural and attributed predictability, and how an observer's Intolerance of Uncertainty (IU) influences the observer's perception of the robot. The study was an online video-HRI study, where participants watched a video of an interaction between a person and a robot unfold. According to the predictive processing framework (see Chapter 6.3), people constantly generate predictions in order to make sense of sensory information. Thus this also applies to watching a video of a human-robot interaction. Moreover, the video-HRI methodology has been used extensively to study predictability and legibility (e.g. Takayama et al., 2011; Dragan and Srinivasa, 2013; Dragan et al., 2013; Dragan and Srinivasa, 2014a; Lichtenthäler and Kirsch, 2014; Nikolaidis et al., 2016).

8.2 Research questions and hypotheses

8.2.1 Predictability operationalisation and manipulation

In the current study, participants watched a video of an interaction between a person and a robot unfold. While the participants will not be able to predict the robot's behaviour initially, the interaction follows a highly structured format. The structural regularities in the robot's behaviour should therefore be relatively easy to discern. For participants who are able to do so, this would presumably improve the accuracy of their predictions related to the robot's behaviour. However, for some participants, depending on the condition they are in, the robot will perform actions that cannot be predicted. These unexpected actions might make it more difficult to discern the structural regularities in the robot's behaviour, resulting in less accurate predictions.

The unexpected actions are operationalised through responsive actions (a type of topic variance). These could either be predicted based on the situational context, or could not be predicted because of a lack thereof. The situational context was manipulated by whether the participants could see what event the robot was responding to (the visibility of the cause; our independent variable). The events — the cause of the robot's responsive action — were either visible, obstructed from view, or there were no events. We consider this as a natural and realistic way to introduce unpredictability in the robot's behaviour, as in real interactions with a robot it may not always be
When the cause is visible, participants can explain and may even predict the responsive actions. In turn, this should make it easier to derive that the responsive actions are an exception (i.e. they hold no predictive value for future behaviour) and make it easier to discern the structural regularities in the robot’s behaviour. When the cause is not visible, either because the event was obstructed or there was no event visible, the robot’s action cannot be predicted, nor is there evidence regarding an explanation as to why the robot performed this action. This should make it more difficult to derive the structural regularities in the robot’s behaviour. In case of the cause being obstructed from view, the participant has perceptual information that the information of the scene is incomplete, and it is therefore ambiguous whether the robot is responding to an event or not. It is therefore made explicit that any predictions are based on limited information. This might increase the uncertainty of any predictions and thereby reduce the impact of predictions on the (social) perception of the robot. For this condition, we are interested in understanding how knowing that you cannot fully understand the reasons behind the robot’s behaviour influences a participants’ social perception of the robot and the attributed predictability.

8.2.2 Research questions

The first set of research questions relates to the robot’s predictability in relation to the visibility of the cause of responsive robot actions. Inspired by the findings of Driggs-Campbell and Bajcsy (2016), we are interested in how unpredictable robot actions influence the behavioural and attributed unpredictability depending on whether the participant sees a cause for the robot’s unexpected behaviour.

**Topic 1:** The first questions concern the relation between the visibility of the cause of responsive robot actions and the robot’s predictability.

**RQ 1a** To what extent does the visibility of the cause of responsive robot actions influence the behavioural predictability of the robot?

**RQ 1b** To what extent does the visibility of the cause of responsive robot actions influence the attributed unpredictability of the robot?

We assume that when the cause of the responsive actions is not visible, the actions are unpredictable and make it more difficult to assess the structural regularities in the robot’s behaviour. That is, the unpredictable actions do not have predictive value for predicting future actions, and hence should be discarded. We therefore expect that participants are less accurate and less confident in their prediction when the event was obstructed or not there, compared to when the event is visible — the behavioural predictability is reduced. Our hypotheses related to the attributed unpredictability are based on the notion notion of weighting the impact of predictions according to their uncertainty (Friston, 2003, 2010; Clark, 2013; Hohwy, 2013), and how this directs people’s attention (Feldman and Friston, 2010) (see Section 6.3). We expect that the participants will associate unpredictability with the robot more strongly when the cause of the responsive actions is not visible (because the event is not there or is obstructed), compared to when it is. Presumably, uncertainty regarding predictions
reduces their impact on (social) perception. We therefore expect that in the ambiguous condition, where participants know they do not have full perceptual information of the scene, such ambiguity will mitigate their attribution of unpredictability. Regarding the relation between behavioural predictability and attributed unpredictability, we do expect that they are correlated with each other.

Our second set of research questions relates to the participants’ social perception of the robot. Social perception was measured in terms of warmth, competence, and discomfort. While discomfort is a dimension unique to robots (Carpinella et al., 2017), warmth and competence are considered universal dimensions of human social cognition and are used to judge whether another person is a threat or a friend (Fiske et al., 2007). Together, these dimensions are believed to explain how people characterise others (Wojciszke et al., 1998). This leads to our second research question and sub-research questions:

**Topic 2:** The second set of research questions concerns the impact of the visibility of the cause of responsive robot actions on the participants’ social perception of the robot, and the extent to which this is mediated by the robot’s predictability

**RQ 2a** To what extent does the visibility of the cause of responsive robot actions influence a participant’s social perception of the robot (i.e. what social attributes are attributed to the robot)?

**RQ 2b** To what extent does the robot’s behavioural predictability mediate the social perception of the robot?

**RQ 2c** To what extent does the attributed unpredictability mediate the social perception of the robot?

We expect that when the cause of the responsive actions is not visible, the robot will negatively influence the participants’ social perception of the robot, compared to when the cause is visible. Moreover, we expect that when participants know that they do not have full perceptual information, this will mitigate a reduction in warmth and competence and an increase in discomfort. Again, these hypotheses are based on the notion notion of weighting the impact of predictions according to their uncertainty (Friston, 2003, 2010; Clark, 2013; Hohwy, 2013), and how this directs people’s attention (Feldman and Friston, 2010). Based on the results from Driggs-Campbell and Bajcsy (2016), we expect that the participants’ social perception of the robot is mediated more strongly by the participants’ attributed unpredictability of the robot. Given that we expect that behavioural predictability and attributed unpredictability are correlated, we also expect such a mediation effect for behavioural predictability, although one that is less strong than for attributed unpredictability.

The last of our research questions relate to a possible moderation effect of the participants’ IU, given the relation of this construct with predictability (Grupe and Nitschke, 2013) and populations that are known to have difficulty dealing with unpredictability, such as autistic children (Chamberlain et al., 2013; Boulter et al., 2014; Neil et al., 2016a). This leads to our third research question and sub-research questions:
**Topic 3:** The final set of research questions concern the impact of the participants’ intolerance of uncertainty on the (possible) relations between the visibility of the cause of responsive robot actions and the participants’ social perception of the robot or the robot’s predictability.

**RQ 3a** To what extent does the participants’ intolerance of uncertainty moderate the attributed unpredictability of the robot?

**RQ 3b** To what extent does the participants’ intolerance of uncertainty moderate the participants’ social perception of the robot?

Given that those higher in IU respond more negatively to instances where they have insufficient information (Carleton, 2016), we expect that they will also respond more strongly to the robot’s responsive actions when the cause is not visible in terms of their social perception of the robot and attributed unpredictability.

### 8.3 Materials and methods

#### 8.3.1 Participants

Participants were recruited through Amazon’s Mechanical Turk platform. In total, 169 adults (74 men, 94 women, 1 non-binary) participated through mTurk. They received $1.20 for participating. To meet the recruitment criteria, participants had to be from the United States of America, have completed 100 or more assignments on mTurk, have an approval rate of 99% or higher on mTurk, and not have participated in our study for the questionnaire development reported in the previous section. Participants were asked how well they could hear the robot on a 7-point Likert scale, from 1 = *I didn’t understand anything the robot said* to 7 = *I understood every word the robot said*. Overall, participants could understand the robot’s speech well (*M* = 6.48, *SD* = 0.70). Eight participants who rated the robot’s speech with a 4 or lower were excluded from the analysis, because it was essential for this study that they could clearly hear what the robot was saying. Another four participants were excluded from the analysis because their completion time was too fast to realistically assume they watched the video until the end. Their answers also corroborated this assumption. We also asked participants to what extent they had prior experience with robots, and included this factor as a covariate in our analysis. However, this factor did not influence any of the outcome variables, and thus we included participants regardless of their prior experience with robots. As a result, the analyses reported in this paper are based on the responses of 153 adults (62 men, 90 women, 1 non-binary).

This study was reviewed and approved by the ethics committee of the faculty of Electrical Engineering, Mathematics, and Computer Science of the University of Twente, and is registered under reference number “RP 2018-52”. Prior to participating in the study, participants first had to sign an informed consent form.

#### 8.3.2 Materials

For this study, we again used Robokind’s R25 humanoid robot called “Zeno”, or “Milo” (see Chapter 1.3). However, the software that we used was different from the DE-
ENIGMA system. Rather than using prerecorded human speech for the robot’s speech, we generated it by the integrated Acapela Text-To-Speech engine with the American English children’s voice ‘Josh’. We also included lip synchronisation. The interaction was recorded with a 1080p camera and lasted 1 minute and 15 seconds. To improve the audio quality, we recorded it separately for the robot and for the adult using two microphones, and combined the audio feeds with the video feed afterwards.

8.3.3 Interaction design

**Table 8.1**: The interaction and structure of the storytelling game. The adult’s speech is in italics, and non-verbal actions are in enclosed by square brackets.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INTRODUCTION</strong></td>
<td></td>
</tr>
<tr>
<td>Introduction</td>
<td>“Hi, my name is Zeno.” [Robot waves]  “Shall we start?”  “Okay.”  <em>Mask is applied smoothly</em></td>
</tr>
<tr>
<td><strong>STORYTELLING GAME</strong></td>
<td></td>
</tr>
<tr>
<td>Story intro</td>
<td>“You stand in front of a small door.”  “There is a distinct smell in this room.”  “When you look around, you see a pizza lying on the table.”</td>
</tr>
<tr>
<td><em>First event here</em></td>
<td></td>
</tr>
<tr>
<td>Story question</td>
<td>“How tall are you?”  “What is your favourite food?”  “Are you hungry?”  <em>Second event here</em></td>
</tr>
<tr>
<td>Adult’s answer</td>
<td>“Six foot.”  “Pizza.”  “Yes, I am.”</td>
</tr>
<tr>
<td>Story resolution</td>
<td>“You open the door, but have to crouch to get through it. You enter a kitchen.”  “The smell reminds you of what a pizza smells like.”  <em>Mask is removed, revealing the adult</em> and <em>Video ends</em></td>
</tr>
</tbody>
</table>

*Events and corresponding responsive actions*

First event  
[Adult receives text message and views it on his mobile phone.] “Could you please put that away.” [Adult complies.] “Thank you.”

Second event  
[Another person taps the adult on shoulder. The robot turns head to the new person.] “Please go away, we are busy here.” [The other person leaves. The robot turns head back to the adult.] “Thank you. Let’s continue. What is your favourite food?”

The participants watched a short interaction of a person interacting with a hu-
manoid robot. This interaction was the same for all participants. In the video, the robot is playing a storytelling game with an adult, where the robot tells a story in which the adult is the main character. This interaction was unrelated to the DE-ENIGMA project, and we developed it solely for this study. The game proceeds in a very structured manner: the robot tells something, asks input from the adult, and then uses his answer to proceed with the story in an obvious direction. This basic pattern is repeated 3 times, and forms the main structural regularity in the interaction that can be used to predict the robot’s actions. The participants viewing the video received no information telling them what the interaction was about in order to prevent priming them to pay too close attention to regularities in the interaction.

The interaction pattern (what happens in the video) can be seen in Table 8.1. The interaction consists of an introduction, the storytelling game, and two events to which the robot responds. At the start of the video, the robot introduces itself and asks whether the person would like to start. The robot then starts telling the story, which is about the adult entering a kitchen and finding his favourite food. The story is divided into three parts that each follow the same fixed interaction pattern. First, the story proceeds. Second, the robot asks the adult a question related to the subject of the previous sentence about the story. Finally, the robot uses the adult’s answer to resolve what happens with the adult and the subject. The video ends prior to the robot’s response to the adult’s answer to the third question (“Are you hungry?”).

Twice during the interaction, the robot would display a responsive action to an event (the cause) that occurred within the situational context. The events are (a) the adult receives a text message on his cellphone and starts reading it, and (b) another person walks in and distracts the adult from the interaction with the robot.

8.3.4 Experimental design

The study was set up as a 3 by 1 between-participants design. The independent variable in our study is the visibility of the cause of the robot’s responsive actions (which we will reference to as visibility of the cause for brevity), which had three levels. We measured four dependent variables, namely behavioural predictability, attributed predictability, robot social attributes, and the intolerance to uncertainty.

Screenshots of the video for each condition can be seen in Figure 8.1. In one condition, the events were visible, and therefore the responsive actions could be predicted. We refer to this condition as the visible cause condition. In the other two conditions, the events were not visible. This was either because there were no events, or because we limited the view of the participant shortly after the start of the interaction. We refer to the former as the no cause condition. In this condition, the responsive actions cannot be predicted. Moreover, the adult in the video who is interacting with the robot shows no response to the robot’s responsive behaviour. This could indicate to the participant that there is simply no event that explains the robot’s responsive actions. In the condition where we limited the view of the participant, the responsive actions are not predictable, but participants know that they do not have full perceptual information of the interaction. We limited the view by applying a mask that obstructed the view of the adult interacting with the robot. The mask was applied smoothly just after the introduction. This way, the participant knew that there was a person inter-
Understanding people’s perception of a robot and its predictability

(a) **VISIBLE CAUSE**: perceptual information regarding the cause of the robot’s responsive actions are visible.

(b) **AMBIGUOUS**: no perceptual information regarding the cause of the robot’s responsive actions is visible because the event is obstructed by a mask.

(c) **NO CAUSE**: no perceptual information regarding the cause of the robot’s responsive actions is visible. Instead, the adult provides perceptual information that there is no cause as he does not respond to the responsive actions.

**Figure 8.1**: The three conditions of the study, which differ in whether the participant can see the cause of the robot’s responsive actions. In this case, another person distracting the adult from the interaction with the robot.

acting with the robot. After the mask was applied, participants would still hear the adult reply to the questions of the robot. We refer to this condition as ambiguous, as the robot may or may not be responding to actual events. Note that the interaction followed the exact same script for each condition with the same two events. We only manipulated the perceptual information available to participants.

8.3.5 **Procedure**

For the study itself, participants were instructed that they would watch a video of a person interacting with a robot and that afterwards they would need to answer a couple of questions regarding the content of the video, their impression of the robot, and some background questions. Prior to viewing the video, participants saw a test video where the robot would speak for 2 minutes, so that they could adjust their volume settings if this was required to hear the robot’s speech clearly. Next, participants viewed one of three videos (one for each condition), which was selected randomly. After viewing the video, we first asked the participants to write down the last thing the robot said. This was followed by questions on behavioural predictability,
how well the participants understood what the robot was saying, the Robotic Social Attribute Scale (RoSAS, Carpinella et al., 2017), our new attributed unpredictability scale, and finally some background questions. The order in which the items of the RoSAS and attributed predictability questionnaires appeared were randomised between participants.

8.3.6 Measurements

Behavioural predictability. Similar to Takayama et al. (2011), we used an open question format to measure behavioural predictability, and asked how confident participants were in their prediction on a 7-point Likert scale. The open question (“What do you expect the robot will say next?”) was coded in terms of the presence of a keyword related to “eating” and to “pizza”. Answering this question requires the participant to connect the robot’s question (“whether the adult is hungry”) to the latest story development (“a pizza lying on the table”). When none of the keywords were present, the question was marked with a 0. When one keyword was present, related to either eating or pizza, behavioural predictability was marked with a 1, or with a 2 when keywords relating to both eating or pizza were present.

Attributed unpredictability. To measure to what extent participants associate unpredictability with the robot, we used the self report questionnaire with the 6 unpredictability items described in Chapter 7.

Robot social attributes. Participants’ social perception of the robot was measured through the RoSAS (Carpinella et al., 2017). This questionnaire measures the robot’s warmth, competence, and caused discomfort.

Intolerance of uncertainty. The participants’ IU was measured through the Intolerance of Uncertainty Scale - Short form (IUS-12, (Carleton et al., 2007)). This is a 12-item questionnaire, for which we report the mean of the items.

8.4 Results

8.4.1 Behavioural predictability

There was a ceiling effect on the accuracy of the predictions, as most participants were able to make an accurate \( (n = 127) \), or partially accurate prediction \( (n = 19) \), and only 11 participants did not make a correct prediction. As a result, we used Fisher’s exact test to account for the three cells that had values less than 5, and found no significant difference between the accuracy of the prediction and the visibility of the cause\( (p = .16) \).

Figure 8.2 shows the participants’ confidence in their prediction on what the robot would say next. A one-way ANOVA indicated no significant difference between the participants’ confidence in their prediction for the three conditions \( (F(2, 154) = 0.18, p = .83) \). The average confidence scores when the cause was visible, ambiguous, or no cause condition were respectively 3.93 \( (SD = 1.60) \), 4.10 \( (SD = 1.60) \), and
3.94 (SD = 1.65). Given that there is no statistically significant relation between the visibility of the cause and behavioural predictability, there is also no mediation effect of behavioural predictability on the relation between visibility of the cause and the participants’ social perception of the robot.

8.4.2 Attributed unpredictability

The reliability analysis of the attributed unpredictability questionnaire indicated that the internal consistency was excellent (Cronbach’s $\alpha = .90$). The scores for the attributed unpredictability of the robot under each of the three conditions can be seen in Figure 8.3. Levene’s test indicated that the variances for attributed unpredictability were significantly different for the cause visible condition ($F(2, 150) = 11.37, p < .001$). As the assumption of homogeneity of variance was not met, we used Welch’s adjusted $F$ ratio and the Games-Howell post hoc procedure. There was a significant effect of the visibility of the cause on the attributed unpredictability as determined by one-way ANOVA (Welch's $F(2, 90.65) = 22.20, p < .001, \hat{\omega}^2 = .22$). The participant’s intolerance of uncertainty (IU) did not appear to moderate the relation between visibility of the cause and attributed unpredictability, as adding an interaction effect resulted in a non-significant result ($F(2, 152) = 0.14, p = .874$). Post hoc comparisons revealed that participants rated the robot as being less unpredictable when the cause was visible ($M = 12.65, SD = 5.54$) compared to the ambiguous condition ($M = 19.45, SD = 10.01, p < .001, d = 0.86$), or when no cause was visible ($M = 20.53, SD = 7.40, p < .001, d = 1.21$). There was no significant difference between the ambiguous and no cause conditions ($p = .769$).
8.4.3 Robotic Social Attributes

We expected that the participants’ IU may influence their social perception of the robot. We therefore included IU as a covariate in the analysis of the three RoSAS subscales, given that the IU was not significantly related to the conditions, as determined by one-way ANOVA \( (F(2, 150) = 0.49, p = .612) \). IU was measured using the IUS-12 questionnaire, which had an excellent internal consistency \( (\alpha = .90) \). The assumption of homogeneity of variance was met for all three of the one-way ANCOVA’s on the RoSAS subscales reported below. The assumption of homogeneity of regression slopes was also met, as IU showed no significant interaction effects with visibility of the cause. To assess whether IU moderated the relationship between visibility of the cause and the participants’ social perception of the robot, we also ran the ANCOVA’s with an interaction effect. The RoSAS subscales all had high internal consistency scores \( (\alpha = .85, \alpha = .90, \alpha = .79) \). The mean score and confidence intervals of the RoSAS subscales can be seen in Figure 8.4.

**Warmth.** We found no significant effect of the visibility of the cause on warmth \( (F(2, 149) = 0.22, p = .801) \). Additionally, IU was not significantly related to warmth \( (F(1, 149) = 0.24, p = .625) \), nor did it interact with the visibility of the cause \( (F(2, 149) = 2.04, p = .134) \).

**Competence.** For competence, there was a significant difference between the visibility of the cause \( (F(2, 149) = 7.78, p = .001, \omega^2 = .08) \) after controlling for IU. Note that although IU was neither significantly related to competence \( (F(1, 149) = 1.24, p = .267) \) nor did it interact with the visibility of the cause \( (F(2, 149) = 0.97, p = \)
Figure 8.4: Raincloud plots (scatter, box, and density plot) that show the scores on the three RoSAS subscales for each condition.
.381), we nevertheless kept it as a covariate. Post hoc comparisons with a Bonferroni correction revealed that the robot was considered to be more competent when cause was visible ($M = 6.80, SD = 1.48$), compared to when it was ambiguous ($M = 5.76, SD = 1.62, p = 0.003, d = 0.67$), or when there was no cause ($M = 5.78, SD = 1.51, p = 0.003, d = 0.68$). The difference between the ambiguous and no cause condition was not significant ($p = 1.000$).

As there was a significant difference in competence attributed to the robot under the condition of the cause being visible, we proceeded with a mediation analysis to investigate whether this difference is mediated by attributed unpredictability. Note that we cannot carry out a mediation analysis with behavioural predictability, because we did not find a significant difference between visibility of the cause and behavioural predictability (through quality or confidence). The mediation analysis was conducted in SPSS using the PROCESS macro (Hayes, 2017). To interpret the $b$ coefficients, note that for visibility of the cause, we coded the condition “cause visible” as 0, “ambiguous” as 1, and “no cause” as 2. Competence and attributed unpredictability are both continuous variables with a value between 1 and 9.

The direct effect of visibility of the cause on competence was significant ($b = -0.32, t(149) = 2.04, p = .044$). To assess whether there can be a mediation effect (an indirect effect) of attributed unpredictability between the visibility of the cause and competence, the $b$ coefficient between visibility of the cause and attributed unpredictability needs to be significant, as well as the $b$ coefficient for attributed unpredictability and competence. This is the case, as the regression of visibility of the cause on attributed unpredictability was significant ($b = 0.65, t(150) = 5.11, p < .001$), as well as the regression of attributed unpredictability and competence ($b = -0.29, t(149) = -3.02, p = .003$). To calculate the indirect effect, we used bootstrapping with 5000 samples to generate the confidence interval for the $b$ coefficient, which was $-0.19 (95\% CI [-0.35, -0.05])$. This is significant at an $\alpha$ of .05 as the confidence interval does not include 0. As both the direct and indirect effect of visibility of the cause on competence are significant, attributed unpredictability only partially mediates this relationship. The mediation model with the regression coefficients can be seen in Figure 8.5. For all these steps, we controlled for IU. However, this variable was not significant in any of the steps.

**Discomfort.** We found no significant effect of the visibility of the cause on discomfort ($F(2, 149) = 1.94, p = .147$). However, IU is significantly related to discomfort ($F(1, 149) = 17.15, p < .001, \omega^2 = .10$), but did not interact with the visibility of the cause ($F(2, 149) = 1.51, p = .224$). Participants with higher scores on IU associated more discomfort with the robot.

### 8.5 Discussion

In this study, we investigated the relationship between the visibility of the cause of a robot’s responsive actions and action predictability, attributed unpredictability, the social attributes associated with the robot and the participants’ intolerance of uncertainty. Our results indicate that not seeing the cause of the robot’s responsive actions...
results in a stronger association of unpredictability with the robot, than when the cause was visible. We find no evidence that ambiguity in whether the robot responded to an actual event mitigated the effect of not seeing to what external event the robot responded. Interestingly, the participants’ attributed unpredictability mediated the relation between the visibility of the cause and the attribution of competence to the robot. That is, participants rated the robot as more unpredictable, which also made them judge the robot as less competent. Considering a robot as competent is important, as it has been shown that robots that are considered less competent are also considered less trustworthy (Freedy et al., 2007). The mediation effect of attributed unpredictability was a partial mediation effect, as not seeing the cause of the robot’s responsive actions also directly decreased the participants’ attribution of competence to the robot. Even so, this direct effect was much smaller than the mediation effect of the attributed predictability. A possible explanation of the direct effect of seeing the cause of the robot’s responsive actions is that they may have been perceived as mistakes. In turn, this could further decrease the robot’s competence, as mistakes have been found to decrease the competence of a robot (Ragni et al., 2016). Unlike Dragan and Srinivasa (2014a), who found that higher familiarisation (leading to higher behavioural predictability) leads to more comfort, we found no effects between the visibility of the cause, attributed unpredictability and discomfort, nor with warmth.

We found no evidence that knowing that you cannot fully understand the reasons behind the robot’s behaviour (in the ambiguous condition) mitigated the effect of not seeing the cause of the responsive robot actions on the attribution of competence. We hypothesised that this would mitigate the effect of unpredictable responsive actions, due to a reduced influence of predictions on social perception given the increased uncertainty regarding the predictions. Possibly, the explicit knowledge that limited information was available upon which to base predictions did not further decrease the already uncertain predictions due to seeing the robot for the first time. Alternatively, this may have to do with the fact that this was a video study in which participants did not interact with the robot. Prior research found that people try to make sense of a

Figure 8.5: Mediation model for predicting competence based on visibility of the cause with attributed unpredictability as mediator. The model includes the $b$ coefficients and standard error for each relationship.
robot more strongly when they expect to interact with the robot in the future (Eyssel et al., 2011; Eyssel and Kuchenbrandt, 2011). Possibly, participants in our study were less inclined to make sense of the robot’s behaviour as they did not interact with it nor would they in the future.

For behavioural predictability, we expected that not seeing the cause of the robot’s responsive actions would make it more difficult for participants to infer the structural regularities of the interaction, and therefore make it more difficult to predict the robot’s actions. We found no evidence that participants had difficulty predicting the robot’s behaviour. Most participants were able to accurately predict the robot’s next action. Neither did the visibility of the cause influence the participants’ confidence in their prediction. This means that after watching just over 1 minute of interaction, they were able to discard the unpredictable actions as noise and use the structural regularities in the interaction to generate an accurate prediction. Unlike in the study of Takayama et al. (2011), our participants did not know what questions they would need to answer prior to watching the interaction, and were only given the instruction that they would view an adult interacting with a robot after which they would need to answer a couple of questions. Combined with a brief interaction, participants may not have had enough information upon which to make a reasoned prediction and went with their “gut feeling”.

Reflecting back on how we manipulated the robot’s behavioural predictability in our study, we wonder whether the manipulation was strong enough to find a difference, even though our pilot indicated that it was. The goal of our manipulation was to make the robot differ in its behavioural predictability in a realistic interaction, to limit confounding factors such as behaviour that is clearly erroneous or detrimental to the task at hand. Thus we opted for responsive robot actions, which are actions that are at risk of being perceived as unpredictable when the event the robot is responding to is not clear — a scenario that may well occur in real HRI’s. In previous studies on predictability in HRI, behavioural predictability was also measured by asking participants to make a prediction (Takayama et al., 2011; Lichtenthäler et al., 2012a,b; Driggs-Campbell and Bajcsy, 2016; Walker et al., 2016) and indicate their certainty of their prediction (Takayama et al., 2011). However, in these studies, the robot’s behavioural predictability was manipulated through limiting the information available to participants by having the robot perform fewer communicative actions (Takayama et al., 2011) or by presenting different and less information in a graphical user interface (Walker et al., 2016), or through how the robot moved (Lichtenthäler et al., 2012a,b; Driggs-Campbell and Bajcsy, 2016; Walker et al., 2016). Unlike these studies, we manipulated the structural regularities in a conversation, where the participants had to predict robot speech. The downside of this is that conversations need to be fairly structured to still make sense, limiting us in how unpredictable we could make the interaction whilst keeping it realistic. In that sense, manipulating robot behaviour through robot motions may be better suited for manipulating behavioural predictability without making the scenario unrealistic or unnatural.

Regarding the individual differences between people in their intolerance of uncertainty, we had expected that this would moderate the effects of the visibility of the cause and the participants’ social perception of the robot. We hypothesised that
those high in IU would respond more strongly to not seeing the cause of the robot’s responsive actions, which would negatively influence their social perception of the robot. We found no evidence that this is the case. IU only influenced the discomfort associated with the robot. Robots are a novel technology and are likely to induce uncertainty, which in turn may cause more discomfort for those who have a higher intolerance of uncertainty. Autistic individuals score relatively high on their intolerance of uncertainty compared to typically developing individuals (Chamberlain et al., 2013; Boulter et al., 2014; Neil et al., 2016b). Studies often report that the initial interactions with a robot can be stressful for some of these individuals and lead to an aversive reaction to the robot (e.g. Warren et al., 2015a; Short et al., 2017). However, even autistic individuals find a certain degree of unpredictability permissible, or even desirable, as a low-dose of novelty and surprise can be motivating for autistic children, rather than cause distress (Alcorn et al., 2014). We also expected that intolerance of uncertainty may be related to the warmth and competence associated with the robot, but found no evidence for this relation. Unlike discomfort, which is a dimension unique to people’s social perception of robots (Carpinella et al., 2017), warmth and competence are argued to be universal dimensions of human social cognition and are used to judge whether another person is a threat or a friend (Fiske et al., 2007). This means that we found no evidence of a bias of people against our robot in terms of whether the robot intends good or ill.

8.5.1 Implications

Our findings imply that we have to be careful when designing responsive behaviours for a robot, as the attributed unpredictability may be negatively affected when the cause of the responsive action is not clear. This can hold even when the event is visible, as the person interacting with the robot may not perceive it, or perceive it differently. In turn, the attributed unpredictability can lead to a negative view of the robot’s competence, as is indicated by our results. In human-human interaction, people actively improve the behavioural predictability of their actions by using additional signalling actions expressed through a gesture, deictics, facial expressions, body language and posture (Clark, 1996; Klein et al., 2005). Similarly, implementing signalling actions (Takayama et al., 2011; Szafir et al., 2015) or adding transparency (Chai et al., 2014) in robot behaviour may be beneficial. These additional actions take time and effort from the robot as well as cognitive effort from the person interacting with it, and therefore should not be implemented en masse. But selectively adding them for responsive robot actions may help in communicating the robot’s intent and future responsive actions and thereby maintaining attributed predictability. Additionally, endowing robots with the ability to take the perspective of the person interacting with it into account (e.g. Trafton et al., 2005; Nikolaidis et al., 2016) may help identify when a robot’s responsive action may be unpredictable and requires additional actions to make it predictable. For example, when a robot is responding to certain events that it has detected, it may be advisable that the robot first communicates its perception to the user, prior to taking the responsive action, or makes the reason for the response transparent in its responsive action. However, more research is needed to explore whether these designs can mitigate or prevent the negative ef-
fect of not seeing the cause of a robot’s responsive actions on attributed predictability. We investigated one scenario where a robot can behave unpredictably and threaten the attributed predictability and perceived competence of the robot. Identifying other scenarios that can threaten the attributed predictability requires more research, as well as what design solutions can resolve those situations. Note that findings from Driggs-Campbell and Bajcsy (2016) indicate that reduced behavioural predictability does not always lead to reduced perceived competence, thus the results from such studies are also likely to be nuanced.

The above applies to the design of robot actions that may be unpredictable, and how they can then negatively influence the robot’s attributed predictability. For unpredictable robot motions, the design considerations are different. While we did not experimentally assess the predictability of robot motion, the framework for robot predictability we presented in Chapter 6.4, highlights that in initial interactions the person’s expectations play a large role in generating predictions, as the person does not yet have experience interacting with the specific robot (model). Studies from Driggs-Campbell and Bajcsy (2016) and Dragan and Srinivasa (2014a) indicate that conforming to such expectations is important for the attributed predictability. An autonomous car that drove with human-inspired motions was found to increase attributed predictability, compared to a car that drove with more mechanical/robot-like motions (Driggs-Campbell and Bajcsy, 2016). As people are already familiar with cars driven by humans, they may also expect similar motions from robot-driven cars. Similarly, a humanoid robot that moves more naturally (i.e. more like a human would) was also found to increase attributed predictability (Dragan and Srinivasa, 2014a). We expect there to be a correlation between behavioural and attributed predictability, and thus improving the behavioural predictability may also improve the attributed predictability. In human-human interaction, people also actively improve the predictability of their motions by improving the legibility (Pezzulo et al., 2013) or by being less variable in their motions (Vesper et al., 2011). Likewise, making robot motions better at expressing intent can also improve their behavioural predictability (e.g. Gielniak and Thomaz, 2011; Dragan and Srinivasa, 2014b; Szafir et al., 2014).

8.5.2 Generalisation to autistic individuals

The current study was conducted in the context of the DE-ENIGMA project, where it was a first step in trying to understand what predictability is about in the context of autistic people interacting with robots. From an ethical point of view, autistic children are a vulnerable population, which should only be recruited by researcher if there is no other way to conduct the study. For certain research questions, it makes sense to first conduct research on typically developing individuals, before validating the results with autistic individuals. Many studies have shown that by measuring autistic traits and correlating these measures to the outcome variables, insights can be gained that are also relevant to autistic populations (e.g. Grinter et al., 2009; Robertson and Simmons, 2013; Goris et al., 2021). To get an idea of how the results of the current study could be generalised to autistic populations, we included IU as a measure. On average, autistic individuals score higher on IU than typically developing individuals (Chamberlain et al., 2013; Boulter et al., 2014; Neil et al., 2016a). As we mentioned
in the previous section, IU was only related to the discomfort attributed to the robot, and we hypothesise that autistic individuals may also experience higher levels of discomfort when seeing a robot for the first time. Regarding our other outcome measures, we unfortunately cannot generate insights on how they may generalise to autistic populations.

8.5.3 Limitations

The participants in this study had to watch a video showing an interaction of another person interacting with a robot. While this allowed us to carefully control what perceptual information was available to participants in order to make sense of the robot's behaviour, we need to be careful with generalising the reported findings to individuals who are actually engaging with a robot. In particular, the explored conditions may have different effects on how the robot is perceived when the participant is actually engaged with the robot. Furthermore, while we asked participants to rate the robot's unpredictability, and their social perception of the robot, we cannot be entirely certain that the participants based their attributed unpredictability solely on the robot's behaviour. The scene itself may also have induced a feeling of unpredictability that was then attributed to the robot.

8.6 Conclusion

The predictability of a robot is often mentioned in HRI as an important quality of the robot (e.g. Heinzmann and Zelinsky, 2003; Alami et al., 2006; Hancock et al., 2011; Noorman and Johnson, 2014; Koppenborg et al., 2017; Lewis et al., 2018; Sciutti et al., 2018), yet the current conceptual understanding of robot predictability is inadequate as the concept is multi-faceted, rather than a singular concept. This limits us in effectively taking robot predictability into account in the design of robot behaviour. The aim of the study reported in this article was to improve our conceptual understanding of predictability and robots, how robot predictability relates to people’s social perception of a robot, and to what extent this is influenced by a person’s intolerance of uncertainty. To that end, we presented a framework of what we believe robot predictability is, and we carried out an experimental study. In this study, participants would watch a human interacting with a robot, but we limited the information available to the participants in relation to the robot’s responsive actions, to make it more difficult to learn to predict the robot’s behaviour. We conclude that not seeing what a robot responds to, negatively influences the attributed predictability and the competence attributed to the robot. The negative effect of not seeing the cause of the robot's responsive actions on competence was largely mediated by the attributed predictability.

We consider our results as preliminary evidence that the predictability attributed to a robot is an important factor to take into account when designing robot behaviour. We have presented our view on the concept of predictability and how it relates to HRI, which may be helpful in understanding and improving robot predictability, and laid out design several potential options on how this could be achieved. Key is to take the attributed predictability of a robot as an important outcome measure that can be used
to evaluate different designs (e.g. as in Walker et al. (2016)), and can lead to human-robot interactions that are easier to understand. While we cannot draw conclusions regarding the behavioural predictability of a robot — due to a ceiling effect — we do believe that both behavioural and attributed predictability are important for effective HRI, given the central role of predictability in human perception.

In future work, we should look at further investigating the relationship between behavioural and attributed predictability. Furthermore, as predicting the robot's behaviour can be learned, investigating this relationship as it evolves over time will be interesting. While people can learn to predict unnatural robot behaviours (at least to a certain degree (Dragan and Srinivasa, 2014a)), or initially seemingly random robot behaviour, this does not mean that the robot is also considered to be more predictable.

As this study was conducted in the broader context of the DE-ENIGMA project, we are interested in the effect of robot predictability on the engagement of autistic children. We will look at this in the next chapter.
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Robot predictability and the engagement of autistic children

This chapter is based on the following article:


As we have seen in the previous chapter, unpredictable actions can influence people’s social perception of the robot. In Chapter 6, we also discussed how predictability is an important concept in autism and how it shapes current practices of autism professionals. However, what is not clear is whether we should account for the robot’s predictability when designing a robot-assisted intervention, in order to reap the benefits of providing a highly predictable interaction — one of the main arguments for using a robot to enhance interventions. After all, robots are generally more predictable than humans, given the repetitive nature of robot actions of contemporary robots. Nevertheless, robots can still be unpredictable (although less frequently so than humans). Are contemporary robots then sufficiently predictable already? Or should we account for a robot’s predictability during the design phase, and try to maximise it?

9.1 Introduction

In the context of social skill learning, experiencing discomfort due to dealing with unpredictability is problematic as it prevents children from being in a state where they are ready to learn. Incorporating a robot in social skill learning might be
helpful in that it can provide a highly predictable manner of learning social skills, as we can systematically control the predictability of the robot’s behaviour (e.g. see our study in the previous chapter). Indeed, the predictability of a robot is a commonly used argument for why robots may be promising tools for autism professionals working with autistic children (e.g. Dautenhahn and Werry, 2004; Duquette et al., 2008; Thill et al., 2012; Huskens et al., 2013; Sartorato et al., 2017; David et al., 2020).

The predictability of robots may make it easier for autistic children to engage in learning in a robot-assisted intervention and maintain this engagement. However, robots cannot behave fully predictably as well as provide meaningful learning, as the learning gains may not generalise to the less predictable world of people (Alcorn et al., 2019). Moreover, a fully predictable robot would perpetuate in repetitive behaviour (Dautenhahn, 2007), limiting its long-term usefulness, and would also be unable to autonomously respond to the (unpredictable) dynamics of real-world settings (Clabaugh and Matarić, 2019). Both make large scale deployment of such a robot difficult. Thus, there is a trade-off between making the robot more predictable and providing the child with meaningful learning content with a tractable robot-assisted intervention, which requires a degree of unpredictability. This unpredictability stems from (a) adding novel content, which has not yet been learned, (b) making the learned skill’s approximate — at least in part — what happens in real-world settings with humans, to facilitate generalisability to such highly unpredictable environments which autistic children need to learn to deal with, and (c) implementing complex robot behaviours (e.g. responsive actions to the environment), which may shroud the structural regularities of its behaviour and thereby prevent children from learning to predict the robot’s behaviour. Thus, on the one hand, we want autistic children to be in a state where learning can occur, where the children show high levels of engagement with the learning material. This may require very predictable interactions. On the other hand, we want them to learn skills that are meaningful in the human world, which comes with a degree of unpredictability. A balance needs to be struck then, where the robot is sufficiently predictable to maintain engagement while still providing learning content that is representative of human-human interaction.

What constitutes “sufficiently predictable” is likely to differ between autistic children as they are a notoriously heterogeneous group (Happé et al., 2006). Some children may be better equipped to deal with unpredictability than others. For these children, predictability of the robot’s behaviour may not be as important, and the focus can lie on optimising learning. Furthermore, children’s reactions to the robot’s unpredictability may be very different, and they may find different aspects of unpredictability problematic (Goris et al., 2020). This makes it difficult to generalise findings on predictability and autism to autistic children working with robots.

The effectiveness of robot-assisted interventions designed for social skill learning presumably depends — in part — on the interplay between robot predictability, engagement in learning, and the individual differences between different autistic children. To better understand this interplay, we report on a study where autistic children participated in a robot-assisted activity, where we manipulated the variance in the robot’s behaviour as a way to operationalise predictability (see Chapter 6.5), and measured the children’s individual characteristics as well as their engagement related behaviours.
9.2 Research questions and hypotheses

To make an informed decision on how to position and design the robot’s behaviour in terms of its predictability, we need to better understand the interplay between robot predictability, engagement, and the individual differences between different autistic children. The aim of our study was to investigate this interplay, where we specifically looked at *behavioural engagement* and *visual attention* (as a proxy for cognitive engagement) in relation to the robot’s predictability. We measured these two facets of engagement through manual annotations of observable child behaviours (see Section 9.3). In our study, autistic children engaged in a robot-assisted activity that was about the basics of recognising emotional facial expressions. Over the course of four sessions, the children interacted with a robot that was either low or high in variance of its behaviour, which was how we operationalised robot predictability (see Chapter 6.5). We aimed to address the following research questions:

**Research question 1:** How does variance in the robot’s behaviour affect the autistic child’s engagement?

- To what extent does variance in the robot’s behaviour affect the autistic child’s *behavioural* engagement?
- To what extent does variance in the robot’s behaviour affect the autistic child’s *visual* attention?

We hypothesised that initially, in the first session, there should be no difference between the low and high variance conditions, as the robot’s behaviour is novel and still has to be learned. However, based on the importance of predictability to autistic children, we expected that over sessions the behavioural engagement and visual attention of autistic children should increasingly diverge between the low-variance robot compared to the high-variance robot in favour of the low-variance condition. That is, we expected an interaction effect between robot predictability on behavioural engagement and on visual attention over sessions, but no main effects. For visual attention, this means that we expected the children to increasingly look less towards the robot (the source of the unpredictability) and more to non-activity related locations that provided little unpredicted sensory input, such as the walls.

Our second research question is related to the individual differences between autistic children.

**Research question 2:** How do individual differences between autistic children influence their engagement in the activity in relation to the variance in the robot’s behaviour?

- To what extent do autistic children’s *autistic features* moderate the relation between the two facets of engagement and robot predictability?
- To what extent do autistic children’s *expressive language ability* moderate the relation between the two facets of engagement and robot predictability?
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- To what extent do autistic children’s intolerance of uncertainty moderate the relation between the two facets of engagement and robot predictability?

Based on the preliminary findings of Goris et al. (2020), Rudovic et al. (2017), and our findings from the descriptive study reported in Chapter 4, we hypothesised that autistic children with higher autistic features should be less behaviourally engaged and pay less visually attention to activity-relevant locations (main effects), and their behavioural engagement should be more strongly and negatively affected than those with lower autistic features (interaction effect). Our hypothesis was similar for autistic children with lower expressive language ability. For autistic children who were more sensitive to unpredictability, as measured through their intolerance of uncertainty, we expected that they should respond more strongly to more variance in the robot’s behaviour (interaction effect).

This study is complementary to another study which will be published elsewhere (hereafter referred to as the complementary study) and is the first study that assesses the claim on the benefits of robots being highly predictable. That complementary study is about micro behavioural analysis of autistic children in light of robot predictability. In the study reported in the current article, we used the same study design and data collection as the other study, but focused on different research questions and conducted different analyses to address those questions.

9.3 Materials and methods

9.3.1 Participants

Autistic children from the United Kingdom were recruited from a special education institution in the Greater London area. In total, 27 children were recruited of whom 24 (8 girls) were included in the analysis. These were autistic children with limited spoken communication and high support needs. For the three children who were excluded from the analysis, participation was discontinued due to administrative error (1 girl), or due to elevated anxiety during the session (2 boys)\(^\text{12}\). All included participants had previously received an independent clinical diagnosis of autism according the ICD-10 (World Health Organization, 1992), DSM-IV-TR (American Psychiatric Association, 2000), or DSM-V (American Psychiatric Association, 2013). All children were assessed by the Autism Diagnostic Observation Scale - second edition (ADOS-2, Lord et al., 2012), the Childhood Autism Rating Scale - second edition (CARS-2, Schopler et al., 2010), the Social Communication Questionnaire (SCQ, Rutter et al., 2003), and a bespoke scale of expressive language ability. In addition to receiving a clinical diagnosis of autism, all children scored above the autism cutoff on ADOS-2 (4 or higher). The participants’ characteristics can be viewed in Table 9.1.

This study was reviewed and approved by the ethics committee of University College London, Institute of Education (REC 1175). For all children, parental consent

\(^{12}\)Both were in the high-variance condition (see Section 9.3.3). For one boy, the activity was inducing too much anxiety — he did not get past the introduction in session one. The other boy repeatedly needed to be calmed in the second session, and eventually refused to go on. It was then decided to stop the experiment for this child.
Table 9.1: Participant characteristics.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Low-variance</th>
<th>High-variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>n (sex)</td>
<td>12 (5 female)</td>
<td>12 (3 female)</td>
</tr>
<tr>
<td>Age (years:months)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(M (SD))</td>
<td>8:8.92 (1:8.70)</td>
<td>8:4.42 (1:8.49)</td>
</tr>
<tr>
<td>Range</td>
<td>6:10 - 11:7</td>
<td>6:10 - 11:4</td>
</tr>
<tr>
<td>ADOS-2(^a) Calibrated Severity Score</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(M (SD))</td>
<td>6.08 (1.78)</td>
<td>6.25 (1.60)</td>
</tr>
<tr>
<td>Range</td>
<td>4 - 10</td>
<td>4 - 10</td>
</tr>
<tr>
<td>CARS-2(^b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(M (SD))</td>
<td>27.83 (4.09)</td>
<td>29.17 (6.56)</td>
</tr>
<tr>
<td>Range</td>
<td>20.5 - 33.0</td>
<td>21.5 - 38.5</td>
</tr>
<tr>
<td>SCQ(^c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(M (SD))</td>
<td>22.25 (8.72)</td>
<td>25.50 (5.79)</td>
</tr>
<tr>
<td>Range</td>
<td>8 - 37</td>
<td>17 - 33</td>
</tr>
<tr>
<td>Bespoke Scale of Expressive Language</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(M (SD))</td>
<td>2.92 (0.79)</td>
<td>2.42 (1.24)</td>
</tr>
<tr>
<td>Range</td>
<td>2 - 4</td>
<td>0 - 4</td>
</tr>
<tr>
<td>IUSC-S(^d)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(M (SD))</td>
<td>2.64 (1.04)</td>
<td>3.19 (1.16)</td>
</tr>
<tr>
<td>Range</td>
<td>1.42 - 4.00</td>
<td>1.00 - 4.92</td>
</tr>
</tbody>
</table>

\(^a\)Autism Diagnostic Observation Scale - Second Edition (Lord et al., 2012)

\(^b\)Childhood Autism Rating Scale - Second Edition (Schopler et al., 2010)

\(^c\)Social Communication Questionnaire (Rutter et al., 2003)

\(^d\)Intolerance of Uncertainty Scale for Children - Simplified

was obtained prior to their participation in our study. Our experimental protocols followed the ethical standards laid down in the 1964 Declaration of Helsinki.

9.3.2 Materials

For the experiment, we used the DE-ENIGMA system and DE-ENIGMA intervention v4, described in Chapter 5.5. Note that we only used the data from the webcams for our analyses.

9.3.3 Experiment design

We used the data collected in the complementary study. We will briefly summarise the experiment design here. The between-participants study involved two conditions, where the independent variable was the robot’s behavioural variance which was either low or high. The children were randomly assigned to one of the two conditions and remained in this condition throughout the experiment. In the low-variance condition, the robot’s behaviour showed minimal variance. This means that the verbal
and physical behaviour for a certain action was always the same. For example, the robot would always say “Hi, my name is Zeno” and wave with its right arm as a way of greeting the child. In contrast, in the high-variance condition, we implemented speech, motion, temporal, and topic variance, to increase the behavioural variance of all of the robot’s actions. Thus, the robot displayed behavioural variance throughout the interaction. In this condition, each of the robot’s actions had four variations that differed the aforementioned types of variance, excluding the additional actions that were designed to introduce topic variance. This was done as follows:

- **Speech variance**: variability in the words that the robot uses (diction) and how those words are spoken (prosody).
- **Motion variance**: variability in patterns in the movements of the robot’s face and arms during emotional facial expressions and robot actions.
- **Temporal variance**: variability in time offsets between the child pressing a button and the robot responding to the button press.
- **Topic variance**: the use of different actions that address different topics at a particular point in an interaction. Note that in the low-variance condition, the robot actions for topic variance were responsive actions in that the robot responded to an event (e.g. hearing a noise). In the high-variance condition, there would be no observable event that explained the robot’s action.

The variant actions have been designed to display unimodal variance compared to their invariant counterparts. That is, for each robot action, the action can show vari-
ance on either speech or motion — not both modalities. An intent may translate to a combination of both speech and motion actions, but these will always be shown sequentially as two unimodal actions, and will not be combined to create a multimodal stimulus. For instance, when greeting the child, the robot would first say “Hello, my name is Zeno”, which was followed by a wave. We consider this as a single robot action.

The choice for which variant to display for an action was determined through an algorithm. The action variant was chosen semi-randomly, where it would pick one of the four variants, excluding the antecedent variant for that action (if any). The latter was to prevent variants to be shown twice in a row. For actions with topic variance, a different selection mechanism needed to be used, as the variance for these actions related to whether the action is contingent or non-contingent on (internal or external) events in the environment. We therefore opted to use the Wizard-of-Oz paradigm, where another experimenter was controlling the robot (the wizard), without being visible to the child. The wizard was responsible for selecting the topic variant actions. To standardise the number of topic variance actions, the wizard would be notified through the wizard’s control interface when it was time for the robot to perform a topic variant/invariant action. At this time, the wizard would look for one of the topic variant actions that was congruent with the condition the child was in. In the low-variance condition, the wizard would select topic variant actions that were a response to an observable event. For instance, the wizard could have the robot say “what was that noise?” in response to noise outside of the experiment room. For the high-variance condition, the wizard would ensure that the event the robot would respond to was not perceivable. In this case, the wizard would have the robot respond to noise when there was no noise to be heard.

9.3.4 Experimental setup

The study took place at the children’s school, in one of the offices. This room was converted into an experiment room. A picture of the experimental setup can be seen in Figure 9.1. The robot stood on a table facing the child and acted partly autonomously and was partly controlled by the wizard. This person was sitting in the same room behind a room divider and could view the interaction through a webcam. The wizard was responsible for selecting the correct task within the activity, selecting the topic variance actions, and for responding to any unscripted interactions through using a preset of robot actions such as having the robot say “no”, “yes”, “I don’t know”. Within each task, the robot behaved autonomously, although the wizard could interrupt these behaviour at any time when the situation demanded it. The child would sit in front of the robot and next to the adult who was presenting the DE-ENIGMA activity. The recording equipment was placed behind and next to the table on which the robot stood. All computers and laptops were also placed behind the room divider and were managed by another researcher.
9.3.5 Experiment procedure

The autistic children would engage in the robot-assisted activity individually, once per day, for four to five sessions. The fifth session was only applicable to children who did not finish the activity in four sessions. Each session lasted around 15 to 20 minutes. The sessions were scheduled on consecutive school days as much as possible. Due to weekends and the children’s schedule some variability was inevitable. For the low-variance condition there was an average of 0.36 days in between sessions (SD = 0.68), and for the high-variance condition this was 0.64 days (SD = 1.22).

Each child was assigned to one of three adults who would lead the sessions. The adult assigned to the child would also remain with that child for each of the child’s sessions. The adult was tasked with augmenting the robot’s instructions, supporting the children in using the tablet, giving feedback, and responding to their communicative overtures. Theirs was a supportive role, as the robot delivered the majority of the instructions and feedback. The children were often accompanied by a school staff member, who would sit in the back of the experiment room. They were asked not to participate in the activity unless they thought there was an issue such as when the child showed anxiety.

The content of each day of participation was scheduled to be delivered in a specific order and was identical across both conditions. When the children met the robot for the first time, the robot was covered by a blanket when they walked in the experiment room. The session would start with the robot being uncovered, introducing itself, and showing what movements it could do, some facial expressions, and what it sounded like. The goal here was to let the child get comfortable with the robot, what it looked like, and how it behaved. If the child liked any of the actions, they could be repeated by the wizard. When the child appeared comfortable, the adult would suggest to transition to the main activity — which the wizard then started — finishing the introduction. In subsequent sessions, the introduction was similar but shorter. After the introduction, the DE-ENIGMA activity would start. During the activity, the children would engage in the games that were set for that day, as well as in “choice points”, where the child could choose one of the games or specific robot behaviours they liked. As described in Chapter 4, autistic children often make requests to the robot and denying the child’s request could disrupt the interaction. These choice points allowed the adult to defer any requests for one of the games or certain behaviours to a choice point, rather than denying the child’s request or interrupting the ongoing game. Moreover, by structuring the choice points and limiting them to two minutes, it allowed us to control it as much as possible with respect to following the same programme of content and the same order for each child. During the choice point, the child could choose from any content that they had already experienced. The child could make the choice through a “choice board”, which contained icons of the available options. This board and the icons on it were managed by the adult, and the wizard executed the child’s requests. For children who would or could not choose, the adult would first prompt the child by suggesting an activity or a robot action. If the child still did not express any preference, the adult ask the robot what to do next, upon which the wizard would select an activity. When the session was over, the robot would say goodbye, and the child went back to class.
9.3.6 Measures

**Engagement measures.** We chose to operationalise and measure the autistic children’s engagement in terms of *behavioural engagement* and *visual attention* as these can be annotated as *patterns of manifest content* — child behaviours that are directly observable (Potter and Levine-Donnerstein, 1999). This is in contrast to scoring engagement holistically as *projective latent content* (Potter and Levine-Donnerstein, 1999), as this would require the coder to employ subjective interpretations of the meaning of the behaviour, which is difficult without being familiar with how the participating children generally behave and understanding the meaning of their sometimes atypical and idiosyncratic behaviours.

**Behavioural engagement.** We measured behavioural engagement through expert annotations, using the coding scheme described in Table 9.2 on segments of 5 seconds. With this coding scheme, we make the distinction between autistic children being behaviourally engaged or disengaged with the HRI using a 5-point ordinal scale that denotes the amount of behavioural engagement.

While we believe that stimming behaviour — a self-stimulatory behaviour marked by a repetitive action or movement of the body — or fidgeting can be indicative of behavioural disengagement, it was problematic to annotate. Stimming behaviour provides sensory input for one of the senses, preventing the child from using this modality for engaging in the activity. However, whilst stimming, the child can still engage in the activity — and potentially learn — through using other modalities. For example, a child may be rubbing their hands while speaking to the adult or robot about the activity. Because we do not distinguish between modalities for annotating behavioural engagement, we decided to code all stimming behaviours that did not prevent the child from engaging in the activity and interaction were coded as passive. When the stimming was all consuming and prevented the child from engaging with the activity, we coded it as disengagement.

**Visual attention.** The experiment procedure and the activity did not allow us to directly measure cognitive engagement, which is why we opted to measure this through annotating the children’s visual attention — a proxy for cognitive engagement. Visual attention relates to the extent the participant paid overt visual attention to the ongoing activity and interaction, and tells us more on what or whom the children were engaged with. This was also measured through expert annotations by coding the children’s gaze direction, but on segments of 2.5 seconds. From these annotations, we calculated the percentage of time spend looking at a certain direction for each session.

The coding scheme that we used included the following gaze directions: “robot”, “tablet”, “activity materials”, “adult”, “school staff member”, “elsewhere”, or “mixed”. The latter was used to annotate instances where the child did not focus their gaze at any one point. The activity materials refers to any materials that were used in the activity, which primarily was the visual choice board for selecting the next task. And elsewhere refers to any gaze direction that was not in any of the other categories.
Table 9.2: Coding scheme for annotating the observed behavioural engagement of an autistic child.

<table>
<thead>
<tr>
<th>Level</th>
<th>Meaning</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>Fully behaviourally disengaged</td>
<td>The child exhibits non-task related behaviour for most or all of the segment.</td>
<td>Child is playing around with objects that does not involve the task or interaction with the robot or adult. Child is engaging in stimming behaviours that prevent the child from partaking in the task. Child indicates wanting to stop with the interaction, e.g. through asking whether the game or session is finished, or turning the tablet to the adult prior to the game’s conclusion. Talking with the adult about something unrelated to the activity or the ongoing triadic interaction, such as children saying they are hungry.</td>
</tr>
<tr>
<td>-1</td>
<td>Partly behaviourally disengaged</td>
<td>The child exhibits non-task related behaviour for some of the segment.</td>
<td>Child is seemingly listening to the adult or robot, but does not communicate back. Child is looking at the task material, but does not physically interact with it. Also, echolalic and undirected vocalisations were are included on this level, as well as stimming behaviours that do not prevent the child from partaking in the task. Covering ears due to auditory sensitivity.</td>
</tr>
<tr>
<td>0</td>
<td>Passive</td>
<td>Child does not behaviourally engage with the task, nor does the child show engagement in other activities.</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Partly behaviourally engaged</td>
<td>The child behaviourally engages with the task through interacting with the adult, with the robot directly or through the tablet, or other task materials for some of the segment.</td>
<td></td>
</tr>
</tbody>
</table>
and thus was not related to the activity. Gaze direction such as the walls, the floor, the cameras, or the room divider. In contrast, the locations “robot”, “tablet”, “activity materials”, and “adult” can be considered “activity-relevant locations”. For our analysis of visual attention, we specifically look at the gaze directions towards the robot, and elsewhere, as our hypotheses relate to these locations. The other locations were annotated to enable better interpretation of the data.

The annotations were done at two levels. The first (primary) level represents the gaze direction where the child spent looking for the majority of the segment (1.25 seconds or more). The second (secondary) level was optional and could be used to annotate a secondary gaze direction during the segment which lasted at least 0.75 seconds, but no more than 1.25 seconds. This excludes brief glances, where the child’s gaze would not stay on one direction.

**Individual factors.** The complementary study also measured several individual differences between the autistic children. In the current study, we use a subset of those measures, namely the CARS-2 for measuring autistic features, a bespoke scale of expressive language, and an adapted version of the Intolerance of Uncertainty Scale for Children - parent report form (IUSC, Comer et al., 2009).

The IUSC questionnaire was adapted from the complementary study to accommodate to children with limited spoken language, as we believed for many of them the IUSC questions were too difficult for parents to answer about their child. In the remainder of this article, we refer to this adapted version of the parent report of the IUSC as the Intolerance of Uncertainty Scale for Children - Simplified (IUSC-S). The adapted questions of the IUSC-S can be seen in the next subsection, as well as principle component analysis of this adapted questionnaire. Based on this analysis, we excluded three questions for computing the IUSC-S scores.

The CARS-2 (Schopler et al., 2010) is a 15-item autism screening and diagnostic tool and was administered to obtain a general measure of characteristics of autism. It was completed based on direct behaviour observation by a professional as well as reports from parents, teachers, or caretakers. The measure was completed by the adult who worked with the specific child. The total score on the CARS-2 reflects the

---

### Table 9.2: Table continued.

<table>
<thead>
<tr>
<th>Level</th>
<th>Meaning</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Fully behaviourally engaged</td>
<td>The child behaviourally engages with the task through interacting with the adult, with the robot directly or through the tablet, or other task materials for most or all of the segment.</td>
<td>Pressing a button on the tablet, requesting facial expressions of the robot, choosing an activity, talking with the adult about the robot, dancing with the robot. Also includes non-verbal communication with adult, such as sharing enjoyment, or social references after the robot did something.</td>
</tr>
</tbody>
</table>
severity of autistic features with scores of 15.0-29.5 indicating minimal-to-no evidence, 30.0-36.5 is mild-to-moderate severity, and 37.0 and higher is severe autistic features.

The bespoke scale of expressive language measures the spoken language ability of the child. The adult who gave the sessions rated the child’s expressive language after the last session. This scale ranged from 0 to 4, where 0 means “no words”, 1 is “some vocalisations or word approximations”, 2 is “single words”, 3 is “simple sentences (2 to 3 words), and 4 is “more complex speech, including complex sentences. The bespoke score reflects the level of expressive language that was generally used by the child during the sessions.

9.3.7 Intolerance of Uncertainty Scale - Simplified

The IUSC-S questionnaire can be seen in Table 9.3. To assess how many dimensions of intolerance of uncertainty the IUSC-S measured, we conducted a Principle Component Analysis (PCA) on 15 items with varimax rotation. The Kaiser-Meyer-Olkin (KMO) measure verified the sampling adequacy for the analysis (KMO = .65), and all KMO values for individual items were >.55. Given our sample size of 24, this is sufficient, but mediocre. Bartlett’s test of sphericity indicated that correlations between items were sufficiently large for PCA ($\chi^2(105) = 312.61, p < .001$). Two components had eigenvalues above Kaiser’s criterion of 1 and together explained 70.85% of the variance. Table 9.4 shows the component loadings for each item, where we highlighted items with loadings of .72 or higher and with a cross loading difference greater than .2, based on recommendations from Stevens (2002). Based on these component loadings, we exclude item 2, 7, and 11 for computing the IUSC-S scores.

9.3.8 Annotation procedures

As only a few children participated in five sessions, we only annotated the videos from the first four sessions. These sessions were annotated in terms of behavioural engagement levels and visual attention locations using the ELAN transcription software\(^\text{13}\), developed by the Max Planck Institute for Psycholinguistics in Nijmegen, the Netherlands.

**Behavioural engagement annotation.** To determine whether a child is engaged or disengaged requires taking the situational context into account. For example, the child looking away may be part of the current activity, a response to the adult, or indicative of disengaging from the interaction. To preserve the situational context, we annotated 1 minute out of every 2 minutes, excluding only instances where there were technical problems with the system. We started the annotations from the moment the adult said hello to the robot and ended when the robot had said goodbye. This resulted in the annotation of 1660 minutes of video recording, of which 848 minutes were in the low-variance condition and 812 minutes were in the high-variance condition. During initial testing of the coding scheme for behavioural engagement, we noted that the autistic children sometimes had brief behavioural disengagement episodes of

\(^\text{13}\)https://tla.mpi.nl/tools/tla-tools/elan/
Table 9.3: The Intolerance of Uncertainty Scale for Children - Simplified (IUSC-S), Parent-report form, adapted from the complementary study.

<table>
<thead>
<tr>
<th>Questions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Uncertainty makes my child’s life intolerable.</td>
<td></td>
</tr>
<tr>
<td>2. My child’s mind can’t be relaxed if he/she doesn’t know what will happen tomorrow.</td>
<td></td>
</tr>
<tr>
<td>3. Uncertainty makes my child uneasy, anxious, or stressed.</td>
<td></td>
</tr>
<tr>
<td>4. Unforeseen events upset my child greatly.</td>
<td></td>
</tr>
<tr>
<td>5. It frustrates my child to not have all the information he/she needs in a situation.</td>
<td></td>
</tr>
<tr>
<td>6. Uncertainty keeps my child from living a full life.</td>
<td></td>
</tr>
<tr>
<td>7. When it’s time to act, uncertainty paralyzes my child.</td>
<td></td>
</tr>
<tr>
<td>8. When my child is uncertain he/she can’t function very well.</td>
<td></td>
</tr>
<tr>
<td>9. Other children seem to be more certain than my child.</td>
<td></td>
</tr>
<tr>
<td>10. Uncertainty makes my child unhappy or sad.</td>
<td></td>
</tr>
<tr>
<td>11. My child always wants to know what the future has in store for him/her.</td>
<td></td>
</tr>
<tr>
<td>12. My child can’t stand being taken by surprise.</td>
<td></td>
</tr>
<tr>
<td>13. Uncertainty keeps my child from sleeping soundly.</td>
<td></td>
</tr>
<tr>
<td>14. My child tries to get away from all uncertain situations.</td>
<td></td>
</tr>
<tr>
<td>15. The ambiguities of life stress my child.</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.4: The component loadings for the items on the intolerance of uncertainty as measured by the IUSC-S.

<table>
<thead>
<tr>
<th>Item</th>
<th>Component 1</th>
<th>Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item 6</td>
<td>.90</td>
<td>-.12</td>
</tr>
<tr>
<td>Item 4</td>
<td>.87</td>
<td>.20</td>
</tr>
<tr>
<td>Item 15</td>
<td>.87</td>
<td>-.09</td>
</tr>
<tr>
<td>Item 3</td>
<td>.86</td>
<td>-.25</td>
</tr>
<tr>
<td>Item 1</td>
<td>.86</td>
<td>-.12</td>
</tr>
<tr>
<td>Item 12</td>
<td>.84</td>
<td>.02</td>
</tr>
<tr>
<td>Item 10</td>
<td>.84</td>
<td>-.23</td>
</tr>
<tr>
<td>Item 5</td>
<td>.79</td>
<td>-.27</td>
</tr>
<tr>
<td>Item 14</td>
<td>.78</td>
<td>.27</td>
</tr>
<tr>
<td>Item 13</td>
<td>.77</td>
<td>.17</td>
</tr>
<tr>
<td>Item 9</td>
<td>.74</td>
<td>-.17</td>
</tr>
<tr>
<td>Item 8</td>
<td>.73</td>
<td>.11</td>
</tr>
<tr>
<td>Item 7</td>
<td>.70</td>
<td>.55</td>
</tr>
<tr>
<td>Item 11</td>
<td>.58</td>
<td>.58</td>
</tr>
<tr>
<td>Item 2</td>
<td>.48</td>
<td>-.63</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Eigenvaule</th>
<th>% of variance</th>
<th>Cronbach’s α</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9.16</td>
<td>61.08</td>
<td>.96</td>
</tr>
<tr>
<td></td>
<td>1.47</td>
<td>9.77</td>
<td>.34</td>
</tr>
</tbody>
</table>
Table 9.5: Confusion matrix of the annotations for behavioural engagement between the main coder and secondary coder.

<table>
<thead>
<tr>
<th>Main coder</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>188</td>
<td>47</td>
<td>28</td>
<td>14</td>
<td>4</td>
<td>281</td>
</tr>
<tr>
<td>-1</td>
<td>6</td>
<td>105</td>
<td>53</td>
<td>15</td>
<td>1</td>
<td>180</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>20</td>
<td>706</td>
<td>60</td>
<td>2</td>
<td>958</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>17</td>
<td>79</td>
<td>796</td>
<td>57</td>
<td>958</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>60</td>
<td>198</td>
<td>267</td>
</tr>
<tr>
<td>Total</td>
<td>212</td>
<td>193</td>
<td>869</td>
<td>945</td>
<td>262</td>
<td>2481</td>
</tr>
</tbody>
</table>

A single main coder annotated all the recordings, amounting to 9947 segments. To calculate the inter-rater reliability of these annotations, a second coder annotated a randomly selected session for each participant. This amounted to 25% of the recordings being dual-coded, which also contained 25% of all the segments. To determine the agreement between the two coders, Cohen’s $\kappa$ statistic was used. There was good agreement between the two coders for behavioural engagement ($\kappa = .72$, 95% CI [.70, .75], $p < .001$).

To gain insight into the nature of the coder disagreements, we inspected the confusion matrix for behavioural engagement. As can be seen in Table 9.5, the main coder annotated more instances of disengagement (approximately 14%), which were coded as passive by the secondary coder. Note that the main coder was not blind to conditions, but the secondary coder was. Given the agreement between the coders, we do not think it likely that this influenced our results. All in all, we deem these values high enough to continue our analysis on the basis of the main coder.

**Visual attention annotation.** For visual attention, we annotated the same minutes as for behavioural engagement. However, annotating segments of 5 seconds proved too long, as there were often more than three gaze directions. This made it difficult to code with our annotation scheme, which accounted for two gaze directions. The segments for visual attention therefore lasted 2.5 seconds to ensure that there were generally fewer than three gaze directions per segment.

Again, a single main coder annotated all the recordings and second coder annotated a randomly selected session for each participant. The main and secondary coder were the same annotators as for the annotation of behavioural engagement. For visual attention, this amounted to a total of 19855 segments. The dual-coding resulted into 25% of the segments being dual-coded. There was very good agreement for the primary gaze direction annotations ($\kappa = .87$, 95% CI [.86, .89], $p < .001$) (see Table 9.6) and good agreement for the additional, secondary gaze direction annotations on the (Cohen’s $\kappa = .69$, 95% CI [.66, .73], $p < .001$) (see Table 9.7).
Table 9.6: Confusion matrix of the primary annotations for visual attention between the main coder and secondary coder.

<table>
<thead>
<tr>
<th>Main coder</th>
<th>Robot</th>
<th>Tablet</th>
<th>Teaching Mats.</th>
<th>Adult</th>
<th>Assistant</th>
<th>Elsewhere</th>
<th>Mixed</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>1599</td>
<td>23</td>
<td>10</td>
<td>16</td>
<td>0</td>
<td>60</td>
<td>27</td>
<td>1735</td>
</tr>
<tr>
<td>Tablet</td>
<td>19</td>
<td>1070</td>
<td>7</td>
<td>0</td>
<td>24</td>
<td>12</td>
<td></td>
<td>1137</td>
</tr>
<tr>
<td>Teaching Mats.</td>
<td>7</td>
<td>2</td>
<td>534</td>
<td>5</td>
<td>0</td>
<td>13</td>
<td>4</td>
<td>565</td>
</tr>
<tr>
<td>Adult</td>
<td>12</td>
<td>8</td>
<td>6</td>
<td>373</td>
<td>0</td>
<td>28</td>
<td>19</td>
<td>446</td>
</tr>
<tr>
<td>Assistant</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>2</td>
<td>4</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>Elsewhere</td>
<td>28</td>
<td>40</td>
<td>9</td>
<td>16</td>
<td>0</td>
<td>19</td>
<td></td>
<td>1018</td>
</tr>
<tr>
<td>Mixed</td>
<td>11</td>
<td>7</td>
<td>9</td>
<td>0</td>
<td>25</td>
<td>55</td>
<td></td>
<td>112</td>
</tr>
<tr>
<td>Total</td>
<td>1677</td>
<td>1150</td>
<td>571</td>
<td>426</td>
<td>1065</td>
<td>140</td>
<td></td>
<td>5030</td>
</tr>
</tbody>
</table>

Table 9.7: Confusion matrix of the secondary annotations for visual attention between the main coder and secondary coder.

<table>
<thead>
<tr>
<th>Main coder</th>
<th>Robot</th>
<th>Tablet</th>
<th>Teaching Mats.</th>
<th>Adult</th>
<th>Assistant</th>
<th>Elsewhere</th>
<th>Mixed</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>305</td>
<td>16</td>
<td>13</td>
<td>1</td>
<td>23</td>
<td>16</td>
<td></td>
<td>381</td>
</tr>
<tr>
<td>Tablet</td>
<td>19</td>
<td>122</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>7</td>
<td>6</td>
<td>161</td>
</tr>
<tr>
<td>Teaching Mats.</td>
<td>10</td>
<td>1</td>
<td>60</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>83</td>
</tr>
<tr>
<td>Adult</td>
<td>13</td>
<td>7</td>
<td>3</td>
<td>118</td>
<td>0</td>
<td>7</td>
<td>9</td>
<td>157</td>
</tr>
<tr>
<td>Assistant</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>Elsewhere</td>
<td>17</td>
<td>8</td>
<td>4</td>
<td>11</td>
<td>0</td>
<td>19</td>
<td></td>
<td>169</td>
</tr>
<tr>
<td>Mixed</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>52</td>
<td>72</td>
</tr>
<tr>
<td>Total</td>
<td>370</td>
<td>158</td>
<td>75</td>
<td>158</td>
<td>9</td>
<td>164</td>
<td>96</td>
<td>1030</td>
</tr>
</tbody>
</table>

We deem these values high enough to continue our analysis on the basis of the main coder. Furthermore, inspection of the confusion matrices showed no biases on the coder disagreements for one of the two coders.

9.3.9 Data Analysis

For the analysis of both behavioural engagement and visual attention, we used growth models with a maximum likelihood estimation method. These were modelled using the statistical program “R” (R Core Team, 2020), version 3.6.3, with the “nlme” package (Pinheiro et al., 2020), and analysed with two-tailed tests and a 95% confidence level. Growth models allow us to take the multi-level nature into account, where the behavioural engagement scores/visual attention locations for each of the sessions are level 1 variables, the child is a level 2 variable, and the adult leading the session a level 3 variable. The adults were randomly assigned to the children regardless of
the condition that was assigned to the child. The adult is therefore a crossed effect. For the visual attention analysis, we removed annotations where the child looked at the school staff member, as they were not always present in each session. Additionally, we removed annotations coded as “mixed”, due to the uncertainty regarding the direction of the child’s gaze.

As recommended by Raudenbush and Bryk (2002), we first make a “basic” model and then add in variables as appropriate. In this article, we consider the model that includes random coefficients, the condition, and the session (time) as the basic (growth) model. We expected that the children will have different intercepts, as some children will be behaviourally more engaged than other children, or prefer looking at a certain gaze location more. Furthermore, we also expected that the slopes will be different between children, where one child loses interest faster than other children, resulting in difference in behavioural engagement and visual attention. The random coefficients account for these random effects in our models. Next, we further explored to what extent the individual factors improved the model fit of the basic conditional growth model. Finally, we investigated whether the different adults leading the sessions influenced the two facets of engagement of the children by adding the adult as a factor.

9.3.10 Manipulation check

The study protocol had a flexible activity selection and session duration so as to support each autistic child’s individual preferences. This means that the variability introduced by the robot differed per session and per participant. In turn, this means that we cannot be certain that the robot displayed high amount of variance in the high-variance condition, and vice versa for the low-variance condition. To check to what extent our manipulation of robot variance succeeded, we calculated the following variables:

1. **Average number of robot actions per minute.** These should be similar between conditions, and serves as a baseline to put item (2) and (3) into perspective.

2. **Average number of unique robot actions per minute.** These are unique within a session. Of the total number of robot actions, the high-variance conditions should have a more unique robot actions per minute. This reflects the larger pool of unique actions that were implemented in the high-variance condition.

3. **Average number of novel robot actions per minute.** These are actions that the child has not seen before in either the current or previous sessions. While the content of the interaction differed per session, there are robot actions that are used throughout the sessions, such as giving praise. Therefore, this number should drop over sessions in both conditions, but the high-variance condition should introduce more novel actions per minute than the low-variance condition in all sessions.
The cumulative average number of repetitions per robot action. This number reflects how often the robot displayed a certain robot action, either in the current session or previous sessions. The higher the number, the more opportunities the child had to learn to predict this action. In the high-variance condition, this large amount of unique actions should result in fewer repetitions per action than in the low-variance condition.

For the manipulation check, we consider all variants of robot actions as being unique actions. For the variables that were calculated per minute, we excluded the time when there was a technical difficulty. To assess to what extent there is a difference between the two conditions on each of these four items, we conducted four mixed ANOVAs, where the condition is a between-subject variable and session a within-subject variable. Furthermore, we assessed each outlier and consider to remove them from the analysis. This was done by placing the outlier in context of what happened during the session as well as relating the value of the outlier to the values of the other condition.

9.4 Results

9.4.1 Manipulation check

On average the children engaged in the DE-ENIGMA activity for 16 minutes and 13 seconds (SD = 3min, 1s) in the low-variance condition. For the high-variance condition, the average was 15 minutes and 39 seconds (SD = 1min, 23s). There was no significant difference in the time spent in the activity between the conditions ($F(1, 22) = 3.30, p = .08, \eta_p^2 = .13, \eta_p^2 90\% CI [.00, .34]$), over sessions ($F(3, 66) = 2.55, p = .06, \eta_p^2 = .10, \eta_p^2 90\% CI [.00, .20]$), nor an interaction effect ($F(3, 66) = 0.22, p = .88, \eta_p^2 = .01, \eta_p^2 90\% CI [.00, .03]$). Note that the variables reported below are all normalised to account for differences between children and sessions in the time that the session lasted.

The extent to which there was variance in the robot’s behaviour per session can be seen in Figure 9.2 for both conditions. The average number of robot actions per minute for the low-variance condition was 5.43 (SD = 0.55) and 5.36 (SD = 0.82) for the high-variance condition. There was no significant difference in the average number of robot action per minute over sessions ($F(3, 66) = 0.58, p = .632, \eta_p^2 = .03, \eta_p^2 90\% CI [.00, .07]$), between conditions ($F(1, 22) = 0.09, p = .763, \eta_p^2 < .01, \eta_p^2 90\% CI [.00, .12]$), or an interaction effect ($F(3, 66) = 0.91, p = .441, \eta_p^2 = .04, \eta_p^2 90\% CI [.00, .10]$). As expected, there was a significant difference between conditions in the average number of unique robot actions per minute ($F(1, 22) = 136.78, p < .001, \eta_p^2 = .86, \eta_p^2 90\% CI [.74, .90]$), where this number was significantly higher in the high-variance condition ($M = 3.80, SD = 0.63$) than in the low-variance condition ($M = 1.80, SD = 0.30$). Similarly, the difference between conditions for the average number of novel robot action per minute was significant ($F(1, 22) = 363.44, p < .001, \eta_p^2 = .94, \eta_p^2 90\% CI [.89, .96]$). The robot in the high-variance condition displayed a higher number of novel actions per minute than in the low-variance condition for each of the four sessions. For the average number of repetitions per action there was
Figure 9.2: Boxplots that show to what extent variance in the robot’s behaviour was achieved. (A) shows the average number of actions the robot performed per minute, (B) shows the average number of unique actions performed by the robot actions per minute within a session, (C) shows the average number of actions that the robot performed for the first time per minute, (D) shows the cumulative average number of repetitions per robot action.

also a significant difference between the conditions ($F(1, 22) = 406.46, p < .001, \eta^2_p = .95, \eta^2_g 90\% CI[.90, .96]$). For each session, the high-variance condition had fewer repetitions per action than in the low-variance condition. Based on these tests, we conclude that the robot’s variance was significantly different between the conditions, as well as sufficiently large given the reported effect sizes.

While we consider the manipulation of the extent of variance in the robot’s behaviour successful, there were four sessions of three children where the variance of the robot’s behaviour was more akin to that of the other condition. In the low-variance condition, the first session of one child was only partially recorded in our logfiles due to technical issues. The data loss resulted in a shorter session recording, which in
turn resulted in a higher number of unique and novel actions per minute, as well as fewer repetitions per action. Nonetheless, it was a regular session where the child was engaged for most of the time. It is therefore likely that the system performed as intended and produced low variance in the robot’s behaviour. In the high-variance condition, two children had sessions where the robot showed few unique actions. For one child, this was the case in session 3 and 4, while for the other it was only for session 3. Note that for session 3, these instances are not statistical outliers and therefore are not shown as such in Figure 9.2. For all three sessions, the child was disengaged for most of the session, limiting the progression through the content. In turn, the robot only displayed a limited repertoire of its behaviours, which increased the chance of displaying actions that had already been displayed before. Given that this happened in the last two sessions, we cannot exclude that this happened due to their experiences in the first and second session. Moreover, the mean number of novel actions per minute and repetitions per action are in line with the high-variance condition. Therefore, we include these sessions in the main analysis.

9.4.2 Behavioural engagement

The parameter estimates for each of the multi-level models are presented in Table 9.8. First, we fitted a basic conditional growth model (MODEL A) with random slopes and intercept. As fixed effects, this model contains the session, condition, and an interaction effect between the two. For the covariance structure, we used a first-order autoregressive covariance structure. To further explore the trend of behavioural engagement over sessions, we fitted a quadratic and cubic trend instead of the linear trend. The quadratic trend best fitted the change in behavioural engagement over sessions (MODEL B). Next, we investigated whether accounting for the adult who was leading the session improved the model (MODEL C). This required a three-level model, where the adult is a crossed effect. Compared to MODEL B, the three-level model did not significantly improve the model fit ($\chi^2(1) = 0.01, p = .999$). Thus, while the children received their sessions from one of three adults, this does not explain the variance in their behavioural engagement.

Next, we investigated whether individual differences in characteristics of the children could explain the variance in behavioural engagement. We took MODEL B, as it had the best model fit, and investigated whether the CARS-2 score, expressive language score, or IUSC-S score, improved the model fit. Adding the CARS-2 score as covariate significantly improved MODEL B ($\chi^2(1) = 9.60, p = .002$). Similarly, the expressive language score for expressive language significantly improved MODEL B ($\chi^2(1) = 8.59, p = .003$). Adding the IUSC-S did not significantly improve MODEL B ($\chi^2(1) = 0.03, p = .867$).

Based on the model fit of the models reported above, and whether they significantly improved the model fit, we consider MODEL D with the CARS-2 score as covariate, and MODEL E, which has the expressive language score as covariate, as the models that best explain the variance in behavioural engagement. However, to understand to what extent the CARS-2 score and the expressive language score explain the same variance in behavioural engagement, we fitted a model using both covariates (MODEL G). This did not significantly improve the model fit compared to the best model with
Table 9.8: Model fit measures for each model as they increase in complexity, as well as chi-square statistic with 1 degree of freedom and statistical significance. Each model is compared to the first model with lower complexity as reflected by the model's degrees of freedom. For the models with one or two covariates, the models are compared respectively to MODEL B and MODEL D. The models with an additional interaction effect between the covariate and the condition are compared with MODEL G.

<table>
<thead>
<tr>
<th>Model</th>
<th>df</th>
<th>AIC</th>
<th>BIC</th>
<th>Log-likelihood</th>
<th>$\chi^2$</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic growth models</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A) Conditional</td>
<td>9</td>
<td>26.46</td>
<td>49.54</td>
<td>-4.23</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(B) Conditional with quadratic trend</td>
<td>9</td>
<td>21.46</td>
<td>44.54</td>
<td>-1.73</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(C) Three-level</td>
<td>12</td>
<td>27.45</td>
<td>58.22</td>
<td>-1.72</td>
<td>0.01</td>
<td>.999</td>
</tr>
<tr>
<td>MODEL B with covariate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(D) CARS-2 score</td>
<td>10</td>
<td>13.86</td>
<td>39.50</td>
<td>3.07</td>
<td>9.60</td>
<td>.002</td>
</tr>
<tr>
<td>(E) Exp. lang. score</td>
<td>10</td>
<td>14.87</td>
<td>40.52</td>
<td>2.56</td>
<td>8.59</td>
<td>.003</td>
</tr>
<tr>
<td>(F) IUSC-S score</td>
<td>10</td>
<td>23.43</td>
<td>49.08</td>
<td>-1.72</td>
<td>0.03</td>
<td>.867</td>
</tr>
<tr>
<td>MODEL D with another covariate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(G) CARS-2 score and exp. lang. score</td>
<td>11</td>
<td>12.05</td>
<td>40.26</td>
<td>4.98</td>
<td>3.81</td>
<td>.051</td>
</tr>
<tr>
<td>MODEL G with interaction between covariate and condition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(H) CARS-2 score * condition</td>
<td>12</td>
<td>14.05</td>
<td>44.82</td>
<td>4.98</td>
<td>&lt;0.01</td>
<td>.961</td>
</tr>
<tr>
<td>(I) Exp. lang. score * condition</td>
<td>12</td>
<td>11.08</td>
<td>41.85</td>
<td>6.46</td>
<td>2.97</td>
<td>.085</td>
</tr>
<tr>
<td>(J) IUSC-S score * condition</td>
<td>13</td>
<td>15.14</td>
<td>48.48</td>
<td>5.43</td>
<td>0.91</td>
<td>.634</td>
</tr>
</tbody>
</table>

only one covariate (MODEL D). Furthermore, while this model has a better fit than MODEL D, it is also more complex, as reflected by a higher BIC.

To investigate whether the covariates actually moderated the effect of the condition (robot predictability) on behavioural engagement, we further added an interaction effect between the covariate and the condition to MODEL G. For the CARS-2 score, this did not significantly improve the model fit of MODEL G ($\chi^2(1) < 0.01, p = .961$). Nor was the model fit improved when adding an interaction effect for the expressive language score ($\chi^2(1) = 2.97, p = .085$) or the IUSC-S score ($\chi^2(1) = 0.91, p = .634$).

The model parameters of all MODEL D, E, and G can be seen in Table 9.9. For MODEL D, the CARS-2 score was significant ($t(21) = -3.52, p = .002$). The condition was not significant ($t(21) = -0.64, p = .529$), nor was session$^2$ ($t(70) = -1.78, p = .079$), or the interaction between the condition and session$^2$ ($t(70) = -1.18, p = .243$). The relationship between the two conditions and behavioural engagement showed significant variance in intercepts across the children. In addition, the slopes significantly varied across children, and the slopes and intercepts were negatively and
Table 9.9: Parameter estimates for the growth model on behavioural engagement with the CARS-2 score (MODEL D), bespoke expressive language (Exp. Lang.) score (MODEL E), or both CARS-2 and bespoke expressive language score as covariate (MODEL G). The statistically significant parameter estimates for the fixed effects are in bold, excluding the intercept.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.59 (0.33)</td>
<td>-0.09 (0.20)</td>
<td>0.89 (0.41)</td>
</tr>
<tr>
<td></td>
<td>0.95, -0.47,</td>
<td>0.29, 0.03,</td>
<td>0.29, 0.03,</td>
</tr>
<tr>
<td>Session²</td>
<td>-0.01 (0.01)</td>
<td>-0.01 (0.01)</td>
<td>-0.01 (0.01)</td>
</tr>
<tr>
<td></td>
<td>-0.03, 0.00</td>
<td>0.00, 0.00</td>
<td>0.00, 0.00</td>
</tr>
<tr>
<td>Condition</td>
<td>-0.09 (0.14)</td>
<td>-0.08 (0.13)</td>
<td>-0.05 (0.12)</td>
</tr>
<tr>
<td></td>
<td>0.37, -0.34,</td>
<td>0.18, 0.18</td>
<td>0.20, 0.20</td>
</tr>
<tr>
<td>Ses²:Cond</td>
<td>-0.01 (0.01)</td>
<td>-0.01 (0.01)</td>
<td>-0.01 (0.01)</td>
</tr>
<tr>
<td></td>
<td>-0.03, 0.01</td>
<td>0.01, 0.01</td>
<td>0.01, 0.01</td>
</tr>
<tr>
<td>CARS-2</td>
<td>-0.04 (0.01)</td>
<td>-0.06 (0.13)</td>
<td>-0.03 (0.01)</td>
</tr>
<tr>
<td></td>
<td>-0.02, 0.02</td>
<td>-0.02, 0.07</td>
<td>-0.01, 0.02</td>
</tr>
<tr>
<td>Exp. Lang.</td>
<td>-</td>
<td>0.20 (0.06)</td>
<td>0.13 (0.06)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.07, 0.32</td>
<td>0.01, 0.25</td>
</tr>
<tr>
<td>SD</td>
<td>0.41 (0.56)</td>
<td>0.33 (0.56)</td>
<td>0.35 (0.56)</td>
</tr>
<tr>
<td></td>
<td>0.30, 0.24,</td>
<td>0.46, 0.46</td>
<td>0.25, 0.50</td>
</tr>
<tr>
<td>Session</td>
<td>0.12 (0.17)</td>
<td>0.12 (0.17)</td>
<td>0.12 (0.17)</td>
</tr>
<tr>
<td></td>
<td>0.09, 0.09,</td>
<td>0.09, 0.09</td>
<td>0.09, 0.09</td>
</tr>
</tbody>
</table>

**MODELED**: Behavioural engagement ~ Session² * Condition + CARS-2 + (Session | Participant).

**MODEL E**: Behavioural engagement ~ Session² * Condition + Exp. Lang. + (Session | Participant).

**MODEL G**: Behavioural engagement ~ Session² * Condition + CARS-2 + Exp. Lang. + (Session | Participant).

significantly correlated (r = -.73, 95% CI[-.88, -.45]).

The parameter estimates for **MODEL E**, including the expressive language score, show a similar trend to **MODEL D**. The covariate, expressive language score, was significant (t(21) = 3.25, p = .004). But neither the condition (t(21) = -0.64, p = .530), session² (t(70) = -1.78, p = .079), nor the interaction effect between the condition and session² was significant (t(70) = -1.18, p = .243). The random intercept and slopes showed a significant and negative correlation (r = -.52, 95% CI[-.78, -.12]).

The marginal means for behavioural engagement, estimated by **MODEL G**, can be
Figure 9.3: The predicted values (marginal effects) for behavioural engagement of growth model G, presented in Table 9.9.

seen in Figure 9.3. Model G, which includes the CARS-2 and expressive language score as covariates, shows that both covariates significantly contribute to predicting the variance in the behavioural engagement of the children. For the CARS-2 the parameter estimate is -0.03 ($t(20) = -2.51, p = .021$). This means that the model estimates that autistic children who scored higher on the CARS-2 were less behaviourally engaged. For the expressive language score, the parameter estimate is 0.13 ($t(20) = 2.18, p = .042$), which means that autistic children with more complex expressive language, with scores ranging from 0 to 4, were also more behaviourally engaged than those with less complex expressive language. The model shows that the condition was not significant, nor did the condition interact with the sessions.

9.4.3 Visual attention

The visual attention over the sessions can be seen in Figure 9.4. As our hypotheses only relate to the “robot” and “elsewhere” gaze direction, we will not report on the other annotated gaze directions. Again, we fitted multi-level models, using random slopes, random intercepts, and first-order autoregressive covariance structure, to model the participants’ visual attention with the robot and their visual attention elsewhere. The parameter estimates for the conditional growth model on visual attention towards the robot can be seen Table 9.10. The relationship between the robot’s variance and visual attention with the robot showed significant variance in intercepts across the children, but the slopes were non-significant. We investigated whether accounting for the differences between children, as measured by the individual factors, improved the model. In contrast to the previous results on behavioural engagement, this was not the case for any of the measures. The model that best fits the data is therefore a conditional growth model with random intercepts. The visual attention towards the robot significantly decreased over sessions ($t(70) = -2.91, p = .005$).
Figure 9.4: The (unmodelled) percentage of time a participant spent looking at each of the annotated directions for each of the sessions (visual attention) and each of the conditions.
Table 9.10: Parameter estimates for the conditional growth models for visual attention towards the robot and elsewhere. The statistically significant parameter estimates for the fixed effects are in bold, excluding the intercept.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Towards the Robot</th>
<th></th>
<th>Elsewhere</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b (SE)</td>
<td>95% CI</td>
<td>b (SE)</td>
<td>95% CI</td>
</tr>
<tr>
<td>Fixed effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.46 (0.04)</td>
<td>0.38, 0.55</td>
<td>0.22 (0.04)</td>
<td>0.14, 0.29</td>
</tr>
<tr>
<td>Session</td>
<td>-0.03 (0.01)</td>
<td>-0.05, -0.01</td>
<td>-0.00 (0.01)</td>
<td>-0.02, 0.02</td>
</tr>
<tr>
<td>Condition</td>
<td>0.03 (0.06)</td>
<td>-0.09, 0.15</td>
<td>-0.10 (0.05)</td>
<td>-0.21, 0.00</td>
</tr>
<tr>
<td>Session:Condition</td>
<td>-0.02 (0.01)</td>
<td>-0.05, 0.01</td>
<td><strong>0.05</strong> (0.01)</td>
<td>0.03, 0.08</td>
</tr>
<tr>
<td>Random effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.10</td>
<td>0.07, 0.14</td>
<td>0.10</td>
<td>0.08, 0.15</td>
</tr>
</tbody>
</table>

Visual attention towards the robot ~ Session * Condition + (1 | Participant).
Visual attention elsewhere ~ Session * Condition + (1 | Participant).

Figure 9.5: The predicted values (marginal effects) for the visual attention towards the robot (A) and elsewhere (B) of the growth models presented in Table 9.10.

This could be due to other factors that influence visual attention, such as a novelty effect that wears off, or boredom. There was no effect of condition ($t(22) = 0.56, p = .579$) nor was there an interaction effect between condition and session ($t(70) = -1.24, p = .219$).

The model parameters for the children's visual attention elsewhere can also be seen in Table 9.10. We found no significant variance in the slopes across children. The variance in intercepts did significantly differ. Again, accounting for differences on the autism-specific measures did not improve the model. Therefore, the data was best described by a conditional growth model with random intercept. The visual attention elsewhere did not significantly decrease over sessions ($t(70) = -0.12, p = .908$), nor was there a significant difference between conditions ($t(22) = -1.75, p = .095$). There was, however, a significant interaction effect between the condition...
and session ($t(70) = 3.90, p < .001$). In the high-variance condition, children looked increasingly “elsewhere” over sessions compared to the low-variance condition. Thus, in contrast to the results for behavioural engagement, this shows an impact of robot predictability on the children’s visual attention — which is indicative of engagement — to the robot-assisted activity.

### 9.5 Discussion

The goal of our study was to investigate the interplay between robot predictability, the behavioural engagement and visual attention to the activity, and the idiosyncrasies therein between autistic children. To that end, we manipulated the variance in the robot’s behaviour as a way to operationalise predictability, and measured the children's behavioural engagement and visual attention in a robot-assisted activity, as well as individual factors.

We found that for the less predictable robot, autistic children paid less visual attention to activity-relevant locations as the sessions progressed. Rather, the children started to pay more attention to locations where nothing moves (annotated as “elsewhere”), such as the walls, the cameras, or the room divider. In contrast to our predictions, however, the robot's predictability did not impact on behavioural engagement. The children continued to engage with the robot-assisted activity regardless of the robot’s predictability. We did find, though, that individual differences in children’s background characteristics were related to their behavioural engagement. Higher autistic features were related to less behavioural engagement of autistic children, while the children’s expressive language ability was related to greater behavioural engagement. Visual attention, on the other hand, was not influenced by any of the individual differences measured. Finally, we found no evidence for a relation between the autistic children’s intolerance of uncertainty and their response to the robot’s predictability in terms of their behavioural engagement and visual attention.

In conclusion, it appears that the children continued engaging in the robot-assisted activity, but started to pay less visual attention over time to the activity-relevant locations when the robot was less predictable. Instead, the children started to pay more attention to locations that visually do not change (i.e. no changes in sensory information), such as the walls, or the floor — they look away from the activity. We believe this might be a coping strategy to minimise sensory input and deal with anxiety resulting from the inability to learn to accurately predict the robot’s actions. Similarly to how stimming can be used by autistic children to generate predictable sensory information to deal with an overload of unpredictability (Sinha et al., 2014). For learning, paying less visual attention to the activity-relevant locations is problematic as it indicates that the child is less strongly engaged with learning tasks. In particular, this may impact long-term use of robot-assisted interventions, as in our study this effect got stronger over sessions. We may also expect that eventually the children may start to be less behaviourally engaged, when the encouragement from the adult starts to fail in motivating the child to engage with the robot and deal with the resulting unpredictability. However, as we did not measure the children’s learning, we cannot draw a firm conclusion about whether the diminished visual attention also impacts
The result that individual differences influence the behavioural engagement of autistic children is in line with our findings from the descriptive study reported in Chapter 4, as well as findings from Rudovic et al. (2017), who also found correlations between autistic features — measured through the CARS-2 — and behavioural engagement. Similarly, Kostrubiec and Kruck (2020) found correlations between autistic features — measured via the SCQ — and the proportion of prosocial behaviours in a robot-assisted intervention. Not only do individual differences seem to influence to what degree autistic children are behaviourally engaged in activities with robots, they are also correlated with how they behaviourally engage (Schadenberg et al., 2020b). While researchers often report increased engagement, increased levels of attention, and novel social behaviours when incorporating a robot in the interaction (Scassellati, 2007; Ricks and Colton, 2010; Diehl et al., 2012; Scassellati et al., 2012), the finding that individual differences influence the behavioural engagement of autistic children raises the question whether the children's individual differences only influence their behavioural engagement, or whether they moderate the effect of a robot on behavioural engagement. Understanding this relationship would allow us to better determine which autistic children may benefit in particular from such robot activities or interventions. Lastly, these findings also suggest that the way autistic children interact with, or in the presence of, robots is indicative of their autistic features. For robots that are used for diagnosing autism, this finding could indicate that the way children interact with a robot could tell us something about the severity of the autistic features.

Whether certain individual factors also moderate the effect of robot predictability on engagement remains unanswered by this study, as we found no evidence that this was the case. In particular, we had expected that those higher in IU would also be more strongly affected by the robot's predictability, given the similarity between IU and unpredictability. While other studies did find relationships between IU and autistic features, such as the presence of sensory sensitivities (Neil et al., 2016b), repetitive motor behaviours and insistence on sameness (Wigham et al., 2015), we found no results in our study that support a relationship between IU and predictability. Similarly, to our study with typically developing adults reported in the previous chapter, we found no relationship either between IU and the social perception of the robot in terms of warmth, competence, and discomfort. While unpredictability and uncertainty are often used interchangeably, suggesting conceptual similarity (Grupe and Nitschke, 2013), our results suggest that greater caution is warranted when doing so. In the current study, we defined and manipulated robot predictability in terms of making it more or less difficult to learn to predict the robot's behaviour. However, the questionnaires on IU are more about uncertainty regarding events further into the future than the robot's next action(s) would be. The children knew that they were going to interact with “Zeno the robot” at a certain point during the day, that they would then play several games with the robot, and then go back to class — a fixed structure. In that sense, the children could predict the robot's behaviour on a more abstract level (i.e. the robot will perform actions related to the games), but not on precisely when, where, and how those robot actions would appear. Possibly, IU relates
Robot predictability and the engagement of autistic children

to an intolerance for situations without a clear structure on what is going to happen in a longer time span, resulting in the unpredictability of future events. Predictability, as we defined and manipulated it, related more to predicting sensory information in the immediate future. This distinction may also be relevant when considering the role of predictability and uncertainty in the non-social features of ASC. In particular in insistence of sameness (e.g. inflexible adherence to routines, or ritualised patterns) given that both IU and insistence of sameness refer to liking things to be predictable and a dislike of change (Chamberlain et al., 2013).

To our knowledge, this is the first study that has operationalised and manipulated predictability in a real-world setting and showed how the extent of unpredictability can be quantified. The metrics in our manipulation check can be used to compare the degree of unpredictability between studies using robots. In general, robotic technology is uniquely positioned for investigating predictability in autistic children, as they allow us to carefully manipulate its predictability (unlike with humans), but they also elicit social interactions in autistic children. There is some preliminary work in trying to teach autistic children to deal with unpredictability (e.g. Rodgers et al., 2017; Hallett et al., 2020). To this end, robots may be particularly useful in that its unpredictability can be carefully increased in both intensity as well as in predicting different aspects of the environment (e.g. predicting robot actions, or predicting future events).

9.5.1 Limitations

In our study, we manipulated the predictability of the robot’s behaviour through its variance. This ought to have made it more difficult to learn to predict the robot’s behaviour. Through our manipulation check, we concluded that this manipulation was successful. However, possibly even in the high-variance condition, the robot’s behaviour was not problematically unpredictable, as is the unpredictability of human behaviour for example. In practice, robots can be more unpredictable than we could manipulate in our study, as we needed to keep the conditions comparable and avoid confounding factors. In the future, robots will become more sophisticated and capable of levels closer to humanlike behaviour. In turn, so too does their ability to be unpredictable. Thus, robot predictability could affect the engagement of autistic children more strongly when they become more sophisticated and humanlike. In our study, we looked at behavioural predictability, which is not the same as attributed predictability (see Chapter 6.4). In the previous chapter, and in the study by Driggs-Campbell and Bajcsy (2016), results indicated that even though a robot’s behaviour is more difficult to predict, it can still be considered to be more predictable. Current measures for attributed predictability are too complex to be used for autistic children in our study, as they rely heavily on language and intellectual ability. When new measures become available, it would be interesting to assess the autistic children’s attributed predictability in relation to different levels of variance in the robot’s behaviour.

Note that there are several sources of variance that could not be controlled fully in our study. First, there is inherent variation in robot motion due to limits in reproducibility of motion by the robot’s stepper motors, which may differ slightly with each operation. Second, we were not able to control for the affective quality and the at-
tractiveness for engagement of each specific variant we chose, despite the fact that we
selected ones with similar verbal and/or motion qualities. For example, children may
have experienced more negative affect when the robot used the specific term “Time
for dancing”, which was present only in the high-variance condition. Additionally,
for some sessions, technical difficulties resulted in unintended behaviours and form
of behaviours, introducing some variability. These instances were not annotated, but
the effects could possibly carry over to later in the session.

Finally, we also note that, as with most studies that concern robots and autistic
children (see (Diehl et al., 2012; Begum et al., 2016)), our sample size was relatively
low. This can negatively influence the generalisability of our results and prevents
us from drawing strong conclusions. It is therefore important to take the reported
margins of error into account when interpreting our results.

9.6 Conclusion

Predictability is important to autistic individuals, and robots have been suggested to
meet this need as they can be programmed to be predictable, as well as elicit social
interaction. However, little was known about the interplay between robot predictabil-
ity, engagement in learning, and the individual differences between autistic children.
Here, we systematically manipulated the robot’s predictability, and measured the beha-
vioural and visual attention of the autistic children. Additionally, we also measured
several individual factors, including the children’s autistic features, expressive lan-
guage ability, and intolerance of uncertainty. We found that the children will continue
engaging in the activity behaviourally, but start to pay less visual attention over time
to activity-relevant locations when the robot is less predictable. Instead, they increas-
ingly start to look away from the activity. Ultimately, this could negatively influence
learning. In particular for tasks with a visual component, where paying less visual
attention leads to fewer opportunities for learning. Furthermore, we found that the
severity of autistic features and expressive language ability had a significant impact
on behavioural engagement.

We consider our results as preliminary evidence that robot predictability is an
important factor for keeping children in a state where learning can occur. In partic-
ular, in long-term interactions with many sessions, our results indicate that the trend
of paying less visual attention increases over time. As individual differences between
autistic children were shown to have a significant impact on behavioural engagement,
future studies should therefore be careful to account for these differences. Finally, our
study indicates that predictability can be studied in real-life scenarios with real stim-
uli, rather than artificial stimuli in lab settings. We also showed how the degree of
predictability can be quantified in a way that it can be used as a manipulation check
to display the degree of unpredictability between conditions in a real-world setting.

Once the engagement of the children with the robot has been further clarified, fu-
ture research should consider looking into the affective component of engagement to
investigate whether a more predictable robot is more enjoyable to the children. Addi-
tionally, future research is needed to determine whether “higher quality” engagement
also leads to more and faster learning. After all, increased engagement alone is in-
sufficient to justify robots to assist in interventions for autistic children when it does not also lead to increased learning. In our study, we opted for a holistic approach to increasing the robot’s unpredictability by implementing several types of variance. Future research should examine to what extent each types of variance influences autistic children. This would allow us to more carefully take the robot’s predictability into account when designing its behaviour. Lastly, the goal of our study was to investigate how we should design robots to best aid autistic children in learning, specifically focusing on their need for predictable environments whilst taking the children’s idiosyncrasies into account. Future research could also investigate the role of a robot's predictability in engaging typically-developing children in learning, in order to assess whether or not predictability is uniquely important to autistic children.
Part IV

DELIBERATION

“What’s past is prologue.”

William Shakespeare, The Tempest
In this chapter, I will reflect on the work we carried out and summarise the findings and contribution of this dissertation by answering the research questions. Next, I will reflect back on the work that we carried out and touch upon new research questions. I will discuss these in the future work section. And finally, the last section of this dissertation — some closing remarks.

10.1 Main findings and contributions

In this section, I will briefly summarise the main findings from this dissertation, and conclude on the research questions that I formulated at the beginning of this dissertation in Chapter 1.5. These were:

**Research question 1:** How can a robot-assisted intervention be designed to engage autistic children in learning?

**Research question 2:** What is predictability in relation to people interacting with robots?

**Research question 3:** How does robot predictability influence human-robot interaction?

10.1.1 RQ1: on designing robot-assisted interventions that engage in learning

To answer the first research question, we started by investigating the theoretical background on robot-assisted interventions in Chapter 2. There, we looked at what current robot-assisted interventions look like, what the concept of engagement relates to, how children interact in robot-assisted intervention settings, and in what ways these children different from each other in terms of their autism. We saw that the current state of the art robot-assisted interventions can maintain engagement for a month and operate autonomously, but that the role of the robot in this is unclear. Furthermore,
stronger experimental designs are needed to assess whether robot-assisted interventions can lead to learning that generalises to other settings and to humans. What also became apparent is that autistic children can interact with a robot very differently from each other, where the robot may not be perceived as a social entity. These differently can, in part, be explained by the idiosyncrasies of how each child is affected by autism.

During our assessment of the theoretical background on robot-assisted interventions, we noticed that several papers mentioned specific user requirements that are considered important for the design of a robot-assisted intervention. However, we found no papers that provided a more comprehensive list of user requirements. To this end, we conducted a systematic literature search to identify such user requirements, and also included two studies that we ourselves conducted on this topic (Chapter 3). This resulted in a list of user requirements that can serve as a basis for the development of any robot-assisted intervention. Again, we saw that the idiosyncrasies of autistic children play a large role in how the user requirements can be addressed, and thus, whether a child can successfully engage in a robot-assisted intervention.

To quantify the role of the autistic children’s idiosyncrasies, we conducted a large descriptive study to assess the role of autistic traits in how autistic children spontaneously interact within a robot-assisted intervention (Chapter 4). In this study, we found large differences between autistic children in how the type of interactions they engage in, where some children were predominantly engaged in spontaneous exploratory interactions, and others engaged in functional interactions, or did not initiate in any spontaneous interactions. The outcome of this study can be used to tailor the autistic child-robot interaction to specific subgroups of autistic children who share similar autistic traits. The study also provided several avenues for designing interactions that may be particularly engaging for autistic children, as we observed that they spontaneously engaged in such interactions.

In Chapter 5, we explored several of the potentially highly engaging interactions, and assessed how we could address several of the user requirements that we had identified earlier. We consider the use of tangibles to be particularly promising as they can provide tactile interaction as well as serve as a user interface for the child to communicate with the robot. Importantly, such tangible user interfaces do not depend on language understanding, which many autistic children have difficulty with. Furthermore, from observing the interactions of the children with the tangibles, they seemed to be highly engaged with the tangibles, while still switching their attention to the robot when required.

To conclude, the results of our studies indicate that for designing robot-assisted interventions which can engage autistic children in learning, sustain such engagement for longer periods of time, and lead to learning that could generalise to other settings and to humans, the idiosyncrasies of autistic children will need to be taken into account. The solution to this is likely to be two-fold. First, there is no one-size-fits-all robot that can do this for any autistic child — the differences between the children are simply too large. A robot-assisted intervention will therefore have to be designed for a specific subgroup of autistic children who share certain commonalities. For instance, a robot for autistic children with high support needs (e.g. high autism severity, and
low language ability) may need to use very simple and short speech, and teach about basic social skills. Such a robot is unlikely to keep the interest of an autistic child who can function at a regular school, but who has difficulty with more advanced social skills. For this child, a robot would not have to adjust its speech much, and the interaction itself can be more advanced in terms of complexity. Our results suggest that autistic traits, such as those measured by the ADOS-2 or the CARS-2, as well as the children's language ability, can be useful for identifying such subgroups of autistic children. Other studies have shown that the children's sensory profiles, measured through the Adolescent/Adult Sensory Profile (Brown and Dunn, 2002), is indicative of how they interact with a robot (Chevalier et al., 2017c,b). The children's sensory profile may be particularly useful for addressing any hypo- or hyper-sensitivities.

Second, individual differences can also (at least to a certain extent) be addressed by personalising the interaction. For instance, by drawing the child's attention by utilising the child's specific interests (Putnam et al., 2019). But also its appearance could be personalised (Huijnen et al., 2017), or the difficulty of the learning content (Scasellati et al., 2018; Clabaugh et al., 2019). With advances in robot perception, the interests or preferences of a child may be autonomously detected through the robot's sensors, and can be used to personalise its behaviour. A different approach would be to design the intervention in such a way that the children can decide themselves on how to interact with the robot. For instance, by giving the child control over the interaction. The child could then decide to interact with the robot through tactile interaction, or other ways of interaction. This way, the child can personalise the interaction themselves. A key challenge would then be to still have the child engage with the learning material, as this material may not always be as interesting as other things the child can think of.

10.1.2 RQ2: explication of predictability as a concept

We answer the second research question by providing an explication of predictability, in the context of HRI, gained from applying insights from the predictive processing account of human cognition. When interacting with a robot for the first time, it will be less predictable, and predictability of a robot is dependent on the expectations one holds. As people interact with the robot, they will learn to predict its behaviour, and predictions will be based on previous interactions with the robot. The predictions relate to all aspects of the robot — from low-level motion primitives to high-level beliefs, desires, or intentions. We therefore defined predictability for HRI as: “the ability to quickly and accurately learn to predict the behaviour of a robot”. Robots are more predictable when their behaviour has higher predictive value: the extent to which information about the robot's previous behaviours predicts its future behaviour. Regarding what about the robot's behaviour is predicted, we distinguish three prediction levels, namely the action level (predicting the end-state of an on-going action), the interaction level, (predicting the future action of the robot), and the activity level (predicting the gist of the robot's future actions). The description of predictability above relates to what we call behavioural predictability. This is different from the predictability that people can attribute to a robot, which we refer to as attributed predictability.
In order to conduct an experiment where we manipulate the robot’s behavioural predictability, further operationalisation was required. To this end, we operationalised behavioural predictability in terms of variance in the robot’s behaviour. The more the robot shows variance in its behaviour, the more difficult it becomes to perceive and learn the structural regularities in the robot’s behaviour. While behavioural variance can be reduced, a degree of variance (and therefore risk of unpredictable behaviour) is required for most robot applications in order for the robot to perform its primary task. After all, a fully predictable robot would perpetuate in repetitive behaviour, limiting its long-term usefulness, and would also be unable to autonomously respond to the (unpredictable) dynamics of real-world settings. We call the resulting unpredictability from such sources of variance as irreducible unpredictability. On the other hand, some sources of behavioural variance are not required for the robot to perform its primary task, and are thus reducible. For these sources, designers can choose whether the resulting behavioural unpredictability outweighs some other benefit that can gained by keeping the source that (also) adds behavioural variance.

To conclude on the second research question, predictability is a broad concept that plays a central role in how we perceive and think about that robot. We believe that the explication of predictability we provided is fundamental for setting up future studies that explore this concept in relation to HRI. In general, our explication, and distinction between attributed and behavioural predictability, improves our ability to communicate more precisely what one means with predictability when referring to this concept. Our explication can also provide a theoretical basis from which possible designs for improving a robot’s predictability can be derived. In particular, robots could be made more behaviourally predictable by providing the user with more control over the robot’s behaviour, ensuring the robot’s behaviour is consistent, and ensuring that the (external or internal) contingencies between the robot’s actions and events are apparent to the user.

10.1.3 RQ3: influence of a robot’s predictability on HRI

To address the third research question, we conducted two experimental studies. One with typically developing individuals, and another with autistic children. In Chapter 8, I reported on the study with the typically developing individuals, where we investigated how a robot’s behavioural predictability influenced the social perception of people and the attributed predictability of the robot. In this study, we operationalised the robot’s predictability through adding topic variance. This was done by manipulating whether participants could either see the cause of a robot’s responsive action, or could not see this, because there was no cause, or because we obstructed the visual cues. Our results indicate that when the cause of the robot’s responsive actions was not visible, participants rated the robot as more unpredictable and less competent, compared to when it was visible. The relationship between seeing the contingent relation between an event and a resulting robot’s action and the attribution of competence was partially mediated by the attribution of unpredictability to the robot. The results provide evidence that it is important that a person is aware of the contingent relation between an event and a resulting robot’s action upon which the robot acted, as the attribution of competence plays a large role in how a person
characterises others (Wojciszke et al., 1998), and is believed to play a similar role in characterising robots (Carpinella et al., 2017). We argued that the effects of unpredictability may be mitigated when the robot identifies when a person may not be aware of what the robot wants to respond to, and uses additional actions to make its response predictable.

In the final joint-study of the DE-ENIGMA consortium (Chapter 9), we investigated how the robot’s predictability influenced the engagement of autistic children within a robot-assisted intervention. To this end, in one condition, the robot showed behaviour that was inconsistent with its previous behaviours in terms of its motions, speech, and timing of its actions, as well as performing non-contingent actions (i.e. actions that had no apparent cause). In the other condition, the robot was consistent and only showed behaviours that were contingent on a visible event. We found that the children will continue engaging in the activity behaviourally, but may start to pay less visual attention over time to activity-relevant locations when the robot is less predictable. Instead, they increasingly start to look away from the activity. Ultimately, this could negatively influence learning, in particular for tasks with a visual component. Furthermore, the severity of autistic features and expressive language ability had a significant impact on behavioural engagement. We consider our results as preliminary evidence that robot predictability is an important factor for keeping children in a state where learning can occur. Furthermore, our study, and analysis thereof, shows that predictability can be studied in real-life scenarios with real stimuli, rather than through artificial stimuli in lab settings, and thus improve the external validity of studies that investigate predictability.

To conclude on the third research question, a robot’s predictability influences our social perception of it and to what extent we consider the robot to be predictable. For autistic children, a less predictable robot negatively influenced the children’s visual attention to activity-relevant locations. These are the first studies that directly manipulated a robot’s predictability and studied its effects. In combination with the theoretical accounts of autism (Pellicano and Burr, 2012; Lawson et al., 2014; Sinha et al., 2014; Van de Cruys et al., 2014), the importance of predictability for autistic children in practice (e.g. MacDuff et al., 1993; Bryan and Gast, 2000; O’Reilly et al., 2005; Mesibov and Shea, 2010), we conclude that predictability is an important concept to take into account for robots that are to interact with autistic children. Similarly, for typically developing individuals, predictability has been argued to be an important factor for people interacting with robots (e.g. Sciutti et al., 2018; Sebanz et al., 2006; Sebanz and Knoblich, 2009; Hancock et al., 2011; Lewis et al., 2018; Noorman and Johnson, 2014). Our results provide experimental evidence that this is indeed the case for the social perception of the robot.

10.2 Reflection and future work

The conclusions reported in the previous section provide answers that are a first step in understanding the concept of predictability and its effects on HRI, as well as how we can design robot-assisted intervention for autistic children that may sustain engagement. As with all research, answers lead to more questions. Questions that will
need to be addressed in future work. Some of these new questions are tied to the limitations of our own work. Whereas other new questions that we have stem from our increased understanding on the topics addressed in this dissertation. In this section, I will reflect back on the limitations of our work and discuss three research directions that can advance the research reported in this dissertation.

10.2.1 Utilising and understanding (robot) predictability

Teaching autistic children to deal with unpredictability. With our conceptualisation and operationalisation of robot predictability, we can now carefully manipulate the robot’s predictability. This enables us to start developing robot-assisted interventions aimed at teaching autistic children to deal with unpredictability. The robot then serves as a scaffolding tool that can adjust its predictability. If difficulties of dealing with unpredictability are indeed at the core of autism (Pellicano and Burr, 2012; Lawson et al., 2014; Sinha et al., 2014; Van de Cruys et al., 2014), such an intervention could then address the core of the condition, rather than addressing symptoms, and by doing so possibly reducing autism symptoms that are unwanted by the autistic individual. Critically, robots are uniquely positioned to take on this role, as they also elicit social interactions, turning them into a predictability-controlled surrogate. Note that humans cannot fulfil this role, as we cannot systematically control the predictability of our behaviour. Even actors, who are adept at controlling their behaviour, will show uncontrolled variance.

The relation between predictable environments, learning, and comfort. The results of the study reported in Chapter 9 indicate that autistic children start to pay less visual attention when the robot is less predictable. This could negatively influence the child’s learning, as well as their comfort during the intervention. These are two critical factors for any robot-assisted intervention to be successful. It is therefore important that we continue this line of research and start investigating experimentally whether a more predictable environment, engendered through the use of a robot, improves learning and/or comfort.

Understanding the prediction mechanism of autistic individuals. The explication of robot predictability that we provided is based on insights from the predictive processing account of human cognition. This account, and similar Bayesian accounts, have been used to explain autism and how the cognition of autistic individuals differs from typically developing individuals (e.g. Pellicano and Burr, 2012; Lawson et al., 2014; Sinha et al., 2014; Van de Cruys et al., 2014). Each of these accounts of autism posits a different element of predictive/Bayesian processing that is atypical. Whether it is attenuated priors that cause atypicalities in the prediction mechanism (Pellicano and Burr, 2012), aberrant encoding of precision (Lawson et al., 2014), inaccuracies in estimating the predictive relationship between two events from an observed temporal sequence (Sinha et al., 2014), or the inability to flexibly process prediction errors (Van de Cruys et al., 2014), each account states that the mechanism is atypical in some way. Until we know more about whether and how the prediction mechanism is different in autistic individuals, and between autistic individuals, we cannot be
certain that the explication of predictability that we provided generalises to autistic processing of sensory information. Without this knowledge, we could be adjusting the robot’s predictability that improves its behavioural and attributed predictability for typically developing individuals, but fails to do so for autistic individuals, simply because their brain generates or uses predictions differently. If we are to effectively utilise the ability for us to control a robot’s predictability, understanding the prediction mechanism of autistic individuals will be critical.

10.2.2 Towards designing effective robot-assisted interventions

Understanding the idiosyncrasies of autistic children. Throughout this dissertation, we have stressed the importance of taking the idiosyncrasies of autistic children in account. Not only in statistical analyses, but also in the design of robot-assisted interventions. A key challenge is to figure out how we can design for a spectrum condition, such as autism. When you design a robot for a subgroup of children that is too large, the effectiveness of the intervention will be reduced for certain children, whereas designing for a too small of a subgroup limits the impact the intervention could have. In our work, we mostly looked at autistic traits and language ability for categorising subgroups of autistic children, as there are excellent tools for measuring these, such as the ADOS-2 (Lord et al., 2012) or CARS-2 (Schopler et al., 2010). The cognitive ability also play a large role in how a robot-assisted intervention should look like, as the children with lower cognitive abilities require more support. In future work, it will be important to assess different ways of personalising content to individual autistic children. Personalising not only in terms of game difficulty (Scassellati et al., 2018; Clabaugh et al., 2019) and feedback (Clabaugh et al., 2019), but also in the robot’s behaviour (e.g. whether and how it uses speech), learning content, and adapting to sensory issues. Furthermore, automatic detection for the need for personalising may help alleviate the adult from manually inputting this, or assist the adult in making a choice on how to personalise the intervention.

Assessing engagement and predictability in long-term studies. Through our research, we hope to be able to better design robots so that they can engage autistic children in learning a targeted skill. Current interventions for autistic children generally take many sessions before a targeted skill is internalised by the child. As such, a robot will also need to be able to sustain long-term interactions with an autistic child. The results that we found were all from studies where children only interacted with a robot for a handful of sessions. What is important during the first couple of sessions may change as children continue to interact with a robot. For example, the influence of predictability is presumably different during initial interactions than for long-term interactions (Wyart et al., 2012). While people’s (social) perception is initially less dependent on predictions, it should become more dependent on predictions later as their precision increases. And with higher precision predictions, more attention will be paid when such a prediction turns out to be inaccurate (Feldman and Friston, 2010). Moreover, our own results reported in Chapter 9 indicated that autistic children start to pay less visual attention to a robot-assisted activity when it is less predictable in its behaviour. In long-term interactions, this effect may be ex-
acerbated. While the insights from the research presented in this dissertation can be used to design more engaging interactions, it is yet unclear how these insights relate to longer-term interactions. This is left for future research.

**Designing and assessing tangible user interfaces for autistic children.** We believe that providing tangible interactions, through which an autistic child can communicate with a robot, is a promising avenue for providing an accessible user interface for autistic children. Providing the children with an interface to communicate with the robot can give them more control to shape the interaction to their choosing, which in turn can improve the predictability of the robot (if you command the robot to do “A”, you also predict it to do so). A tangible user interface may have several other benefits as well. First, a TUI does not rely on the child’s ability to understand and use language, which many autistic children have difficulties with. In turn, the robot does not necessarily require robust speech recognition and natural language processing, which are still unsolved problems in artificial intelligence for typically developing individuals, and in particular for children (Kennedy et al., 2017) (let alone the atypical use of language by autistic children). Second, TUIs can be designed in a way that it does not look like a known device, such as a tablet. In our experiments, some children wanted to play with the tablet, rather than with the robot, and were fully absorbed to find the home button and access their favourite app. This obviously was not the goal of our robot-assisted intervention and would prevent them from engaging with any of the provided learning content. Last, a TUI could provide tactile stimulation for those children who actively seek out such stimulation — so-called “sensory seeker” (Hazen et al., 2014). In our descriptive study, reported in Chapter 4, we saw that quite a few children spontaneously touched (or tried to touch) the robot, and persisted in such behaviour. In Serbia, the occupational therapists from the DE-ENIGMA project used a pin-art frame to calm down such children. In general, the pin-art frame was a great success for many autistic children during free-play. However, there is the risk that the TUI might be too interesting and absorb the child’s attention. Future research will need to determine whether this is so.

Note that the evidence that we provide in this dissertation regarding tangibles is limited to exploratory research and descriptive observations. The seemingly engaging interactions that we observed when the children played with the tangibles could have different causes. For instance, the interaction could have been more playful, or self-directed, than the activities with the robot, and explain why we observed seemingly high engagement.

**Designing robot-assisted interventions with autistic children.** In our systematic literature search, reported in Chapter 3, we noted that none of the papers that we found involved the autistic children themselves in their research. That is, we are designing for autistic children, but not with them. In the DE-ENIGMA project, and my own work in this, we also did not the children in the design process itself. Thus, while we consider our design direction to be suitable to autistic children, the may view it differently, and might prefer a different direction. To our knowledge, there is little participatory design research with autistic children within the field of HRI.
In particular with those children with high support needs and limited language and cognitive ability. For future work, it is therefore important to try and include autistic children in the design of robot-assisted interventions. For instance, by using a combination of ethnography and structured observations to understand their experiences (e.g. Pellicano et al., 2014). Or, alternatively, autistic children who are further in their development could be involved in a study — for whom there are many methods to engage them in research (see Frauenberger et al., 2017; Spiel et al., 2017) — and represent autistic children with more difficult in their communication and cognition.

10.3 Closing remarks

The use of robots for aiding autistic children in some way has come a long way since the pioneering work from Emanuel and Weir (1976). Robots are no longer restricted to a dozen or so actions that it can perform, but instead they can utilise powerful perception, reasoning, action cycles, allowing for complex and diverse robot behaviour. As we have seen in this dissertation, a very limited set of robot behaviours may, however, not necessarily be a bad thing when it comes to interacting with an autistic child. The robot’s behaviour may be more easily learned by the child, improving its predictability. This can allow the child to focus on what’s important in a task, without having to continuously resolve unpredicted perceptual events. Thus, robots for autistic children may not have to be very sophisticated in order to provide value to them, or to those who are to work with the robot. This could be important for robotics companies who are developing a robot for autistic children, as one reason why robotics companies are having difficulty to succeed is that it takes too much capital to develop a robot that can solve actual user needs Fresh Consulting (2020). A robot for autistic children does not necessarily need to be expensive in terms of hardware, nor very rich in its behaviour, to provide value and address actual needs of these children. I therefore hope that such robots could be developed and improved to see a larger uptake and improve the lives of the children, their families, and the people who work with them. Hopefully, the work described in this dissertation furthers this goal. Only time will tell...
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This dissertation explores how we can design robot-assisted interventions for autistic children in such a way that it might facilitate engagement. One aspect to this is taking the autistic children’s individual differences into account. Another aspect that needs to be considered is the predictability of a robot, which is a commonly used argument for why robots are promising tools for those working with autistic children in the first place.

The work described in this dissertation is a step towards better understanding the concept of predictability and its effects on (autistic) human-robot interaction, as well as how we can design robot-assisted intervention for autistic children that may sustain engagement in learning.