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A B S T R A C T

The time measurement efficiency of the partial discharge (PD) relies on the signal-to-noise ratio (SNR) and gain of the high-frequency current transformer (HFCT) sensor. However, the PD’s time measurement efficiency decreases with the noise coupled to the HFCT in onsite measurements. To overcome that, this paper proposes one pre-processing, through modelling and simulation, considering the physical effects, features of the electrical circuit and coil construction parameters of the HFCT. The main goal is to reach reasonable high SNR under the strong influence of background noises. This investigation aims to validate the hypothesis of improvement or deterioration of the HFCT signal response through a transfer function optimization. This research effort’s contributions are threefold: 1. Generation of PD pulse signal and noise addition; 2. HFCT modelling, simulation, and frequency response analysis; and 3. Models performance evaluation and validation of hypothesis. In conclusion, the pre-processing approach stands out as a means to robustify and provide freedom to the electric utility, making up an eventual need to redefine the physical and geometrical parameters of the HFCT sensor under specific background noise for maintenance tests purpose. According to a cyber-physical system framework, experiments corroborate the project’s goals to contribute to the PD pattern monitoring in onsite measurements and incorporate robustness to signals with low SNRs.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The dielectric material degradation in electrical systems is generally associated with the partial discharges (PD) [1], unleashed within voids, and cracks in conductor–dielectric interfaces in solid insulation systems (bubbles), in the case of liquid dielectrics or corona, in gaseous [2]. Under the electric insulation system’s operating stress conditions, the voltage across the damaged insulation, within bubbles, cracks, voids, may exceed its dielectric strength leading to electric discharges in the dielectric, reducing the stiffness and finally leading to total or partial failure of the insulation [3].

Thus, it is recommended to make quality and compliance tests by PD analysis. Also, considering cyber-physical system frameworks (e.g. [4]), the analysis of PD can be extrapolated as a redundant component of power systems on alerting the active agents (electric utilities, stakeholders, power system companies) in advance when any component is about to collapse due to PD. The PD tests are classified according to the measuring technique, and electric methods are widely used [1]. Electrical methods can be performed on high voltage electrical equipment such as power transformers, instrument transformers, medium, high and extra-high voltage cables, high voltage bushings and rotary machines [5]. Furthermore, the electrical methods are divided into conventional and non-conventional. Conventional PD methods are performed following IEC 60270 - High Voltage testing techniques: Partial Dis-
charge measuring techniques [6], using a coupling capacitor with a central measuring frequency of up to 1 MHz. On the other hand, non-conventional PD methods (or electromagnetic methods [7]) are based on IEC 62478 – High Voltage testing techniques – measurement of Partial Discharge by Electromagnetic and Acoustic methods [8], which employ sensors that operate in frequencies in the range comprising: High Frequency - HF (3-30 MHz), VHF – Very High Frequency (30 - 300 MHz) and Ultra High Frequency - UHF (300 MHz – 3 GHz) [9]. In HF, among the widely used sensors for PD measuring through the inductive coupling of electric current is the High Frequency Current Transformer (HFCT) [7].

The time measurement efficiency of the PD relies on the signal-to-noise (SNR) ratio and gain of the HFCT sensor. However, the PD's time measurement efficiency decrease with the noise coupled to the HFCT in onsite measurements. Traditionally, the PD measurement approach considers the noise removal using mathematical algorithms and efficient software in the time and frequency domain, such as spectral subtraction denoising (SSD), discrete wavelet transform (DWT), wavelet shrinkage denoising (WSD), Principal Component Analysis (PCA) [10,11], and Complex Daubechies Wavelet (CDW) [12,13]. Overall, enabling the correct understanding of the PD phenomenon magnitude in onsite measurements.

However, this paper aims to validate the hypothesis of improvement or deterioration of the HFCT signal response, through a transfer function optimization, for an eventual redefinition of physical and geometrical parameters of the HFCT sensor. Thus, through the investigation of the physical effects, modelling, and simulation of the HFCT, applied to time measurements of the PD under the strong influence of background noises, expected to reach reasonable higher SNR. Therefore, the methodology proposed in this paper goes beyond a traditional sensor optimization approach [14]. It's considered HFCT's optimization and on-field emulation tasks to the PD measurements by implementing additive white Gaussian noise (AWGN) miscellaneous.

The proposed methodology was divided and developed linearly based on three steps as shown in Fig. 1: 1. PD pulse generation and noise addition; 2. Modelling of the HFCT sensor; and 3. Performance evaluation. Step 1 comprises the PD signal generation, modeled by traveling waves method [15] and application of characteristic background noise through AWGN to the signal generated [1]. In step 2, HFCT sensor modelling was performed, based on the Electromagnetism Laws, according to [16], whereas the frequency responses were carried out based on [14]. In step 3, HFCT models were created based on the variation of constructive and electrical parameters and subsequent evaluation of TFs (Transfer Functions) performance [12]. In Fig. 1 (i) represents the PD input signal, (r1) denotes noise (AWGN), (Z1) means the TFs of the HFCT models (g(s)) under analysis and, (i) is the discrete time index.

Traditionally, the design process of a sensor uses statistical operators customarily applied as the last evaluation step, i.e., step 3 of Fig. 1. The main goal of statistical operators is to evaluate the sensor response performance regarding the similarity and prediction quality. It is done by comparing the output “pre-processed” signal from the sensor and the exact input signal (in this paper, PD pulse) [12,13,17,18]. Therefore, in this paper, the HFCT sensor performance was evaluated by mean squared error (MSE) and cross-relation (XCORR). An optimal response near zero is expected for MSE and one for XCORR, considering the normalization. Thereby, the prediction and similarity of HFCT sensor performance drive the decision on which is the best model, both in terms of electrical and geometrical parameters, i.e., the best fitted HFCT sensor model.

The rest of this paper is organized as follows. Section 2 addresses the PD mechanisms, its generation, and noise addition, and in Section 3 is explained the HFCT modelling and simulation. Section 4 evaluate the HFCT performance by MSE and XCORR. Finally, concluding remarks are provided in Section 5.

2. PD mechanisms

PD are characterized by electrical pulses of current within the insulation system of the device under test (DUT), proportional to a load of the current pulse at the input of the circuit. Fig. 2 shows the online measuring of PD by using HFCT. The quantities related to the PD pulses are established in standard [6], e.g., apparent load (q), pulse repetition rate (n), phase angle (θ) and time (t) of pulse occurrence.

The representation of PD signals is conducted through three categories of standards [19]: 1. resolved phase data, such as the φ = q – n diagram (Fig. 2a); 2. resolved time data, i.e. q – t waveform – where q is the load magnitude and t the analysis interval, or V – t where V represents the voltage over time t; 3. signal data that are neither resolved phase nor resolved time, e.g. the q – V diagram – magnitude variation of discharge pulse by test voltage amplitude or the Pulse Sequence Analysis (PSA) diagram – in that data related to PD pulses should be saved as a sequence [3].

2.1. PD pulse

The characteristics of PD current pulse are analyzed using parameters rise time (Tr), pulse width (Tw) and fall time (Tf). All the PD current pulses are from the origin time t0 of the voltage step, which refers to the time when the increasing voltage has 10% of initial voltage (V0). That is, Tr regards the time interval between 10% and 90% of the pulse amplitude, Tf is the time interval between 90% and 10% of the pulse amplitude, and Tw is the time interval between 50% of the rising signal and 50% of the fall signal, pulse height, and maximum pulse amplitude (100% of the pulse magnitude) [19]. Therefore, the PD current pulse expressed by equation (1) is based on the modeling of the traveling waves concept of PD pulses in high voltage cables [15]:

\[ V(t) = V_0(10^{-\alpha t} - 10^{-\beta t}), \]

where α and β are time constants parameters related to the cable signal waveform [15]. Thus, considering OHM’s Law \( I(t) = U(t)/R \) and resistance as 1 Ω, the PD current pulse’s initial value was with the magnitude around 200 mA, as described in studies addressing PD pulses [16]. Therefore, the pulse parameters assumed in this paper are: peak at 246 mA, \( T_r = 0.34435 \) ns, \( T_f = 3.2174 \) ns, \( T_w = 1.8503 \) ns, \( \alpha = 7.10^6 \), and \( \beta = 3.10^9 \).

2.2. Additive white Gaussian noise

In PD analysis the background noise is the signals detected during its onsite measurement. However, external to the DUT [6]. According to the characteristics of time-freency domain, the disturbances can be classified as white noise (WN), Discrete Spectral Interference (DSI), periodic pulse interference (PPI), stochastic pulse interference (SPI) [20]. Considering PD as pulses of a stochastic and non-stationary nature [21] and that, consequently, the noise acquired in the onsite measurement signal has a random characteristic, it is important to insert the concept of Gaussian Process.

Assuming that the Gaussian process (or random process) is represented by \( X(t) \) in the interval of \([0, T] \), with the weight of \( X(t) \) over certain function \( g(t) \) and integrating the product of \( g(t)X(t) \) within that interval, it is expressed as:

\[ Y = \int_0^T g(t)X(t)dt, \]
in which the mean-square value of $Y$ (linear functional variable of $X(t)$) as finite for certain weighting function $g(t)$. $Y$ is said to be Gaussian-distributed random variable for every $g(t)$ in this class of functions. That is, $X(t)$ is a Gaussian process if every $Y(t)$ is a Gaussian random variable. Then, $Y$ random variable has a Gaussian distribution if its PDF (Probability Density Function) has the form given by Eq. (3):

$$PDF_Y = \frac{1}{\sqrt{2\pi}\sigma_Y} \exp\left(-\frac{(Y-\mu_Y)^2}{2\sigma_Y^2}\right),$$  

(3)

where $\mu_Y$ is the mean, $\sigma_Y$ is the standard deviation, and $\sigma_Y^2$ is the variance of a random $Y$ variable. When the Gaussian random variable $Y$ is normalized to have $\mu_Y$ equals 0 and variance $\sigma_Y^2$ as 1, the normalized Gaussian distribution is commonly written as $N(0,1)$ and the value of the signal will be found in $\pm3\sigma$ for 99.7% of the considered time interval.

The WN is a kind of Gaussian process, with PSD (Power Spectrum Density) constant regardless of the frequency. Thus, the white Gaussian noise is used as an AWGN of PD from the pulse generator, in order to emulate the onsite characteristics. Therefore, knowing that the SNR is given by $20\log_{10}A_{\text{vs}}/A_{\text{vn}}$ [12] – where $A_{\text{vs}}$ represents the input DP signal and $A_{\text{vn}}$ denotes noise – six different conditions of noise. Fig. 3 show the noise condition (PD1 to PD6), from $-3\text{dB}$ (harsh environment) to $60\text{ dB}$ (ideal conditions) as well as the respective normalized frequency single side spectrum band (SSB) represented as $|P1(f)|$.

Table 1 shows the input signal 246 mA mixed on 347 mA average signal ($A_{\text{vs}}$) for PD1, where the SNR = $-3\text{dB}$ in the worse scenario (distorted signal). Whereas, the PD pulse is mixed on ideal noise amplitude in order of $10^{-6}$ (PD6, SNR = 60 dB) (clean signal). Therefore, the noise level control parameter is the SNR in dB. In this case, the values of signals with AWGN were used as input signals to the HFCT model.

---

Table 1

<table>
<thead>
<tr>
<th>Label</th>
<th>SNR (dB)</th>
<th>$A_{\text{vs}}$</th>
<th>NoiseAmp</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD1</td>
<td>-3</td>
<td>0.708</td>
<td>0.3474576</td>
</tr>
<tr>
<td>PD2</td>
<td>3</td>
<td>1.414</td>
<td>0.1739745</td>
</tr>
<tr>
<td>PD3</td>
<td>6</td>
<td>1.995</td>
<td>0.1233083</td>
</tr>
<tr>
<td>PD4</td>
<td>20</td>
<td>10</td>
<td>0.0246</td>
</tr>
<tr>
<td>PD5</td>
<td>40</td>
<td>100</td>
<td>0.00246</td>
</tr>
<tr>
<td>PD6</td>
<td>60</td>
<td>1000</td>
<td>0.000246</td>
</tr>
</tbody>
</table>

---

Fig. 1. Overall chart flow of the proposed methodology.

Fig. 2. Online measuring of PD by using HFCT: a) Example of onsite PD test; b) Schematic representation of the PD onsite measuring.
Fig. 3. PD pulses generated (left) and their normalized frequency single side spectrum band – SSB (right column).
3. HFCT modelling and simulation

The physical geometry parameters of the HFCT sensor is related to a toroidal coil wrapped in a core of high relative permeability. The electrical response of the HFCT sensor is based on the constructive and electrical aspects, given by: geometry, the number of turns, ferromagnetic core material and load resistance (terminal) [22]. Therefore, the dependent characteristics of the HFCT geometry are secondary winding resistance, parasitic capacitance and leakage inductance [22]. The electrical and constructive parameters of the HFCT sensor are highlighted in Fig. 4.

where $R_b$ is the terminal load resistance, $r_i$ is the internal radius, $r_o$ is the external radius, $r$ is the sensor radius (concentric rays at point O), $r_c$ is the radius of the core, $N$ is the number of turns of the sensor coil (secondary circuit), $A_k$ is the cross-sectional area, $l_m$ is the path of the magnetic flux ($\Phi_c$), $I(t)$ is the current of the secondary circuit and $V_o(t)$ is the output voltage of the circuit, i.e., the HFCT sensor output signal.

3.1. Constructive aspects based on geometry

The calculation of electrical parameters were carried on considering the references [16,22], and Fig. 4. Therefore, the radius of the HFCT sensor is estimated as, $r = [r_i + r_o]/2$, the length of flow path is given by, $l_m = 2.\pi.r$ and the radius of the nucleus is given by, $r_c = (r_o - r_i)/2$. The diameter is expressed as $dr_c = 2.r_c$ [m], the cross-sectional area of the core is $A_{kc} = \pi.r_c^2$ [m$^2$], the length of the winding $pw = rw$ [m] (the length of the winding was used as the same length as $r_c$). The cross sectional area of the coil wire is the same as $A_k$ for convenience (here is used for simulation purpose only), the length of a single coil is $l_c = 2.\pi.rc$ [m], and the length of the complete coil is $lw = l_c.N$ [Nm] (turns meter).

3.2. Electrical parameters

The electrical circuit of the HFCT was analyzed using grouped parameters originating in Fig. 4, and reduced to the electrical scheme shown in Fig. 5 [23].

In addition, the electrical parameters are provided in Table 2. Furthermore, the core material electric and magnetic specification defined as: $\rho$ of $1.6800 \times 10^{-8}$ [ÎΩ.m] (Cooper resistance), $\mu_r$ of 2000 (Relative permeability), $\mu_0$ of $4\pi \times 10^{-7}$ [H/m] (free space permeability), $\mu_{rel}$ of 0.0025 [H/m] (absolute permeability), $e_0$ of $8.8540 \times 10^{-12}$ [F/m] (free space electric permittivity), and $\varepsilon_r$ of 1 (relative permittivity), i.e. $e = 8.854.10^{-12}$ (dielectric constant), $\varepsilon_r = 1$ (relative permittivity of air) and $e = e_0\varepsilon_r$ (absolute permittivity), therefore:

$$L_{loop} = \mu_0.r_c.\log_{10}\left[\frac{8.\pi.r_c}{\rho_{rw}}\right] - 2.$$ (7)

The resulting leakage inductance for the entire coil is:

$$L_s = N^2_{s}.L_{loop}.$$ (8)

Since the application is in HF, the value of the parasitic capacitance ($C_s$) of the secondary winding must be estimated. The parasitic effect was estimated using the analytical approach of [24], in which: $\varepsilon_0 = 8.854.10^{-12}$ (dielectric constant), $\varepsilon_r = 1$ (relative permittivity of air) and $e = e_0\varepsilon_r$ (absolute permittivity), therefore:

$$C_s = \frac{lw.\pi.e}{\cosh\left(\frac{pw}{2.l_c}\right)}.$$ (9)
Although $L_s$ and $C_s$ are intrinsic to the HFCT sensor, requiring the calculation of the capacitive network and experimental calculation of the HFCT sensor dimensions, as demonstrated by [24]. This paper is restricted to the analytical calculation of $C_s$ and $L_s$ since such parameters are not the present study’s initial objective. Despite this, the values obtained in this study were consistent with [25].

Therefore, the final proposal TF considering the second-order polynomial expressed by equation (10) is:

$$F(s) = \frac{-\omega^2 s^2 + \omega^2 s L_s C_s R_s + L_s + M_c}{s^2 + 2s \omega s L_s C_s R_s + L_s + M_c}.$$  \hspace{1cm} (10)

The frequency resonance ($w_0$) in rad/s:

$$w_0 = \sqrt{\frac{R_c}{C_s R_s (L_s + M_c)}}.$$ \hspace{1cm} (11)

Also, the damping coefficient ($\zeta$), given by:

$$\zeta = \frac{(C_s R_c + L_s + M_c) \sqrt{C_s R_c (L_s + M_c)}}{2 C_s R_c (L_s + M_c) \sqrt{R_c}}.$$ \hspace{1cm} (12)

The values of $w_0$ and $\zeta$ provide data for system behavior since: $\zeta > 1$ provides a overdamped response (real and different roots and product of two 1st-order poles); $\zeta < 1$ determine a underdamped response (complex roots) of the system; $\zeta = 1$ results in critically damped response (real and equal roots). Thus, Fig. 4 can be modeled according to Fig. 5 in the $s$ domain. Note that $R_{eq1}$ and $R_{eq2}$ are equivalent resistances from resistive associations in series (between $R_c$ and $s L_s$) and in parallel (between $1/s C_s$ and $R_c$), respectively and whose total equivalent resistance is $R_{eq}$ (series association between $R_{eq1}$ and $R_{eq2}$).

3.3. Simulation

In order to assess the hypothesis of improvement or deterioration of the HFCT signal response, we consider the $S$ domain through a transfer function optimization, which means the frequency response. Five different models have been settled as described in Table 3, which were divided into reference and variation groups. The reference model (PAD) is the standard model, whereas $R_c$ (load resistance), $N_s$ (number of secondary turns) and $\mu_s$ (relative permeability) are variation models. On the other hand, the variation models called N30, RL250, mur2300 and RLNmur were organized to test the general performance of the HFCT sensor, with changes in its parameters based on the PAD. The five TFs, considering the calculations based on the specified parameters in Table 3, are presented in Table 4.

The Bode diagram was considered (Fig. 6), to obtain the frequency response of the HFCT sensor models, through simulation with Matlab software.

Also, in Fig. 6, the frequency response allowed the analysis of magnitude data (db) and phase (degrees) in the frequency domain. Tables 5 and 6 shows the physical and electrical parameters, respectively, calculated and obtained for all the models (PAD, N30, RL250, mur2300, and RLNmur), through simulation with Matlab software.

The PAD’s gain reaches 13.8 dB (Fig. 6), and in the resonance frequency, there is a 180° phase shift, according to Lenz’s Law. In the case of variation models (N30, RL250, mur2300, and RLNmur), which are described in Tables 5 and 6. Since the size of the core $(r_f, r_o, r, r_c)$ was maintained, and the $R_c, N_s$ and $\mu_s$ were altered (Table 3), distinct performances were obtained between the HFCT sensor models.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Specification of the electrical components for each model.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>Model</td>
</tr>
<tr>
<td>Reference</td>
<td>PAD</td>
</tr>
<tr>
<td>Variation</td>
<td>N30</td>
</tr>
<tr>
<td></td>
<td>RL250</td>
</tr>
<tr>
<td></td>
<td>mur2300</td>
</tr>
<tr>
<td></td>
<td>RLNmur</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Models transfer functions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Transfer function</td>
</tr>
<tr>
<td>PAD</td>
<td>$F(s) = \frac{1.87 \times 10^{-10}}{s^2 + 2.03 \times 10^{-10} s + 1.63 \times 10^{-10}}$</td>
</tr>
<tr>
<td>N30</td>
<td>$F(s) = \frac{1.87 \times 10^{-10}}{s^2 + 2.03 \times 10^{-10} s + 1.63 \times 10^{-10}}$</td>
</tr>
<tr>
<td>RL250</td>
<td>$F(s) = \frac{1.87 \times 10^{-10}}{s^2 + 2.03 \times 10^{-10} s + 1.63 \times 10^{-10}}$</td>
</tr>
<tr>
<td>mur2300</td>
<td>$F(s) = \frac{1.87 \times 10^{-10}}{s^2 + 2.03 \times 10^{-10} s + 1.63 \times 10^{-10}}$</td>
</tr>
<tr>
<td>RLNmur</td>
<td>$F(s) = \frac{1.87 \times 10^{-10}}{s^2 + 2.03 \times 10^{-10} s + 1.63 \times 10^{-10}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Performance based on the physical parameters obtained for each model.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Poles</td>
</tr>
<tr>
<td>PAD</td>
<td>$s_1 = -2.92E + 05$</td>
</tr>
<tr>
<td>N30</td>
<td>$s_1 = -3.24E + 04$</td>
</tr>
<tr>
<td>RL250</td>
<td>$s_1 = -1.46E + 06$</td>
</tr>
<tr>
<td>mur2300</td>
<td>$s_1 = -2.55E + 05$</td>
</tr>
<tr>
<td>RLNmur</td>
<td>$s_1 = -2.09E + 05$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6</th>
<th>Electrical stray parameters obtained for the models.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$R_c$ (Ω)</td>
</tr>
<tr>
<td>PAD</td>
<td>$3.84E-05$</td>
</tr>
<tr>
<td>N30</td>
<td>$1.15E-04$</td>
</tr>
<tr>
<td>RL250</td>
<td>$3.84E-05$</td>
</tr>
<tr>
<td>mur2300</td>
<td>$3.84E-05$</td>
</tr>
<tr>
<td>RLNmur</td>
<td>$7.68E-05$</td>
</tr>
</tbody>
</table>
The Bode diagram (Fig. 6), shows that the N30’s gain reaches 4.23 dB. Also, Table 5 presents the smoothest response due to the increase in the $\zeta$ to 1.0930E+02. In addition, also in the Bode diagram (Fig. 6), there is a flatter curve at the center of phase charge attributed to the increase (higher winding turns) in the reactive characteristics of the Cs and Ls in relation to the PAD.

Unlike model N30, the model RL250 has a direct change in the $R_L$, i.e., non-reactive electrical parameter. Comparatively to PAD, the Bode diagram (Fig. 6), shows the higher gain (27.8 dB). Consequently, Table 5 shows the RL250 response results in a wider bandwidth, BW = 1.32E + 09 Hz, and decreasing on $\zeta = 1.2621E + 01$.

In the mur2300, the $\mu_r = 2300$, based on [26], and based on the Bode diagram (Fig. 6), it is observed that the gain is 13.8 dB. The characteristic response of mur2300 is almost the same for PAD, once changing $\mu_r$ (Table 3) does not change the reactive parameters (Tables 5 and 6). Thus, this ends up causing an overlapping in the PAD response curve (Fig. 6).

The RLNmur’s gain reaches 17.3 dB in the Bode diagram (Fig. 6), corresponding to the intermediate response between the PAD, mur2300, and RL250 models, regarding the characteristics of the reactive parameters.

### 4. HFCT performance evaluation

Based on the simulation results presented in Section 3.3, It has been considered a decrease in magnitude and an increase in BW with increased windings in the secondary circuit (model N30). In the model N30, there is a phase advance concerning frequency. Also, it was found that increasing the value of $\mu_r$, in the case of mur2300, did not lead to a considerable change in magnitude and phase response, compared to PAD. However, to complement the HFCT performance evaluation analysis, the mean squared error (MSE) and cross-relation (XCORR) were considered.

#### 4.1. Data analysis evaluation metrics

Two metrics have been used in this paper, the MSE and XCORR, between signals obtained ($Z(i)$) and the input signals ($s(i)$) (refer to Fig. 1). The MSE is given by [12]:

$$MSE = \frac{1}{N} \sum_{i=1}^{N} |Z(i) - s(i)|^2. \quad (13)$$

The MSE is generally used to assess the degree of distortion caused by removing noise from a signal, so the lower the MSE value, the smaller the error. In contrast, the XCORR coefficient ($\rho_{x\overline{x}}$) is expressed by [12]:

$$\rho_{x\overline{x}}(n) = \sum_{i=0}^{N-n-1} s(i).z(i + n). \quad (14)$$

The XCORR coefficient assesses the similarity in the shape of the signals’ wave; it was normalized in order that a zero XCORR factor indicates total asymmetry while an XCORR factor of 1 indicates complete symmetry. Therefore, the XCORR is applied between the $Z(i)$ and $s(i)$ (see Fig. 1) on discrete-time. Also, since this Eq. (14) returns a vector, the sequences of the XCORR have been normalized.

The MSE obtained for all HFCT sensor models it is expressed in Fig. 7. The MSE for the RL250 model (Fig. 7) is the greatest one. On the other hand, increasing the number of windings (N30 model), the similarity between the $s(i)$ and $Z(i)$ (HFCT sensor response) increases, given that the mutual inductance is the highest among the models, $M_e = 1.5 \, \text{mH}$, while in the PAD model the mutual inductance is $M_e = 0.17 \, \text{mH}$, i.e., an increase of 20 in the number of turns of the winding results in an increase of 8.82 times the value of $M_e$ (see Eq. (6)). Furthermore, it has been observed that from SNR = 6 dB, the MSE remains below 1 for all the models excepting RL250. Therefore, in the case of PAD, N30, mur2300, and RLNmur the $Z(i)$ must be at least 2 twice the $s(i)$ to reach an acceptable measurement error.
The XCORR obtained for all HFCT sensor models it is expressed in Fig. 8. The XCORR analysis (Fig. 8) reinforces that the TFs modeled for HFCT sensor models, provides a good performance for an SNR above 6 dB (Fig. 7), and XCORR coefficient values upper 0.5 (e.g. 0.7645 for N30 model).

5. Conclusions and prospects

This paper addressed the physical effects, modelling, and simulation of the high-frequency current transformer (HFCT), applied to time measurements of the partial discharges (PD) under the strong influence of background noises.

Several factors limit the frequency responses of the N30, RL250, mur2300, and RLNmur models. In the real HFCT sensor, the frequency response entails several parameters. The main ones being reactive components with origin in construction and electrical phenomena since a coil has (i) capacitance and (ii) inductance, due to the association of turns. Hence, these reactive components contribute to self-capacitance and self-inductance, respectively. However, state-of-the-art studies describe that the load resistance value must be 50 Ω, due to the resistive coupling with the measuring instruments, to eliminate losses. The present paper employs a variation of up to 250 Ω to verify changes in response to the input signal and performance evaluation under noisy conditions.

Thus, the hypothesis of improvement or deterioration of the HFCT signal response, through a transfer function optimization, for an eventual redefinition of physical and geometrical parameters of the HFCT sensor, can be validated, depending on which parameters are chosen to be changed. Additionally, the HFCT model N30 provided more reliable S-domain values by increasing the number of coil turns adaptively to the noisy signal compared to the other models analyzed, i.e., RL250, mur2300, and RLNmur.

Therefore, the proposed transfer function optimization approach gives a robust pre-processing by changing the features of the HFCT’s electrical circuit and coil construction parameters to reach a high signal-to-noise (SNR) ratio. Furthermore, this paper serves as an inspiration for potential solutions through artificial intelligence. In this way, it is possible to optimize the electrical parameters to obtain ideal characteristics of magnitude and phase in the frequency response to reject different characteristic field noise (onsite measurement).
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