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1 Introduction 

Many know the pleasure of unhealthy habits. Perhaps you enjoy drinking a glass of 
wine or two, smoking a cigarette, or eating a piece of well-glazed cake late at night. 
Unfortunately, many of us also know that these enjoyable habits are bad for our 
health. We are continuously informed of how smoking, overeating, and physical inac-
tivity contribute significantly to the development of various chronic diseases, and how 
these chronic diseases in turn affect our personal well-being as well as indirectly add 
to high health care costs (WHO 2015). ‘But oh well’, I hear myself- and many others 
with me- think, ‘what could possibly be the harm of having just one more piece of this and just one 
more glass of that’, right?  

1.1. Behavior Change Technology for Health and Wellbeing 

To encourage people like me and many others to stick to a healthier lifestyle, a variety 
of technologies have been developed in recent years that aim at health-related behav-
ior change. Such health-related behavior change technologies (BCTs), or persuasive 
technologies for health and wellbeing as they are also often called1, are a class of tech-
nologies that are designed to change a person’s attitude, behavior, or both in relation 
to health and wellbeing (IJsselsteijn et al 2006). These technologies are aimed at health 
promotion or disease management (Orji and Moffatt 2016) and are part of the bigger 
trend of personalized medicine and healthcare which entails a move away from a one 
size fits all model, to healthcare and medicine applications that are tailored to the in-
dividual (Sharon 2017). Two essential aspects form the core of these personalized 
healthcare applications: they are (1) data-driven and (2) focused on participation of 
the individual. In other words, the applications require the active participation of in-
dividuals as generators and contributors of vast amounts of personal data, which is 
subsequently used to target, tailor, and personalize care to each individual’s unique 
profile and experience. These two aspects of data-centeredness and participation of 
the individual lie at the core of health-related BCTs that stimulate users to collect, 
measure, and display data concerning almost any bodily function, mental state, and 
behavioral activity (Sharon 2017).  
 

____________________________________________________________________ 
1 I will be using the terms ‘behavior change technology’ and ‘persuasive technology’ interchangeably 

throughout this dissertation. 
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Examples of health-related BCTs include e.g., Headspace, a meditation and mindful-
ness app that offers a range of meditation exercises to improve users’ mental health 
and happiness; Fitbit, an activity tracker that aims to stimulate and persuade users to 
exercise more; HAPIfork, a smart fork that monitors and tracks the user’s eating habits 
and aims to persuade users to eat more slowly and thereby eat less; MyFitnessPal, a 
calorie counter and diet tracker app, which persuades users to eat healthier and exer-
cise more; Sobriety Counter, an app that persuades users to stop drinking alcohol via 
motivational features such as visualizing the money a user saves by not drinking or 
providing scientific health statistics about the user’s body and how it improves without 
alcohol; the GlowCap, a persuasive medication adherence technology that consists of 
a smart pill bottle and cap that flashes an orange light when a user should take in her 
medication; or MySugr, a diabetes management app, that tracks users’ blood sugar 
and provides them with personal diabetes coaching. These are just a few examples of 
the many health-related BCTs that are currently available. The possible benefits of 
these BCTs are rather straight-forward: they help users to exercise more, achieve 
healthier eating habits, be more mindful, drink less alcohol, adhere to their medication 
schedule, and so forth. The overall hope of these technologies is that they will enable 
people to achieve and maintain healthier habits and lifestyles and to better manage 
disease or chronic conditions. 
 
Despite the various advantages that these health-related BCTs bring about, various 
authors have drawn attention to multiple ethical challenges to which this type of tech-
nology gives rise. Deborah Lupton (2013), for example, has argued that these 
technologies promote a discourse of ‘healthism’. The term healthism refers to “a dis-
course embraced by the socio-economically privileged who are able to position 
‘health’ as a priority in their lives and have the economic and educational resources 
to do so” (2013, p.397). The concern with the discourse of healthism is that the social 
and economic determinants of health are neglected in favor of a focus on ‘empower-
ment’ and ‘taking charge’ of one’s own health. This could have the unwanted outcome 
that people who are not able to partake in the healthism discourse because they lack 
the socio-economic privilege or because they are ill, are viewed as lacking self-respon-
sibility and get positioned as inferior and morally deficient (Lupton 1995; Lupton 
2013; Crawford 2006; Buse 2010). 
 
A related ethical challenge that Lupton (2013) identifies is that these technologies 
might contribute to what she calls a ‘politics of measurement’. By that, Lupton refers 
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to the fact that these technologies are based on quantification, often using complex 
algorithms to process and display the collected data. The data and numbers that these 
technologies produce and subsequently visually display to the users are presented as 
objective and neutral measurements of bodily functions and behavior activity of the 
users. However, as Lupton points out, “the ways in which phenomena are quantified 
and interpreted, and the purposes to which these measurements are put, are always 
implicated in social relationships, power dynamics and ways of seeing” (2013, p. 399). 
The numbers and data visualization produced by these health-related BCTs are thus 
not neutral but instead represent certain value judgements, assumptions and mean-
ings. The idea that the data that are produced by these technologies are not objective 
or neutral but are instead value-laden, is a topic that I will return to shortly in more 
detail.  
 
Another ethical concern, voiced most prominently by Soshana Zuboff (2015; 2019), is 
that the digital environments of many of these technologies commodify and attempt 
to modify our behavior to serve the financial interests of the creators, instead of the 
interests of the users. 
 Furthermore, multiple authors have emphasized privacy concerns: Marjolein Lan-
zing (2019), for example, has pointed out that users surrender “a treasure trove of 
highly sensitive information to these technologies that have nestled themselves com-
fortably within our most intimate spheres” (p.3), while many of these technologies are 
produced by commercial enterprises that sell user data to third parties for financial 
interests (Sax 2020).  
 
Fortunately, over the years multiple authors have worked on ethical guidelines for 
persuasive (health) technologies in order to respond to ethical challenges. Daniel Ber-
dichevsky and Erik Neuenschwander (1999), for example, were the first authors to 
write an account that is entirely dedicated to the ethics of persuasive technology (PT). 
In their account, they distinguish seven ethical principles for PT design and one golden 
rule that they consider most important. Their golden rule states that “the creators of 
a PT should never seek to persuade a person or persons of something they themselves 
would not consent to be persuaded to do” (1999, p.52). This golden rule, according to 
Berdichevsky and Neuenschwander, should be leading in any PT design. Other schol-
ars, such as Andreas Spahn (2011) and Fahri Yetim (2011), have argued for a discourse 
ethics perspective on the development and use of PT, while Janet Davis (2009) has 
argued for the methodological framework of Participatory Design or Value Sensitive 
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Design to be applied to PT. Like Davis, I am in favor of applying the methodological 
framework of Value Sensitive Design (VSD) to persuasive health technologies for be-
havior change. I will elaborate on VSD in the next section of this introduction and 
argue why VSD is such an illuminating approach to ethically assess the design and use 
of these technologies. Right now, however, I want to draw attention to a striking aspect 
that has been absent in the discussion so far.  
 
What struck me most when examining the debate on the ethics of (health-related) per-
suasive technologies, was that as of yet no study had explicitly focused on the ethical 
concerns that arise with the design and use of these technologies for vulnerable people. 
I thought this to be striking since these technologies are designed to help people change 
their attitudes or behaviors; something that is often particularly valuable for vulnerable 
people in order to better cope with their vulnerabilities. For people to cope with their 
vulnerabilities could either mean that they avoid the consequent harm that is likely 
because of their vulnerability or, alternatively, some means of lessening (the degree of) 
their vulnerability itself.  
 Because the ethical significance of vulnerability seemed so relevant in this context, 
and since it was largely missing from the literature, I set out to examine the ethical 
significance of vulnerability in relation to health-related behavior change technologies.  

1.2 . Note on Method 

Before going deeper into the ethical significance of vulnerability, I want to make a 
note on method. This dissertation consists of a philosophical inquiry into moral con-
cepts and ethical values that are of importance in relation to the design and use of 
health-related behavior change technologies. Philosophical inquiry consists of system-
atically examining ideas, concepts and argumentations. In this dissertation, I 
systematically examine moral concepts such as vulnerability, justice and diversity and 
normatively evaluate their significance in relation to the design of emerging health 
and wellbeing technologies. I critically evaluate the limits and strengths of the ethical 
design framework Value Sensitive Design (VSD). And subsequently, I reflect upon the 
normative conditions that are needed for an ethical design framework for health and 
wellbeing technologies based on a systematic reflection of Martha Nussbaum’s capa-
bility theory. In chapter 5 of this dissertation, I take on a “philosopher-investigator” 
approach (Claassen 2011) and I cross the boundary from conceptual theorizing to 
conducting an empirical study wherein I thematically analyze data that I gathered 
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from interviews with various design-experts. This empirical investigation in chapter 5 
informs and enriches the further philosophical theorizing in the concluding remarks.  

1.3. Vulnerability 

Now, what exactly is vulnerability? In the bioethics literature, there are broadly two 
responses to this question. Either vulnerability is conceptualized as (1) an ontological 
condition of humanity, or (2) as a marker for context-specific needs. The first view that 
vulnerability is an ontological condition of humanity links vulnerability to the capacity 
to suffer that is inherent in our human embodiment (Mackenzie et al 2013). This view 
that vulnerability is a universal, inevitable, and enduring aspect of our human condi-
tion to be fragile and susceptible to wounding and suffering is put forward by various 
scholars among which are Martha Fineman (2008), Judith Butler (2004, 2009), 
Alasdair MacIntyre (1999) and Bryan Turner (2006). Other scholars, in turn, have 
advocated the second view that conceptualizes vulnerability as a marker to identify 
specific persons or groups that require extra attention and care. These scholars, among 
which are Robert Goodin (1985), Samia Hurst (2008), and Florencia Luna (2009), 
focus on the contingent susceptibility of particular persons or groups to specific kinds 
of harm or threats by others, instead of focusing on vulnerability as an ontological 
human condition. The difference between the two views is clearly captured by 
Catriona Mackenzie, Wendy Rogers and Susan Dodds, who write: “whereas the on-
tological response to the question ‘What is vulnerability?’ stresses our common 
embodied humanity and equal susceptibility to suffering, this second response stresses 
the ways that inequalities of power, dependency, capacity, or need render some agents 
vulnerable to harm or exploitation by others” (2013, p.6).  
 
Both conceptualizations of vulnerability have their own shortcomings. The ontological 
conception of vulnerability faces the challenge that it obscures rather than enables the 
identification of the context-specific needs of particular groups or individuals within 
populations at risk. Such a conceptualization of vulnerability would thus not be very 
useful when you want to identify the specific ethical concerns that may arise with 
health-related BCTs for particular groups or individuals. The second conceptualiza-
tion of vulnerability would be more useful when you aim to identify the special needs 
of vulnerable people, e.g., with regard to the design and use of BCTs. However, the 
labeling of specific people or groups as vulnerable can create the problem that it might 
lead to unwarranted and unjust paternalistic responses, stereotyping, disqualification, 
or discrimination (Dodds 2008; Luna 2009; Fineman 2008).  
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In order to overcome these shortcomings while at the same time safeguarding the im-
portant features of vulnerability that both conceptualizations capture, Mackenzie, 
Rogers and Dodds (2013) have developed a taxonomy of vulnerability. Their taxon-
omy reconciles both views on vulnerability in a new, overarching conceptualization of 
vulnerability that distinguishes distinct but overlapping kinds of vulnerability (Mac-
kenzie et al 2013). With their taxonomy, Mackenzie, Rogers, and Dodds (2013) 
reconcile the ontological conception of vulnerability with the conception of vulnera-
bility as a marker to identify specific persons and groups that require extra attention 
and care in a taxonomy of vulnerability. Their taxonomy distinguishes different 
sources and states of vulnerability and enables a fine-grained analysis of the sense in 
which vulnerability is both an ontological condition of our humanity and a context-
specific phenomenon. Furthermore, the taxonomy clarifies how vulnerability affects a 
comprehensive range of people in some way or another, and identifies who of them 
have specific needs. The taxonomy is powerful because it helps to clearly identify (1) 
the wrong or harm a person is vulnerable to, (2) the source of this vulnerability, and 
(3) the suitable safeguards that are needed in response.  
 The taxonomy distinguishes two states of vulnerability: vulnerability can be disposi-
tional or occurent. In addition, there are different sources of vulnerability: inherent and 
situational. Inherent sources of vulnerability are intrinsic to the human condition; they 
arise from our corporeality and our affective and social natures. Situational sources of 
vulnerability, on the other hand, are context specific. These sources are caused, or 
exacerbated by, the social, political, economic, or environmental context that a person 
or social group is in. There is also a particular subset of situational sources, namely 
pathogenic vulnerabilities. Pathogenic vulnerabilities can arise when a response intended 
to ameliorate vulnerability has the paradoxical effect of exacerbating existing vulner-
abilities or creating new ones. For example, people with cognitive disabilities who are 
vulnerable due to their care needs are susceptible to pathogenic forms of vulnerability 
such as emotional or physical abuse by their caregivers.  
 Now, sources of vulnerability are problematic when they cause a person or a group 
of persons to experience a diminished capacity to meet or protect their needs or safe-
guard their interests, and are therefore at increased risk of suffering harm or wrong. 
 
I discuss the ethical significance of vulnerability in relation to the design and use of 
health-related BCTs in detail in chapter 2 of this dissertation. Making use of 
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Mackenzie et al.’s (2013) taxonomy, I discuss various harms and wrongs that vulner-
able users2 of BCTs can be susceptible to. Subsequently, I argue what safeguards are 
needed in order to assure that the design and use of these technologies take the vul-
nerabilities of users sufficiently into account, and how users’ interests and autonomy 
can be respected.  
 In the appendix to chapter 2, I examine together with Jenneke Evers the signifi-
cance of taking into account vulnerability for a specific type of health-related 
persuasive technology, namely femtech applications. Femtech entails technologies that 
assist women with their reproductive health. By looking through the lens of vulnera-
bility at three hypothetical personas making use of femtech applications, Evers and I 
argue that these technologies can exacerbate existing vulnerabilities or even create 
new vulnerabilities when insufficient attention is being paid to the ethics of vulnera-
bility in the design and implementation of these apps.  
 In chapter 4, which elaborates on the ethical design framework ‘Capability Sensi-
tive Design’ (CSD), the concept of vulnerability plays a key role as well. How exactly 
vulnerability is a key feature in CSD, and how vulnerability relates to the concepts of 
autonomy and capability, is discussed in more detail at a later stage of this introduc-
tion. Now, I first turn to the topic of ethics by design. 

1.4. Ethics by Design 

Let’s go back for a moment to what Deborah Lupton (2012) earlier described as ‘pol-
itics of measurement’. With the term politics of measurement, Lupton referred to the 
idea that the numbers and data visualizations that personalized health technologies 
such as BCTs present to their users, are to a high extent the result of choices made 
about what data is worthwhile to collect, as well as how that collected data is quantified, 
and in what ways it is interpreted, and subsequently displayed to the users. All of these 
choices represent decisions about what is important to measure, quantify, and present, 

____________________________________________________________________ 
2  Although the labeling of specific people or groups as vulnerable can create the problem of un-

warranted and unjust paternalistic responses, stereotyping, disqualification, or discrimination, 
as pointed out by Dodds 2008; Luna 2009; Fineman 2008, I do make use of the terms ‘vulner-
able people’ and ‘vulnerable users’ throughout this dissertation. The primary reason I have 
chosen to still use these terms despite the criticism that they might have a stigmatizing effect is 
because of readability. I would like to invite the reader, however, to keep in mind that with 
‘vulnerable people’ or ‘vulnerable users’ I refer to people who are (susceptible to) experiencing 
vulnerabilities or (susceptible to) encountering vulnerabilizing factors due to either internal, sit-
uational or pathogenic sources of vulnerability.  
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and what not. In other words: the ways in which these technologies measure, quantify, 
interpret and display data, always represents certain value judgements. Therefore, 
Lupton argues that the numbers produced by these technologies should not be under-
stood as to be neutral or objective, but instead they represent a politics of 
measurement. That is to say: they are value-laden. A health-related BCT consists of 
the solidification of thousands of design decisions that reflect judgements, goals, prior-
ities, and values of the creators. All of these design decisions, whether they concern 
the functionality, usability or aesthetics of the technology, affect what the technology 
is able to do and what not, how that will be available and how not, and for who that 
will be available and for who not.  
 
The awareness that designers make value judgements, and that values can be actively 
supported, or undermined, in technology designs has increased rapidly in recent years 
(Van den Hoven, Vermaas, Van de Poel 2015). In response to this increasing aware-
ness, multiple ‘ethics by design’ approaches emerged (see e.g., Flanagan and 
Nissenbaum 2014; Friedman, Kahn and Borning 2013; Friedman and Hendry 2019). 
These ethics by design approaches all aim to provide practical advice on how to con-
sciously take into account values during the design process. Despite the diversity of 
these approaches, there are three characteristics that all approaches have in common: 
 
(1) Every ethics by design approach shares the claim that “values can be expressed and 
embedded in technology” (Van den Hoven, Vermaas, Van de Poel 2015). That is to 
say: design decisions shape and affect the set of interactions and constraints of a tech-
nology to users, and these decisions can support or undermine various values.  
 
(2) They all share the claim that “conscious and explicit thinking about the values that 
are imparted to our inventions is morally significant” (Van den Hoven, Vermaas, Van 
de Poel 2015). Since technology shapes and alters our lives and societies, it is of moral 
significance to think about the ways in which we want technology to shape human lives 
and societies, as well as reflect upon what we do not want for human-technology inter-
actions.  
 
(3) The claim is shared by all ethics by design approaches that “value considerations 
need to be articulated early on in the process at the moment of the design and devel-
opment when they can still make a difference” (Van den Hoven, Vermaas, Van de 
Poel 2015). This aspect of integrating ethics early on in the design process is important 
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in order to stimulate designers to be explicit about their value commitments and have 
them proactively reflect upon, and account for, the values that they built into their 
design.  

1.5 . Value Sensitive Design 

The most prominent and influential ethics by design approach is Value Sensitive De-
sign (VSD) (Friedman et al 2013; Friedman and Hendry 2019). VSD emerged in the 
early to mid-1990s out of the landscape of computer science and human-technology 
interaction studies (see e.g., Friedman 1997; Friedman and Kahn 2003; Friedman and 
Nissenbaum 1996), with the aim to respond to “the perceived need for a broad-based 
design approach to account for human values and social context” (Friedman and Hen-
dry 2019, p. 14). These early VSD scholars, of whom Batya Friedman and David 
Hendry are the most prominent ones, recognized that the predominant and tradi-
tional focus of engineers and designers had been on functionality, efficiency, usability, 
and affordability. Yet, these VSD scholars emphasized that there is more to technol-
ogy than that (Manders-Huits 2010). As Friedman and Hendry eloquently articulate 
in their recent book on VSD:  

“Technology is the result of human imagination- of human beings envisioning 
alternatives to the status quo and acting upon the environment with the mate-
rials at hand to change the conditions of human and non-human life. As a result 
of this human activity, all technologies to some degree reflect, and reciprocally 
affect, human values. It is because of this deep-seated relationship that ignoring 
values in the design process is not a responsible option” (2019, p.1). 

Therefore, besides paying attention to functionality, efficiency, usability, and afforda-
bility, VSD emphasizes the importance of taking into account values in the 
technological design process. Consequently, the objective of VSD is to address and 
account for values in a “principled and systematic manner throughout the technical 
design process” (Friedman and Hendry 2019, p.4). Now, how does it work? 
 
VSD consists of a tripartite and iterative methodology, which entails a conceptual, 
empirical and technical investigation (Friedman and Hendry 2019). Each of these in-
vestigations is carried out iteratively, mutually informing and being informed by the 
other investigation.  
 The conceptual investigation involves a philosophically informed conceptual anal-
ysis, with the goal to identify and articulate the central values at stake in a particular 
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design context, and the stakeholders that are affected by the technology design (Man-
ders-Huits 2010; Friedman and Hendry 2019). The empirical investigation sets out to 
inform the conceptual investigation on the human context in which the technology is 
situated. Both qualitative and quantitative research methods can be used to examine 
how stakeholders assess the technology in question (Friedman and Hendry 2019). The 
technical investigation explores how the values that are identified and assessed in the 
conceptual and empirical phase, can subsequently be integrated and supported by the 
technical design. This is where VSD has a pre-emptive stance with regard to ethics 
and technology: it purports to incorporate the results of the conceptual and empirical 
phases into the technology design in a proactive way (Friedman and Hendry 2019; 
Manders-Huits 2010). Through these three modes of investigation, which are alle 
three needed to “inform and shape and reshape each other” (Friedman and Hendry 
2019, p.35), VSD provides a method to proactively account for values in a design 
process. One the one hand, VSD “serves as an analytical tool to open up valuation 
processes within technology design and development that are usually black-boxed or 
neglected. On the other hand, it provides a constructive tool that enables and supports 
the realization of specific desired values in the design and development of new tech-
nologies” (Simon et al 2020, p.5). 
 
What I signaled when looking closely into the VSD approach, however, is that alt-
hough VSD is a highly promising approach to ethics of technology design, it faces 
various challenges. Together with Alina Huldtgren, I identified three major challenges 
that VSD faces. In chapter 3 I discuss these challenges in detail, let me now introduce 
them briefly. The first challenge that VSD faces is that the approach obscures the 
voice of its practitioners and thereby risks claiming unfounded moral authority. Prac-
titioners of VSD nowhere in the process need to make explicit their own voice, 
including their own values and normative commitments. This causes the risk that un-
founded and unjustified moral authority is being claimed by the practitioners in the 
VSD process (Borning and Muller 2012; Jacobs and Huldtgren 2018). Although in the 
latest literature on VSD, Friedman and Hendry now do state that “designers are en-
couraged to make their own values, as well as the project vales, explicit and 
transparent throughout the design process” (2019, p.38), it remains unclear how ex-
actly designers should do this. 
 The second challenge that VSD faces is that it takes stakeholder values as leading 
values in the design process, without questioning whether what is valued by stakehold-
ers also ought to be valued. VSD thereby risks conflating facts and values (Manders-
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Huits 2010; Jacobs and Huldtgren 2018). VSD practitioners assume to know what to 
do in a normative sense when knowing empirically what values stakeholders hold, thereby 
risking the naturalistic fallacy (Jacobs and Huldtgren 2018).  
 Thirdly, VSD faces the challenge of not being able to provide normative justifica-
tion for making value trade-offs in the design process (Manders-Huits 2010; Jacobs 
and Huldtgren 2018). In cases where two or more values cannot be realized at the 
same time in a technology design, VSD is not able to provide direction on how de-
signers should prioritize one value over the other.  
 
In chapter 3 of this dissertation, I discuss these challenges in more detail and I set out 
to answer the question how VSD can overcome these challenges. In short, what I 
signaled was that all three challenges arise from the fact that VSD lacks a solid nor-
mative foundation. I therefore argue in chapter 3 that VSD practitioners need to 
complement VSD with an ethical theory in order to overcome these challenges. Be-
cause an ethical theory can provide sources of justification and explicit argumentation 
for moral claims and considerations, which are needed to make principled judgments, 
to avoid conflating facts with values, and to legitimize value trade-offs during the de-
sign process.  
 
After having argued that VSD needs to be complemented with an ethical theory in 
chapter 3, I turn to the question what kind of ethical theory would be best suited to do 
so? Roughly, a distinction can be made between top-down, bottom-up, and mid-level 
ethical theories. In chapter 3, I argue in favor of a mid-level ethical theory to comple-
ment VSD. Mid-level theories often consist of a cluster of pivotal moral principles. 
These principles function as an analytical framework, forming the starting point for 
applied ethics in a specific domain, e.g., biomedical ethics, environmental ethics, or 
ethics of technology. Mid-level principles function as general guidelines for the formu-
lation of more specific rules and are usually regarded as generating “prima facie” 
obligations, i.e., as an obligation that must be fulfilled unless it conflicts with an equal 
or stronger obligation (W. D. Ross 1930). In order to come to concrete action-guid-
ance, principles must be specified. The process of specification consists of reducing the 
indeterminacy of abstract norms by narrowing the scope, which comes down to 
“spelling out where, when, why, how, by what means, to whom, or by whom the ac-
tion is to be done or avoided” (Richardson 1990, p.289). When two rival, but valid, 
specifications of principles conflict with each other, then these conflicting 
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specifications need to be balanced and weighed against each other (Beauchamp and 
Childress 2013). 
 
Although mid-level approaches are not free from criticism, there are two main argu-
ments in favor of why a mid-level theory is the right kind of ethical theory to 
accompany VSD practitioners. Firstly, mid-level approaches are convergent; differ-
ences on the highest level of moral theory most often converge at the level of mid-level 
action guiding principles. As James Sterba puts it: “traditional ethical theories, be they 
Aristotelian, Kantian, Millian, or whatever, have come to be revised and reformed in 
such a way that, at least in their most morally defensible formulations, they no longer 
differ in the practical requirements they endorse” (2005, p.1). For example, a utilitar-
ian and a Kantian deontologist might differ at the foundational level of moral theory, 
these differences ultimately can recede at the level of mid-level moral principles where 
the utilitarian and the Kantian deontologist could agree, for instance, on the im-
portance of the principle of respect for autonomy in a specific practice such as research 
ethics (Arras 2016). In a context where people with various disciplinary backgrounds, 
interests, and priorities have to work together, which often is the case in design-con-
texts, convergence on the practical level is crucial to come to joint decisions.  
 Secondly, mid-level principles can provide action-guidance in concrete cases, in 
contrast to general precepts from classical moral theories that are often too indetermi-
nate to do so. Mid-level principles can provide action-guidance in practice because 
they are a) domain specific, that is, the selection of a cluster of principles often takes 
place after examining considered moral judgments and the way moral beliefs cohere 
in a certain context (Beauchamp and Childress 2013). And b) because through the 
methodological tool of specification, the indeterminacy of abstract norms is reduced 
and content is added to abstract principles, ridding them of their indeterminateness 
and providing action-guiding content for the purpose of coping with complex cases 
(Beauchamp and Childress 2013).  

 
After having argued that VSD should be complemented with a mid-level ethical the-
ory I, of course, had to bite the bullet. In other words; I could not only argue that VSD 
needs a mid-level ethical theory, I now had to explore how exactly that complemen-
tation could be done. I took on this endeavor and explored how VSD could be 
complemented by the mid-level ethical theory of Martha Nussbaum’s capability 
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theory (2000; 2006; 2011).3 This resulted in ‘Capability Sensitive Design’ (CSD), a 
design framework that merges VSD with Nussbaum’s capability theory and over-
comes most of VSD’s challenges. CSD, as I will argue in chapter 4 in more detail, is 
able to normatively assess technology design in general, and technology design for 
health and wellbeing for vulnerable people in particular. 

1.6 . Capability Sensitive Design 

Nussbaum’s capability theory (2000; 2006; 2011) has a substantive normative founda-
tion. The normative foundation of Nussbaum’s capability theory is the claim that to 
assess people’s well-being, one should look at what people are able to do and be -their 
capabilities and functionings- and thus the kind of life that they are effectively able to 
lead. Furthermore, it includes the claim that all people are morally equal and deserve 
a life worth living, which entails that everyone is entitled to ten basic capabilities in 
order to live a worthy life.  
 The specific aim of CSD is to proactively pay attention to the expansion of one or 
more of these ten capabilities from the start of a design process. The added value for 
designers adopting CSD, is that CSD overcomes most of VSD’s challenges and pro-
vides a clear normative foundation for design practices, with practical ethical guidance 
on what capabilities matter and why, and how these capabilities can be expanded in 
concrete technology design.  
 
Now, one can question why Nussbaum’s capability theory is chosen to complement 
VSD and not another mid-level ethical theory such as e.g., Beauchamp and Childress’ 
principlism (2013) or Martin Peterson’s geometric account to moral principles (2017)? 
That is because this thesis focuses on the context of technology design for health, well-
being and behavior change, and it is Nussbaum’s capability theory that seems 
particularly well-equipped to ethically assess technology design for health and wellbe-
ing. In short, that is because the capability theory has as its prime aim to expand 

____________________________________________________________________ 
3  Strictly speaking, Nussbaum herself never identified her capability theory as a mid-level ethical 

theory. However, as will be explained in more detail in chapter 4 of this dissertation, at the core 
of Nussbaum’s theory is the moral principle that all people are morally equal and deserve a life 
worth living, and that all people are morally entitled to at least ten capabilities in order to be 
able to life a worthy life. These ten capabilities as identified by Nussbaum can be understood as 
a cluster of moral principles that function as general guidelines for the formulation of more 
specific rules, and therefore Nussbaum’s capability theory can be interpreted as a mid-level 
ethical theory. 
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people’s capabilities, which corresponds particularly well with Lennart Nordenfelt’s 
influential conceptualization of health as a person’s ability to realize one’s vital goals 
(Nordenfelt, 1986), as well as with the later refinement of that definition by Sridhar 
Venkatapuram (2013) of health as a person’s ability to achieve or exercise a cluster of 
basic human activities or capabilities. Given these influential conceptualizations of 
health, Nussbaum’s capability theory seems well-suited to normatively assess technol-
ogy design for health and wellbeing.  
 Furthermore, the capability theory is of relevance for an ethics of vulnerability, 
which forms another important focus point of this thesis. The capability theory is at-
tentive to vulnerability and human diversity because of its emphasis on people’s 
distinct abilities to convert the resources available to them into achieved functionings. 
That is: on peoples varying personal, social and environmental conversion factors. As 
Catriona Mackenzie argues, it is because of this attention to personal circumstance 
and social and environmental context, that the capability theory is able to provide “a 
fine-grained analysis of the meaning of equality as well as different sources of social 
injustice within a certain context, and the impact that has on people’s opportunities” 
(2013, p.49). It is precisely this fine-grained analysis that fits so well with the taxonomy 
of vulnerability by Mackenzie, Rogers and Dodds (2013) that I discussed earlier. That 
is because, as Mackenzie points out:  

“specific capability deficits can signal sources of occurent or dispositional vul-
nerability and vice versa. The notion of vulnerability also signals the actual or 
potential harm that may result from particular capability deficits and highlights 
the obligation to address those deficits in order to remediate vulnerability” 
(2013, p.50).  

My motivation to choose Nussbaum’s capability theory to complement VSD is be-
cause the theory seems particularly well-equipped to ethically assess technology design 
for health and wellbeing, as well as that the theory is of particular relevance for an 
ethics of vulnerability. In the context of this dissertation, which looks at an ethics of 
technology design for health and wellbeing particularly for vulnerable people, this seems 
most fitting.  
 This does not mean, however, that no other mid-level ethical theory could com-
plement VSD or that Nussbaum’s capability theory is always the best mid-level ethical 
theory to complement VSD. What I argue is that Nussbaum’s capability theory is 
particularly well-suited to complement VSD in the particular context of ethical technol-
ogy design for health and wellbeing for vulnerable people. It is however certainly not 
the case that Nussbaum’s capability theory is the only ethical theory able to 
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complement VSD and I therefore do not deem it required in this dissertation to pre-
sent an overview of arguments why Nussbaum’s capability would be “better” suited 
to complement VSD than any other mid-level ethical theory. 

1.7 . A Designer’s Perspective 

What remains, then, is the ultimate question whether CSD is able to bridge the ‘the-
ory-practice gap’. In other words, whether CSD is practically applicable and of value 
in actual design practice. To find out, Wijnand IJsselsteijn and I entered into dialogue 
with various design-experts on ethics by design in general, and CSD in particular. The 
main objective of our study was to let the design-experts reflect upon the question 
whether the CSD framework could be of practical value in their design (research) 
practice. The study consisted of thematic interviews with nine design-experts, in order 
to explore design-experts’ experiences with designing for values, what they regard as 
the strengths and weaknesses of CSD, and if CSD could be of practical use to their 
design (research) practice. We thematically analyzed these interviews; we identified, 
analyzed and reported themes within the gathered data. The semi-structured inter-
views were recorded, transcribed, and then coded, after which the codes were collated 
into potential themes. IJsselsteijn and I then extensively discussed and refined the po-
tential themes in order to specify the overall story that the analysis tells. The final 
analysis is presented in chapter 5. The main result of our study is that CSD is less 
relevant for steering the design process, but very well accompanies designers in the messy, 
iterative and interactive process that design is. 
 
In the concluding remarks, I reflect upon the challenges that I have raised in this thesis 
and propose ways forward for future research. The concluding remarks are followed 
by an epilogue, in which I freely envision a fictional day in the lives of a design team 
that applies CSD for the first time to a new technology design. 
 
 
 





 

 17 

2 Two Ethical Concerns About the Use 
of  Persuasive Technology for  
Vulnerable People4 

Behaviors that pose health risks such as smoking, overeating, and physical inactivity 
contribute significantly to the development of various serious chronic diseases (WHO 
2015), affecting personal well-being as well as indirectly adding to high health care 
costs. Persuasive technologies for health-related behavior change have been proposed 
as a way to help people reduce or eliminate these behaviors.  
 
Persuasive technology (hereafter PT) is a class of technologies that are designed to 
change a person’s attitude, behavior, or both (IJsselsteijn et al 2006). Important is that 
the standard definition of PT by Fogg prescribes that PTs always bring about voluntary 
change of behavior or attitude (Fogg 2003). Although force and misleading infor-
mation or dishonest communication may persuade as well, the definition of PT by 
Fogg that is endorsed in this chapter explicitly excludes instances of influence by co-
ercion or manipulation from the realm of PT. What exactly the difference is between 
persuasion, manipulation and coercion is elaborated on in the section “Persuasive 
Technology”, as well as how to assure that persuasion by PT excludes any instances 
of coercion or manipulation.   
 Furthermore, this chapter focuses on cases wherein PT is used to persuade persons 
to act in their best interests and in alignment with their personal goals (e.g., to eat more 
healthy). Cases wherein persons are persuaded by PT to act in a manner not in line 
with their own interest (e.g., to spend money on products they do not need) are explic-
itly excluded from the scope of this paper. The paper focuses on instances of 
persuasion by PT in which a user would reasonably consent to both the ends of the 
persuasion (i.e., the target behavior of the PT) as well as the means of the persuasion 
(i.e., the persuasive tools used by the PT to persuade the user to perform the target 
behavior). This is discussed in more detail in the sections “Persuasive Technology” 
and “The Concern of Manipulation and Coercion”.  
 

____________________________________________________________________ 
4  This chapter has originally been published as: Jacobs, N. (2020). Two Ethical Concerns About 

the Use of Persuasive Technology for Vulnerable People. Bioethics. Vol. 34. No.5. pp.519-526. 
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PTs for health and well-being are aimed at health promotion or disease management 
Orji and Moffatt 2016). Examples include HAPIfork, a smart fork that monitors and 
tracks the user’s eating habits and aims to persuade users to eat more slowly; MyFit-
nessPal, a calorie counter and diet tracker app, which persuades users to eat healthier 
and exercise more; Sobriety Counter, an app that persuades users to stop drinking 
alcohol via motivational features such as visualizing the money a user saves by not 
drinking or providing scientific health statistics about the user’s body and how it im-
proves without alcohol; the GlowCap, a persuasive medication adherence technology 
that consists of a smart pill bottle and cap that flashes an orange light when a user 
should take in her medication; or MySugr, a diabetes management app, that tracks 
users’ blood sugar and provides them with personal diabetes coaching.  
 
The use of such PTs can give rise to multiple ethical concerns. As of yet, however, no 
study in the field of persuasive ethics has explicitly focused on the ethical concerns that 
arise with the design and use of PTs for vulnerable people.5 This is striking because PTs 
are designed to help people change their attitudes or behaviors; something that is often 
particularly valuable for vulnerable people in order to better cope with their vulnera-
bilities. For people to cope with their vulnerabilities could either mean that they avoid 
the consequent harm that is likely because of their vulnerability or, alternatively some 
means of lessening (the degree of) their vulnerability itself. With regard to PT, an ex-
ample of the first instance is the GlowCap: a PT that helps people who are vulnerable 
to forgetfulness to adhere to their medication regimen. An example of the second in-
stance is an app that aims to reduce people’s vulnerability to sexual assault by 
providing them exercises to become better at self-defense. Ideally, the degree of the 
vulnerability to sexual assault itself will be lessened over time with the help of the PT.  
 

____________________________________________________________________ 
5  See for example: Berdichevsky, D. and Neuenschwander, E. (1999). ‘Towards and Ethics of Persua-

sive Technology’. Communications of the ACM. Vol. 42. No: 5. pp. 51-58; Davis, J. (2009). ‘Design 
Methods for Ethical Persuasive Computing’. Persuasive ‘09: Proceedings of the 4th International Conference on 
Persuasive Technology.; Yetim, F. (2011). ‘A Set of Critical Heuristics for Value Sensitive Designers and 
Users of Persuasive Systems’. ECIS 2011 Proceedings, Helsinki.; Spahn, A. (2011). ‘And Lead Us (Not) 
into Persuasion...? Persuasive Technology and the Ethics of Communication’. Science and Engineering 
Ethics. Vol. 18. No. 4. pp. 633-650.; Smids, J. (2012). ‘The Voluntariness of Persuasive Technology’. 
In: Bang, M., Ragnemalm, E.L. (Ed.). PERSUASIVE 2012. LNCS, vol. 7284, pp. 123–132. Springer, 
Heidelberg.; Burri Gram-Hansen, S. (2013). ‘Towards an Approach to Ethics and HCI Develop-
ment Based on Løgstrup’s Ideas’. INTERACT ‘09 Proceedings of the 12th IFIP TC 13 International 
Conference on Human-Computer Interaction: Part I. pp. 200-203. 
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In this chapter, I will argue for the need to address the ethical concerns that arise from 
the design and implementation of PTs for vulnerable people, highlighting specific eth-
ical concerns and developing suggestions for ways to deal with them. The chapter 
proceeds as follows: first, the notion of PT is delineated. Second, the concept of vul-
nerability is clarified and I discuss its ethical significance in relation to PT for health 
and well-being. Lastly, I discuss two ethical concerns that arise from the design and 
use of PTs from a vulnerability perspective.  

2.1. Persuasive Technology 

PTs make use of persuasion, but what exactly is persuasion? In the predominant typol-
ogy of influence used in the bioethics literature, persuasion is often understood as 
rational persuasion, meaning influence by reason and argument (Blumenthal-Barby 
2012). Beauchamp and Childress (2013, p.139), for instance, state that in persuasion 
“a person must come to believe in something through the merit of reasons another 
person advances.” Rational persuasion is distinguished in this dominant typology from 
coercion (influence by force, depriving the coerced person of choice entirely) and from 
manipulation (meaning everything in between rational persuasion and coercion) (Blu-
menthal-Barby 2012).   
 Especially ‘manipulation’ is a broad and underdeveloped category in this typology 
and Blumenthal-Barby has rightfully pointed out that this traditional tripartite cate-
gorization of influence used in bioethics literature is “in desperate need of conceptual 
refining and ethical analysis” (2012, p.345). 
 
In order to conceptually refine the categories of persuasion, coercion, and manipula-
tion, I propose the following definitions of each category: I suggest letting go of the 
narrow understanding of persuasion as being solely rational and instead understand 
persuasion in a much broader sense that includes both rational means as well as non-
rational means of influence. Non-rational means of influence includes e.g., framing, 
setting up defaults, changes in choice architecture, playing on emotions, peer pressure, 
or appeals to authority (petty and Cacioppo 1986; Thaler and Sunstein 2008; Blu-
menthal-Barby 2012). Of crucial importance is that persuasion, both by rational as 
well as by non-rational means, never (1) significantly blocks or burdens options, that 
(2) a person is aware of the fact that she is being intentionally influenced, and aware 
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of the mechanisms of that influence, and (3) that the influence is in the best interests 
and in alignment with the personal goals of the person being influenced.6  
 
Manipulation is best understood as defined by Susser, Roesser and Nissenbaum (2018, 
p.22) as: “imposing a hidden or covert influence on another person’s decision-mak-
ing.” The most important distinction between persuasion and manipulation is that the 
latter “disrupts the target’s capacity for self-authorship”, i.e.; someone is being influ-
enced in a way that thwarts their capacity to become aware of this.  
 Coercion, lastly, is to be understood as influencing someone by irresistible treats, 
depriving someone of choice entirely (Susser, Roesser and Nissenbaum 2018). 
 
In standard ethical analysis, coercion is almost always impermissible, except when 
someone forms a threat to self or others (Blumenthal-Barby 2012). Manipulation, in 
which a person’s decision-making power is covertly subverted and their autonomy is 
undermined, is always ethically impermissible. Whether persuasion is ethically per-
missible or not depends on the following two issues: (1) whether the persuasion 
happens in alignment with a person’s own goals and whether the PT sufficiently takes 
into account a person’s interests and needs (this issue is further elaborated on in the 
section “The Concern of Taking Into Account Users’ Interests”). And (2) whether the 
instance of persuasion thwarts a person’s autonomy (this issue is discussed in detail in 
the section “The Concern of Manipulation and Coercion”). 
 

Lastly, one must note that persuasion by technology is different from persuasion by 
humans in several important ways. Firstly, technology does not inherently possess the 
ability to respond to a human being in the same way another human being would. 
This necessitates an explicit consideration of what kinds of responses are desirable. In 
addition, technology is inherently persistent: a computer does not get tired, discour-
aged or frustrated like humans do. Furthermore, technology is ubiquitous and may 
have access to people’s most private locations, like the bed- or bathroom, where a 

____________________________________________________________________ 
6  These three criteria are based upon criteria identified by Thaler, R.H. (2015) ‘The Power of 

Nudges, for good and bad’. The New York Times. Accessed on June 8th 2019 at: https://www.ny-
times.com/2015/11/01/upshot/the-power-of-nudges-for-good-and-bad.html on what 
constitutes a morally permissible nudge. And on the criteria identified by Blumenthal-Barby, 
J.S. (2012). ‘Between Reason and Coercion: Ethically Permissible Influence in Health Care and 
Health Policy Contexts’. Kennedy Institute of Ethics Journal. Vol.22, No.4. pp.345-366. on when 
autonomy and nonargumentative influence are compatible. 
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human persuader would not be allowed to come (Fogg 2003). Technology thus 
changes the game of persuasion, giving rise to new ethical challenges. 

2.2. Dimensions of Vulnerability 

In the bioethics literature, vulnerability has often been conceptualized in two distinct 
ways: either as (1) an ontological condition of humanity, or (2) as a marker for context-
specific needs. 
 
The first view that vulnerability is an ontological condition of humanity entails that 
vulnerability is a universal, inevitable, and enduring aspect of the human condition to 
be fragile and susceptible to wounding and suffering (Fineman 2008). However, the 
problem with such an ontological conception of vulnerability is that it obscures rather 
than enables the identification of the context-specific needs of particular groups or 
individuals within populations at risk. Such a conceptualization of vulnerability is not 
useful when we aim to identify the specific ethical concerns that may arise with PT for 
particular groups or individuals.  
 
In response to this ontological view of vulnerability, others have conceptualized vul-
nerability on the contrary as a marker to identify specific persons or groups that 
require extra attention and care (Levine et al 2004; Luna 2009). This approach to 
vulnerability is more useful when we aim to identify the special needs of vulnerable 
people with regard to the design and use of PT. However, the labeling of specific peo-
ple or groups as vulnerable can create another problem, since it might lead to 
unwarranted and unjust paternalistic responses, stereotyping, disqualification, or dis-
crimination (Mackenzie et al 2013; Meek Lange et al 2013). 
 
Instead of endorsing one of the two abovementioned conceptualizations of vulnerabil-
ity, this chapter endorses a third view to vulnerability that reconciles both previous 
views on vulnerability in a new, overarching conceptualization of vulnerability. This 
third view on vulnerability that is endorsed in this chapter is the view by Mackenzie, 
Rogers and Dodds (2013) who have developed a taxonomy of vulnerability. 

2.3 . Taxonomy of Vulnerability 

Mackenzie, Rogers, and Dodds (2013) have reconciled the ontological conception of 
vulnerability with the conception of vulnerability as a marker to identify specific 



Values and Capabilities 

22 

persons and groups that require extra attention and care in a taxonomy of vulnerabil-
ity. This taxonomy distinguishes different sources and states of vulnerability and 
enables a fine-grained analysis of the sense in which vulnerability is both an ontological 
condition of our humanity and a context-specific phenomenon. Furthermore, the tax-
onomy clarifies how vulnerability affects a comprehensive range of people in some 
way or another, and identifies who of them have specific needs. The taxonomy is pow-
erful because it helps to clearly identify (1) the wrong or harm a person is vulnerable 
to, (2) the source of this vulnerability, and (3) the suitable safeguards that are needed 
in response.  
 
The taxonomy distinguishes two states of vulnerability: vulnerability can be dispositional 
or occurent. In addition, there are different sources of vulnerability: inherent and situational. 
Inherent sources of vulnerability are intrinsic to the human condition; they arise from 
our corporeality and our affective and social natures (Mackenzie et al 2013). Situa-
tional sources of vulnerability, on the other hand, are context specific. These sources 
are caused, or exacerbated by, the social, political, economic, or environmental con-
text that a person or social group is in (Mackenzie et al 2013). There is also a particular 
subset of situational sources, namely pathogenic vulnerabilities. Pathogenic vulnerabili-
ties can arise when a response intended to ameliorate vulnerability has the paradoxical 
effect of exacerbating existing vulnerabilities or creating new ones (Mackenzie et al 
2013). For example, people with cognitive disabilities who are vulnerable due to their 
care needs are susceptible to pathogenic forms of vulnerability such as emotional or 
physical abuse by their caregivers.  
 Sources of vulnerability are problematic when they cause a person or a group of 
persons to experience a diminished capacity to meet or protect their needs or safe-
guard their interests, and are therefore at increased risk of suffering harm or wrong. 

2.4 . Persuasive Ethics from a Vulnerability Perspective 

To indicate the various ethical concerns that could arise for a vulnerable person from 
the use of PT for health-related behavior change, I discuss two examples of such tech-
nologies used by persons that are vulnerable in distinct ways. The first example 
concerns a persuasive medication adherence technology that is used by an older 
woman. The second example concerns a calorie counter app that aims to persuade 
users to lose weight that is used by a young woman with an eating disorder.  
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Miriam and The GlowCap 
The Vitality GlowCap is a persuasive “medication adherence system comprised of a 
smart cap and bottle”.7 “Automated visual and audible alerts during scheduled dosage 
windows signal that it is time for the user to take his or her medications”8, the Glow-
Cap thus intervenes at the right time, making use of the persuasive tool of suggestion. 
Furthermore, the GlowCap makes use of the persuasive tools of self-tracking and sur-
veillance: the user has access to an online portal where she can view her own progress 
report on how well she adhered to her medication regimen. The company behind the 
PT can also send this online progress report to clinicians, care managers, and family 
or friends at the primary user’s behest, who can subsequently act on the information 
provided by the report.  
 
Imagine Miriam, an 88-year-old woman who lives independently at her home. Mir-
iam needs to take various medicines each day in order to lower her bad cholesterol, 
manage her high blood pressure, and deal with osteoporosis, amongst others. How-
ever, Miriam has trouble remembering when she needs to take her medication. The 
GlowCap can assist Miriam to adhere to her medication schedule, which ultimately 
helps Miriam to live independently at home. However, beside this advantage there 
are also serious concerns attached to the use of the GlowCap for a person such as 
Miriam that might cause her to become more vulnerable than she initially was. As 
mentioned, the GlowCap makes use of the persuasive tool of surveillance by creating 
an online progress report on how well Miriam adheres to her medication schedule and 
the company behind the GlowCap can share this online report with clinicians, care 
managers, and family or friends at the primary user’s behest. They can subsequently 
act on the information provided by the report. Due to her age, Miriam relies on the 
care and support of family members and caregivers and this reliance could make Mir-
iam reluctant to refuse granting those caregivers and family member’s access to her 
online data that is gathered by the GlowCap. But being surveilled by family and care-
givers diminishes Miriam’s privacy, and the realization that her family and caregivers 
might act upon the information that is gathered in her online progress report (e.g. 
decide that Miriam is no longer able to live independently at home but needs to go to 
a nursing home, while this is against Miriam’s own will) could render Miriam to feel 
more powerless than she felt before. Thus, although the GlowCap aims to ameliorate 
Miriam’s medication adherence, it might have the negative effect of rendering her to 

____________________________________________________________________ 
7  Accessed on 20-01-2019 at: https://nanthealth.com/vitality/. 
8  Ibid. 
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feel more powerless than she felt before. Without proper attention to the complexities 
of vulnerability, a technology designed with the intent to ameliorate certain vulnera-
bilities may instead become an additional pathogenic source of vulnerability. 
 
Elisa and MyFitnessPal 
Imagine Elisa, a woman in her early twenties who struggles with exercise bulimia.9 
Elisa uses MyFitnessPal, a calorie-counting app that allows users to track and input 
their daily food intake, provides feedback on the number of calories and nutrients 
needed per day, allows users to set weight and nutrient goals and advises on how to 
reach these goals (Levinson et al 2017). Elisa derives her self-worth to a great extent 
from what others think of her and believes she has to meet certain beauty ideals to be 
accepted by others. This is a situational source of vulnerability that Elisa suffers from, 
which makes her susceptible to exercise bulimia. This susceptibility to exercise bulimia 
is an occurent and inherent vulnerability to Elisa. 
 The app MyFitnessPal is designed to help users obtain and maintain healthy 
weight goals; however, research shows that it “is widely used in an eating disorder 
population and is perceived as contributing to eating disorder symptoms” (Levinson 
et al. 2017). MyFitnessPal makes use of the persuasive tool of conditioning: it rewards 
users with trophies or badges for receiving certain health-related goals, and enables 
competition with other users by comparison of your achievements to the achievements 
of others using the app. This community component can be especially triggering for 
people suffering from an eating disorder (ED) since these are competitive illnesses 
(Sharkey 2018). The persuasive tool of conditioning and its competition component 
could push driven eating disorder-sufferers to under-eat or fast longer and more often 
(Sharkey 2018). A real-life ED sufferer explained in an interview that “having an app 
telling me how far I’ve gone just spurs me on to want to fast more” (Sharkey 2018). 
Another real-life ED sufferer testified in the same interview that it could become a 
compulsion to keep track of your calorie intake, logging in multiple times a day to add 
every detail of your diet in the app, “changing what I would eat and plan to eat so that 
it would always be within my ‘acceptable’ calorie range” (Sharkey 2018). For individ-
uals who do not have a dysfunctional relationship with food, an app like MyFitnessPal 
can provide the data and structure that is needed to meet health-related target behav-
iors. For others, like Elisa, it can exacerbate situational and inherent sources of 

____________________________________________________________________ 
9  Exercise bulimia is a subset of the eating disorder bulimia in which a person is compelled to 

exercise in an effort aimed at burning calories to an excessive level that negatively affects their 
health. Accessed on 26-06-2019 at: https://en.wikipedia.org/wiki/Exercise_bulimia. 
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vulnerability and support, or even encourage, unhealthy and harmful behavior with 
potential long-lasting physical and mental consequences. 
 
The examples of Miriam and Elisa highlight various ethical concerns that might arise 
with the use of PT by people who are vulnerable. There are two concerns in particular 
that need close examination and I discuss them below. 

2.5 . The Concern of Taking into Account Users’ Interests 

A concern that clearly comes to the fore in both the example of Miriam’s use of the 
GlowCap, as well as in Elisa’s use of MyFitnessPal, is that the design of these PTs is 
not adequately informed by the experiences, interests or needs of its users. In the case 
of Miriam, the data sharing function of the GlowCap did not adequately take her 
autonomy into account but instead made her feel powerless. In the example of Elisa, 
it became clear that the design of a diet app like MyFitnessPal is not informed by the 
experiences of users who struggle with body image problems and eating disorders.  
 
In order to avoid that a technology takes the needs and interests of users insufficiently 
or inadequately into account, technology design should be informed by the experi-
ences, interests, and needs of prospective users. The aim is to ensure that technology 
design is inclusive and avoids mistaken assumptions about how the technology will be 
used that does not take into account the likely diversity of users. To assure that the 
interests and needs of (vulnerable) users are taken into account, designers have to elicit 
the needs of their prospective users during the design process while keeping two crucial 
aspects in mind, as put forward by Pommeranz et al: “(1) taking real life contexts into 
account and (2) supporting communication between stakeholders and designers” 
(Pommeranz et al 2012). 
 
What goes wrong if designers fail to take into account these two crucial aspects be-
comes clear when we take a critical look at the ‘golden rule’ for PT design that was 
developed by Berdichevsky and Neuenschwander (1999) in their influential article on 
the ethics of persuasive technology. Their golden rule prescribes that as a designer, 
you should never do to others what you don’t want to be done to you. However, for 
this golden rule to be meaningful a designer needs to assume that everyone is more or 
less like her, while they are not. When you design for people who, due to their inherent 
or situational vulnerabilities, do not have the same needs or interests as you do, how 
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does the golden rule then guarantee that you as a designer create what is best not only 
for yourself but also for others?  
 The pitfall is that designers compile an idealized person that is based on their own 
experiences, needs and preferences and take that as their vantage point. Thereby not 
adequately taking real life contexts into account and subsequently providing vulnera-
ble users who differ from this idealized vantage point with less effective attention and 
provisions in the technology design. This pitfall clearly occurs with the design of 
MyFitnessPal, which is aimed at ‘ideal’ individuals who have a functional relationship 
with food and fails to provide effective attention and provisions to vulnerable users 
who have a dysfunctional relationship with food. 
 
Another related pitfall is that designers create interventions aimed to ameliorate the 
inherent or situational vulnerabilities of their intended prospective users, but that these 
interventions have instead the contradictory effect of creating or exacerbating vulner-
ability, for instance by (unintentionally) undermining the autonomy of the user or by 
increasing their sense of powerlessness, as we have seen occur with Miriam and the 
data sharing function of the GlowCap. In order to avoid this pitfall, it is crucial that 
there are adequate tools that support communication between designers and stake-
holders on the values, needs and interests important to these stakeholders.  
 
Taking real life contexts into account and supporting communication between design-
ers and stakeholders can, to a large extent, avoid these pitfalls. When the design of PT 
is informed by the experiences, needs and interests of the (vulnerable) people the tech-
nology is designed for, the pitfalls of unintentionally creating or exacerbating 
vulnerability by design, or the risk of providing vulnerable users with ineffective atten-
tion and provisions by design are minimized. To make sure that a design is indeed 
informed by the experiences, needs and interests of the (vulnerable) people the tech-
nology is designed for, we need adequate elicitation tools. The problem is, however, 
that there is a lack of elicitation tools that support a shared understanding of interests 
between stakeholders and designers, and that support self-reflection by stakeholders 
(Pommeranz et al. 2012). Furthermore, there exist great personal differences in which 
method for expressing needs and interests works best (Pommeranz et al. 2012). This is 
a problem in general, but it is an even bigger problem for vulnerable people in partic-
ular who are often already less able to indicate their needs or protect their interests. 
Thus, what we are in urgent need of is further research on adequate elicitation tools 
that specifically work best for vulnerable people. 
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2.6 . The Concern of Manipulation and Coercion 

To respect a person’s autonomy is to acknowledge a person’s right to hold views, make 
choices and take actions that are based on a person’s own values and beliefs (Beau-
champ and Childress 2013). Respect for personal autonomy is an important value, 
especially in responses to vulnerability. That is, as Mackenzie (2013, p.45) points out, 
because respect for autonomy can “counter the sense of powerlessness and loss of 
agency that is often associated with vulnerability” and because respect for autonomy 
can counter the risks of coercion and manipulation. 
 
The problem with manipulation (i.e., imposing a hidden influence on another person’s 
decision-making and thereby infringing upon their autonomy) and coercion (i.e., in-
fluencing someone by irresistible treats and depriving someone of choice entirely) is 
that it has corrosive effects on a person’s autonomy. In order to protect people’s au-
tonomy, instances of manipulation and coercion should be explicitly excluded from 
the realm of PT.  
 However, the boundary lines between coercion, manipulation and persuasion are 
not always as clear-cut. As already discussed in the section “Persuasive Technology”, 
for PT to exclude instances of manipulation or coercion and to respect a person’s au-
tonomy, PT must meet the following three criteria. A PT may never (1) significantly 
block or burden a user’s options, a PT must (2) make its user aware of the fact that she 
is being intentionally persuaded and make her aware of the tools of persuasion, and 
(3) a PT must persuade a person in alignment to her own personal goals, i.e. a person 
must share the targeted behavioral outcome of the PT.10 Thus for example, in short, 
with a PT that aims to persuade users to exercise more, a user must share this target 
behavior and should be aware that the PT will make use of persuasive tools such as 
sending encouraging messages at the right time and giving rewards for achievements 
in order to persuade the user to exercise more and the user should always have options 
to choose otherwise than the PT suggests or to stop using the PT altogether.   
 

____________________________________________________________________ 
10  These three criteria are based upon criteria identified by Thaler, R.H. (2015) ‘The Power of 

Nudges, for good and bad’. The New York Times. Accessed on June 8th 2019 at: https://www.ny-
times.com/2015/11/01/upshot/the-power-of-nudges-for-good-and-bad.html on what 
constitutes a morally permissible nudge. And on the criteria identified by Blumenthal-Barby, 
J.S. (2012). ‘Between Reason and Coercion: Ethically Permissible Influence in Health Care and 
Health Policy Contexts’. Kennedy Institute of Ethics Journal. Vol.22, No.4. pp.345-366. on when 
autonomy and nonargumentative influence are compatible. 
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For vulnerable people who may, due to various inherent, situational or pathogenic 
sources of vulnerability at play, have a diminished capacity to protect their needs and 
safeguard their interests, it is especially important that a PT meets these three criteria 
and that the technology does not thwart their autonomy. But how can we assure that 
a PT meets these three criteria and that users’ autonomy is respected, and instances 
of manipulation and coercion are excluded? This can be assured by a valid consent 
procedure for PT. 
 
What exactly constitutes a valid consent procedure for PT is a question that requires 

an extensive analysis that exceeds the limits of this chapter. What I provide here is an 

outline of how a consent procedure for PT should look like.   

 
To start with, it must be clear to what exactly users of a PT are consenting to. I distin-
guish four aspects of PTs to which users consent. First, there are the goals and intended 
behavioral outcomes of a PT, e.g., better medication adherence, losing weight, exer-
cise more or drink less alcohol. Secondly, there are the persuasive tools that a PT 
utilizes. Persuasive tools are the strategies that a PT applies to change a user’s attitude 
or behavior. Examples are the persuasive tool of reduction; reducing complex behav-
ior to simple tasks can influence users to perform the desired behavior. Or the 
persuasive tool of self-monitoring; by letting users track their own performance they 
know how well they are performing the target behavior, which increases the likelihood 
that they will continue (Fogg 2003). Thirdly, there are the types of individual interac-
tions of the PT with the user throughout the use of the technology. This can, for 
example, be a tailored text message or a blinking light that indicates that this is the 
opportune moment to perform the target behavior. The fourth aspect that users need 
to consent to is the use and storage of their data by the company behind the PT. In 
order to assure valid consent, a user should give consent to all four aspects of a PT.11 
 
We can account for that via design requirements that make it easy for the user to give 
consent on all four aspects. What I propose is that design requirements for PTs are 
informed by Onora O’Neill’s (2003) conception of consent, since O’Neill has come up 
with a relatively simple conception of consent that appears to be well suited to the 
context of PT. O’Neill has argued that the practice of consent should be understood 

____________________________________________________________________ 
11  This is similar to what is sometimes referred to as ‘separate granular consent options’ in relation to 

the conditions for consent in the European General Data Protection Regulation (GDPR). 
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as a way to prevent that someone is manipulated or coerced. This is assured when 
someone is given a limited amount of accurate and relevant information (thereby as-
suring that someone is not overwhelmed by information) and the person is provided 
with user-friendly ways to extend this amount, thereby checking that they are not ma-
nipulated. As well as easy ways of rescinding consent once given, thereby checking 
that they are not coerced.  
 
O’Neill’s conception of consent can be translated into design requirements for PT. 
Consider the following, somewhat simplified, example: an app that aims to persuade 
users to drink less alcohol. For such a persuasive app to assure valid consent from its 
users, the design requirements for consent should look something like this: a simple 
user interface where the four aspects of the PT are clearly distinguished. When the 
user clicks on ‘intended behavioral outcome’ she sees the target behavior clearly ex-
plained, in this case alcohol intake reduction. The user than sets a specific goal, e.g., a 
maximum of 2 units of alcohol per week. Subsequently, the user needs to answer ‘do 
you consent to this intended outcome?’ with the options ‘yes/no/more info’. After 
ticking on the option ‘more info’ the user is provided with more detailed information 
on the intended behavioral outcome and is again presented with the options yes/no. 
The same mechanism holds for aspect two, where the user is e.g., asked ‘do you con-
sent to the use of the persuasive tool of self-monitoring, which consist of self-tracking 
the amount of alcohol you take in per day?’, again with the options yes/no/more info. 
For the third aspect, i.e., the sort of individual interactions, the user has to answer the 
question ‘do you consent to the app sending you a maximum of five text messages 
throughout the day? Yes/no/more info. Lastly, for the fourth aspect the user has to 
answer the question ‘do you consent to the company behind the app to use and store 
your data?’ Yes/no/more info. 
 Of course, if a user answers ‘no’ to one or several of the aspects, the user should 
still be able to make full use of the PT. Furthermore, the design should be such that it 
is easy for the user to change consent settings at any time to enable the user to rescind 
consent once given12, which is necessary in order to assure O’Neill’s requirement that 
a person is never coerced.  

____________________________________________________________________ 
12  An anonymous reviewer has rightly pointed out that the possibility for users to rescind their consent 

once given could interfere with the goal of keeping users persistent in order for users to achieve 
changes in their behavior or attitude. This is indeed a valid point, but I want to emphasize that it is 
of primary importance to assure that users voluntarily consent to their use of a PT (and if they do no 
longer, they should be able to rescind their consent once given). Only when consent is reasonably 
assured, the goal of keeping users persistent should be obtained. 



Values and Capabilities 

30 

However, unintended outcomes of a PT can complicate consent. Often, it is difficult 
to predict in advance whether a PT will have the intended effect on a user’s behavior, 
since the outcome might differ depending on the individual characteristics of each 
user. Think e.g., of the unintended outcome that the GlowCap had on Miriam’s sense 
of powerlessness, creating a pathogenic source of vulnerability for her. The taxonomy 
of vulnerability calls attention to the fact that various sources of vulnerability affect the 
overall result of an intervention. In addition, the effects of especially dispositional vul-
nerabilities and situational sources of vulnerability, although potentially influential, 
may not be immediately visible. To forestall this problem of unintended outcomes as 
best as possible, it is important to provide a user with easy ways of rescinding consent 
once given. 
 
Furthermore, a person can change over time. In the context of PTs this is especially 
plausible since that is exactly what the technology is after: a change in attitude and 
behavior. This could lead to the situation that a person does not consent anymore to 
one of the four aspects of the PT, like she did at the beginning of her use of the tech-
nology. Again, in order to forestall this problem, it is crucial to provide the user with 
easy ways of rescinding consent once given. 
 
Also, it is important to keep in mind that a consent procedure itself may compound 
(a) source(s) of vulnerability. For example, when the information provided in the con-
sent process is formulated in a way that is hard to understand for people with little 
education. They might find the information that is provided to them hard to under-
stand but at the same time feel the need to make a decision, thereby consenting (or 
not consenting) to something that they do not quite understand. Having to respond to 
something that you do not quite understand could cause the uncomfortable feeling of 
falling short. In such a case, the consent procedure compounds a new pathogenic vul-
nerability. In order to forestall this, the information provided in a consent procedure 
should not only be accurate and relevant as O’Neill has pointed out, but also easy to 
understand. In general, it is important that designers pay attention to the possibility 
that a consent procedure itself may compound new vulnerabilities for (vulnerable) peo-
ple and designers should reflect upon how to forestall this. 
 
Moreover, one could question at a more fundamental level whether we need consent 
requirements with regard to PTs at all? Could someone not just stop using a PT the 
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minute she senses she is no longer voluntarily using it? After all, unlike the decision to 
undergo surgery, the decision to use a PT seems easily reversible.  
 This assumption is based on a misunderstanding, especially with regard to vulner-
able people who might become more easily dependent, due to either psychological 
factors or external pressure, on the workings of a PT. Being dependent on a PT could 
have the result that it is difficult to ‘just stop’ using the PT when you are no longer 
voluntarily using it.  
 Consider the example of a vulnerable person who suffered from a severe burnout 
and is using a PT that aims to reintegrate her in the workplace. For this person it might 
be difficult to stop using the technology since that might complicate her reintegration 
trajectory, although she no longer voluntarily ascribes to the PT. Or consider the fact 
that employers more frequently prescribe the use of PTs to employees. If an employee 
would decide to stop using the technology, it might occur that she herself than has to 
repay the costs made to her employer, leaving her with a hard penalty for opting out.  
 
Lastly, a serious concern with any form of consent procedure (to a larger or smaller 
extent depending on what the procedure looks like) is that users do not really read the 
terms and conditions that a technology or service provides. Instead, Bernal has pointed 
out that users generally scroll down a long page of writing and click ‘OK’ at the end 
to confirm they agree to the terms and conditions, without actually reading them. 
Bernal (2014) calls this “click-wrap consent”, which is close to meaningless. A similar 
point is made by Custers (2016), who points out that people generally don’t read pri-
vacy policies. And if people do read them, they often don’t understand them, or they 
lack the required knowledge to make an informed decision, or they are not offered the 
choice that reflects their preferences. This is a serious complication with consent pro-
cedures that is not easy to solve. However, the consent procedure inspired by O’Neill 
that has been put forward in this chapter is a relatively easy and user-friendly consent 
procedure that lowers the threshold for users to really read, understand, provide, and 
possibly rescind consent when they want to.   
 
To conclude this section, we need design requirements for PTs that assure genuine 
consent by accounting for all four aspects of PTs, i.e. the intended behavioral out-
comes, the persuasive tools, the type of individual interactions between PT and user, 
and the use and storage of user data by the company behind the PT, by giving users a 
limited amount of accurate and relevant information and provide them with user-
friendly ways to extend this amount, thereby checking that they are not manipulated. 
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As well as easy ways of rescinding consent once given, thereby checking that they are 
not coerced. 

2.7 . Concluding Remarks 

I began this chapter by arguing that while PT poses ethical challenges in general, it is 
especially important to pay attention to the challenges it poses for vulnerable people. 
Vulnerability is a complicated concept that is both an ontological condition of our 
humanity and highly context-specific. To better understand vulnerability and how to 
take it into account in the design of PTs, I used the taxonomy of Mackenzie, Rogers, 
and Dodds. This taxonomy enables us to identify (1) the wrong or harm a person is 
vulnerable to, (2) the source of this vulnerability, and (3) the suitable safeguards that 
are needed in response. I subsequently highlighted two ethical concerns that arise 
when designing PTs for vulnerable people: taking into account users’ needs and inter-
ests, and securing user autonomy. I argued that taking into account users’ interests is 
crucial in technology design, but it poses difficult challenges with regard to vulnerable 
users. Future research is needed on interest elicitation tools specifically for people with 
vulnerabilities. With regard to autonomy, I argued that it is crucial to have a notion 
of consent that is suitable to the domain of PT in order to assure that instances of 
manipulation and coercion are excluded from PTs. Such a notion of consent needs to 
assure respect for user autonomy with regard to all four aspects of PT, as well as easy 
ways of rescinding consent once given. Only if these two ethical concerns are carefully 
taken into account in the design and implementation of PTs for health and well-being, 
are these technologies suitable to be used by vulnerable people.  
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Appendix – The Vulnerabilities of  
Femtech 

Naomi Jacobs and Jenneke Evers13 
 
Femtech is the collective name for apps focused on women’s reproductive health, in-
cluding apps to track your period, to help manage your fertility, or to track and support 
your pregnancy. Femtech is popular: it is the fourth most popular type of app amongst 
adults and the expectation is that by 2023 the femtech market will be worth 50 billion 
US dollar (Frost and Sullivan 2018).14  
 
Femtech promises to empower women by providing them self-knowledge and control 
over their bodies. The period- and fertility tracker Glow, for example, advertises with 
the slogan that users can “simply be in control” of their fertility when they use the app. 
The period- and ovulation tracker Clue proclaims that it helps women to “demystify” 
their menstrual cycle. However, despite these promises of self-knowledge and control, 
these apps raise serious concerns. These concerns become most clear when we look at 
them through the lens of vulnerability. Vulnerability indicates a person’s diminished 
capacity to meet or protect her needs or safeguard her interests, putting her at in-
creased risk of suffering harm or wrong (Jacobs 2020). Explicitly paying attention to 
vulnerability in relation to femtech, enables us to signal users’ increased risks of suffer-
ing harm, which, as we argue, is ethically significant. 
 
Mackenzie, Rogers and Dodds (2013) have created a taxonomy of vulnerability that 
provides insight into the various sources of vulnerability; i.e., inherent, situational or 

____________________________________________________________________ 
13  This appendix has originally been published as: Jacobs, N. and Evers, J. (2019). De Kwetsbaar-

heid van Femtech. Podium voor Bio-Ethiek. Vol. 26. No.4. pp.13-15. The idea for this article has 
been a joint idea by Jenneke Evers and me that arose at the workshop “Digital Behavioral 
Technology, Vulnerability and Justice” at LMU and TUM. The elaboration of the original idea 
and the writing of the article has been my contribution. Evers, with her expertise in law and 
digital technologies, particularly contributed to the parts of the article on data usage by femtech 
applications. Together we revised and rewrote parts of the article, which resulted into this 
appendix.  

14  Accessed on April 28th 2021 at: https://ww2.frost.com/event/calendar/2018-frost-sullivan- 
predictions-and-outlook-digital-health/ 
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pathogenic sources of vulnerability. Inherent sources of vulnerability are intrinsic to 
our human condition and have to do with our corporeality and our affective and social 
nature. Situational sources of vulnerability are context-specific; these sources arise, or 
are exacerbated by social, political, economic or environmental conditions. Patho-
genic vulnerabilities, which are a sub-set of situational sources of vulnerability, can 
arise when a response intended to ameliorate vulnerability has the paradoxical effect 
of exacerbating existing vulnerabilities or creating new ones. Although all sources of 
vulnerability as distinguished by Mackenzie, Rogers and Dodds (2013) can be prob-
lematic, we will focus specifically on pathogenic sources of vulnerability. That is 
because pathogenic sources of vulnerability can particularly undermine a person’s au-
tonomy and increase a sense of powerlessness. By applying the taxonomy of 
vulnerability to three hypothetical users of femtech apps, we will argue that these apps 
can form a pathogenic source of vulnerability to its users. By being a pathogenic source 
of vulnerability, these apps can put users at an increased risk of suffering harm or 
wrong and undermine their autonomy, which is ethically problematic. 
 
Hannah, 18-years old 
Hannah is an 18-year-old woman who grew up in a strict religious Christian Re-
formed family. Hannah has been using the app Eve by Glow to track her irregular 
menstrual cycle. She trusts the information that the app is providing her about her 
fertile window and about the days it is “safe” to have unprotected sex without becom-
ing pregnant. Despite this, Hannah has become pregnant unintendedly after having 
sex with her boyfriend. She then decides to undergo an abortion at seven weeks of 
pregnancy.  
 
Hannah is vulnerable in various ways. First of all, her pregnancy was an inherent 
source of vulnerability because pregnancies involve physical risks and Hannah’s irreg-
ular menstrual cycle is an inherent source of vulnerability because it makes (knowledge 
about) her fertile window irregular. Furthermore, Hannah faces situational sources of 
vulnerability because her social circle, including her family and friends, might be 
(highly) critical of abortion because of their religious beliefs. This potential lack of so-
cial support makes Hannah situationally vulnerable. Then there is the app itself, that 
forms a pathogenic source of vulnerability for Hannah since the app does not seem 
able to deal with Hannah’s situation and keeps sending her notifications that her pe-
riod is overdue and that she might be pregnant, although she just had an abortion and 
waits for her menstrual cycle to start again. Hannah may experience these app 
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notifications as painful and saddening, which may cause her to feel even more vulnerable 
than she already was. When Hannah’s cycle starts again, the app automatically adjusts 
all her data averages, with the result that the app’s future algorithmic predictions 
about Hannah’s cycle are no longer accurate (Tiffany 2018). Although promising to 
provide women with knowledge and control, the app fails precisely on that part: it is 
unable to provide Hannah with accurate information because her situation cannot be 
captured by the data-reduced functionalities of the app.  
 
Robin, 28-years old 
Robin identifies as a transgender and makes use of an app to track his menstrual cycle 
in order for him to be both mentally as well as physically prepared for his period. 
Robin’s inherent vulnerability is that his body menstruates although that doesn’t “fit” 
with his experience and perception of his own body. This might make him feel inse-
cure, also in relation to his partner. There are situational vulnerabilities at play for 
Robin as well; disposing a tampon at the men’s toilet causes him stress, and Robin 
prefers being able to discreetly buy tampons at unobtrusive times, not when he is sur-
prised by the start of his period.  
 Most femtech apps are specifically aimed at fertility, and portray the menstrual 
cycle as something “typically feminine”. The app Flo, for example, has a stereotypical 
feminine interface of purple and pink colors and addresses its users with ‘hey girl’. This 
forms a pathogenic vulnerability for Robin, who doesn’t want to be stereotypically 
addressed as a girl. Important to keep in mind is that many femtech applications are 
being developed and designed in a specific socio-cultural context that is being domi-
nated by young white males who are primarily focused on a user group of 
heterosexual, fertile, cis-women (Delano 2015). In other words, the lack of diversity in 
the design teams of these apps, influences -and moreover limits- the functionality as 
well as the intended uses of the design (Hendl, Jansky and Wild 2019). Although some-
one like Robin can benefit greatly from tracking his period, he is to a large extent 
excluded from the design of these apps, which may exacerbate his vulnerability.   
 
Claudia, 38-years old 
Claudia and her wife Anne want to become parents and therefore Claudia undergoes 
IVF-treatment to become pregnant with the help of a sperm donor. She makes use of 
the app Ovia to track her cycle in support of her IVF-treatment. Claudia had chosen 
the app Ovia because her employer, a big multinational, reimburses her gym member-
ship when she makes use of the app. Claudia experiences pressure to bring this IVF-
treatment to a successful end because it is uncertain whether IVF will remain covered 
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for lesbians by Dutch health insurance. This is a situational source of vulnerability for 
Claudia, and partly because of this she makes use of Ovia to help track her cycle with 
the hope of a better chance of success.  
 The community platforms of Ovia cause a pathogenic vulnerability for Claudia; on 
these platforms she reads about all the women who did become pregnant that month 
and this gives Claudia a sense of failure. Furthermore, and perhaps most importantly, 
Ovia sells -in violation with European regulations- her data to her US employer and to 
advertisers (Harwell 2019). Reports in The Wallstreet Journal by journalist Sam Schech-
ner and data scientist Mark Secada (2019) show that data is being sold to third parties, 
like Facebook, as well. Most of these apps do this for advertisement purposes, other 
apps act as ‘data broker’ in data ranging from strictly medical data to data on moods 
and sexual activity. This almost always happens “anonymously” or “aggregated”, as 
the privacy policy of these apps say. What Claudia doesn’t know, however, is that 
when these datasets are combined with other data, they can be traced back to the 
individual. The fact that her employer now possesses this data, may create a new 
vulnerability for Claudia: her temporary contract expires in a year, and these data 
may affect her contract extension (Harwell 2019).15  
 
Concluding Remarks 
What the stories of Hannah, Robin, and Claudia make clear is that users of femtech 

are as diverse as their reasons for using these applications. By looking through the lens 

of vulnerability at the cases of Hannah, Robin, and Claudia, it becomes apparent how 

femtech apps can be a pathogenic source of vulnerability. That is: although these apps 

aim to assist users in tracking their cycles and the like, they can easily exacerbate, or 

create new vulnerabilities for users and thereby undermine their autonomy. The work-

ings of Hannah’s app had the result that Hannah could no longer trust the information 

provided by the app because her real-life experiences could not be captured in the 

app’s design, Robin was being excluded by the design of his app, and the data that 

Claudia shared with her app might be used against her when her contract renewal 

comes up.  

____________________________________________________________________ 
15  Pregnancy discrimination is unfortunately still common. Research by the Netherlands Institute 

for Human Rights (College voor de Rechten van de Mens) has shown that 43% of pregnant 
women have to deal with suspected discrimination because of pregnancy or young motherhood 
(2016). 44% of the women surveyed with an expiring contract, thought their contract was 
probably not renewed because of their pregnancy. 
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We understand it to be the responsibility of designers of femtech applications to thor-

oughly account for diversity in their designs, in order to safeguard that their designs 

won’t exacerbate users’ vulnerabilities or create new ones, nor undermine users’ au-

tonomy. This responsibility of designers has its source in the moral duty to respect 

people’s autonomy, a duty that currently is not sufficiently respected, unfortunately. 

Instead, ideally, femtech would alleviate existing vulnerabilities of users and strengthen 

their autonomy. How designers can give shape to this moral responsibility is discussed 

in chapter 4, where the ethics by design framework ‘Capability Sensitive Design’ is 

presented and discussed in detail.  
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3 Why Value Sensitive Design Needs 
Ethical Commitments 

Naomi Jacobs and Alina Huldtgren16 
 
Value Sensitive Design (VSD) is an approach to the design of technology “that ac-
counts for human values in a principled and comprehensive manner throughout the 
design process” (Friedman et al 2013, p.55). The unique opportunity that the VSD 
approach brings to the fore is a proactive integration of ethics in the design of tech-
nology (Van den Hoven 2008).  
 Although VSD draws on ethical theories to identify values that are relevant for 
technology design (Friedman et al 2013), VSD makes no explicit commitment to par-
ticular ethical theories. This gives rise to multiple critiques to VSD.  
 Manders-Huits argues that VSD cannot provide a “methodological account for 
distinguishing genuine moral values from mere preferences, wishes, and whims of 
those involved in the design process” (2010, p.281). And without such a methodolog-
ical account, VSD practitioners risk attending to an unprincipled or unbounded set of 
values. Albrechtslund (2007) points out that although VSD draws on ethical theory, it 
is not clear “what theories and which values this includes” (p.67). Borning and Muller 
(2012) argue that VSD practitioners, via the rhetorical move of using a disembodied 
voice, claim more authority and impartiality than is warranted in areas in which the 
practitioners’ own normative assumptions may limit exactly those qualities of author-
ity and impartiality. 
 Therefore, we argue, VSD practitioners should make use of an ethical theory com-
plementary to the VSD method. Such an ethical theory can provide sources of 
justification and argumentation for moral claims and considerations, which are 
needed to make principled judgments, to attend to a set of bounded and principled 
values, and to legitimize value trade-offs during the design process. 
 

____________________________________________________________________ 
16  This chapter has originally been published as: Jacobs, N. and Huldtgren, A. (2018). Why Value 

Sensitive Design Needs Ethical Commitments. Journal of Ethics and Information Technology. Vol.23. 
No.1. pp.23-26. Alina Huldtgren contributed to this article by sharing her experiences on work-
ing together with designers and applying the Value Sensitive Design method in practice. Her 
sharing of experience helped me to identify the main challenges of VSD. 
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The chapter proceeds as follows: first, we argue that VSD practitioners’ explicit use of 
an ethical theory to complement the VSD process can resolve the critique that the 
voice and values of researchers and designers engaging in VSD is often insufficiently 
explicit (Borning and Muller 2012). 
 Secondly, we turn to the much-debated topic of whether or not VSD can rely on 
a set of universal values (Borning and Muller 2012; Friedman et al. 2013). We argue 
that by relying too much on empirical studies of universal values, VSD runs the risk 
of committing the naturalistic fallacy, and that an explicit commitment by VSD prac-
titioners to ethical theory can resolve this.  
 Thirdly, we turn to the central question of this paper: what kind of ethical theory 
is best suited to accompany VSD practitioners in the VSD process? We argue for a 
mid-level ethical theory, and discuss several desiderata that are necessary for such a 
mid-level ethical theory to successfully accompany VSD.  

3.1 . The Voice of the Researchers 

Borning and Muller (2012) have pointed out that researchers and designers engaging 
in VSD often fail to make explicit their own part in the design process, including their 
values and normative commitments, and unintentionally claim (unjustified) moral au-
thority or impartiality.  
 It is relevant, however, for participants in a VSD project, or readers of the VSD 
project results, to know what the relevant values of the researchers and designers are, 
as well as the values that are explicitly supported in the project. Making explicit what 
values underlie the development and resulting functionality of a certain technology 
can help to assess the design process, the future impact of a technology on its users, 
and help potential users to choose a technology matching their own values. The most 
evident way to do this is by indicating at the start of the VSD process what moral 
principles the practitioners are making use of and adhere to them throughout the de-
sign process.   

3.2. Universal Values and the Naturalistic Fallacy 

Friedman et al (2013) take the controversial position that certain values are universally 
held and that this fact can provide normative direction in design. Friedman et al. 
(2013) contend that this empirical proposition is grounded in a large body of psycho-
logical and anthropological data.  
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 Whether or not this empirical claim is correct is not the crucial point here. What 
is crucial is that versions of VSD that are heavily informed by this notion run the risk 
of committing the naturalistic fallacy. Advocates of this approach implicitly assume 
that one will know what to do in a normative sense, once one knows empirically whether 
some values are universally held (Manders-Huits 2010). However, even if empirical 
data is able to show that people hold certain values, it is not able to say anything about 
whether people should hold certain values. Ethical theories can provide arguments why 
we should care about certain values, why certain values should be prioritized over 
others, and how to make value trade-offs in case of value conflicts.  
 We agree with Borning and Muller (2012) that VSD does not need to take a posi-
tion on whether or not it is empirically true that certain values are universally held. 
More important is whether VSD can address questions concerning value prioritization 
in the case of value conflicts. We believe that listening to the voices of stakeholders is 
important to identify what values matter and their input may also provide directions 
for value trade-offs. However, as Manders-Huits (2010) points out, when the value 
stances of stakeholders are the normative input for the VSD analysis, then VSD risks 
conflating facts and values. To avoid the naturalistic fallacy, the normative input for 
the VSD analysis should be derived from ethical theory. 

3.3. Ethical Theory 

What kind of ethical theory is best suited to accompany VSD? First, there are ethical 
theories that work with a top-down approach: general precepts are ‘applied’ to partic-
ular cases. For instance, the principle of utility from classical utilitarian theory, or the 
categorical imperative from Kantian theory is applied to a practical problem. An of-
ten-made critique to such top-down approaches is that the abstract principles in 
classical ethical theories, like e.g., the utility principle or Kant’s categorical imperative, 
are extensively indeterminate, i.e. the content of these principles are often too abstract 
to determine specific acts that should (not) be performed (Beauchamp and Childress 
2013). Therefore, it’s doubtful whether these abstract principles from classical ethical 
theories “can be fruitfully ‘applied’ directly, so as to yield univocal answers to complex 
problems of professional practice and public policy” (Arras 2016).  
 
Secondly, there are bottom-up approaches in applied ethics. Such approaches empha-
size that moral certitude (or the best approximation thereof) is to be found on the level 
of specific cases. Instead of using principles from ethical theory, one needs to look at 
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all the particularities of a case. One then compares these details with the details of so-
called paradigm cases, on which we have settled moral judgments, using analogical 
reasoning to make a judgment (Arras 2016). 
 A critique to these bottom-up, casuistic approaches is that they seem to ‘black-box’ 
or obscure moral justification, making it “difficult to provide (an account of) public 
justification of moral judgments” (Van den Hoven 2008, p.54). Another point of cri-
tique is that proponents of bottom-up, casuistic approaches write as if paradigm cases 
speak for themselves or inform moral judgements by their facts alone, however, to 
move constructively from case to case, a recognized and morally relevant norm must 
connect the cases. “All analogical reasoning in casuistry requires a connecting norm 
to indicate that one sequence of events is morally like or unlike another sequence in 
relevant respects” (Beauchamp and Childress 2013, p.401). So understood, casuistry 
requires ethical principles after all in order to give analogical reasoning moral direc-
tion. 
 
Thirdly, there are mid-level approaches that often consist of a cluster of pivotal moral 
principles. These principles function as an analytical framework, forming the starting 
point for applied ethics in a specific domain, e.g., biomedical ethics, environmental 
ethics, or ethics of technology. Mid-level principles function as general guidelines for 
the formulation of more specific rules and are usually regarded as generating ‘prima 
facie’ obligations, i.e., as an obligation that must be fulfilled unless it conflicts with an 
equal or stronger obligation (W. D. Ross 1930). In order to come to concrete action-
guidance, principles must be specified. The process of specification consists of reduc-
ing the indeterminacy of abstract norms by narrowing the scope, which comes down 
to “spelling out where, when, why, how, by what means, to whom, or by whom the 
action is to be done or avoided” (Richardson 1990, p.289). When two rival but valid 
specifications of principles conflict with each other, then these conflicting specifica-
tions need to be balanced and weighed against each other (Beauchamp and Childress 
2013).  
 A critique to such mid-level theories is that ranking, specification, and balancing 
can vary greatly among different people regarding a particular case (Gordon et al 
2011), and that it is unclear how a justified decision between opposing principles in 
such a case is to be made.  
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Although mid-level approaches are not free from criticism, we believe that mid-level 
theory is the right kind of ethical theory to accompany VSD practitioners. Let us ex-
plicate.  
 First, mid-level approaches are convergent; i.e., differences on the highest level of 
moral theory most often converge at the level of mid-level action guiding principles. 
As James Sterba puts it: “traditional ethical theories, be they Aristotelian, Kantian, 
Millian, or whatever, have come to be revised and reformed in such a way that, at 
least in their most morally defensible formulations, they no longer differ in the practi-
cal requirements they endorse” (2005, p.1). For example, a utilitarian and a Kantian 
deontologist might differ at the foundational level of moral theory, these differences 
ultimately can recede at the level of mid-level moral principles where the utilitarian 
and the Kantian deontologist could agree, for instance, on the importance of the prin-
ciple of respect for autonomy in a specific practice such as research ethics (Arras 2016). 
In a context where people with various disciplinary backgrounds, interests, and prior-
ities have to work together, which often is the case in design-contexts, convergence on 
the practical level is crucial to come to joint decisions.  
 Secondly, mid-level principles can provide action-guidance in concrete cases, in 
contrast to general precepts from classical moral theories that are often too indetermi-
nate to do so. Mid-level principles can provide action-guidance in practice because 
they are a) domain specific, that is, the selection of a cluster of principles often takes 
place after examining considered moral judgments and the way moral beliefs cohere 
in a certain context (Beauchamp and Childress 2013). And b) because through the 
methodological tool of specification, the indeterminacy of abstract norms is reduced 
and content is added to abstract principles, ridding them of their indeterminateness 
and providing action-guiding content for the purpose of coping with complex cases 
(Beauchamp and Childress 2013).  
 
Now, we explore what conditions are necessary for a mid-level ethical theory to suc-
cessfully accompany VSD. The list of desiderata we provide here is, however, not 
meant to be exhaustive. 

3.4. Desiderata for a Mid-Level Ethical Theory 

(1) Explanatory power: the theory should provide us with insight on the purpose and 
status of morality, and on how principles, rules and rights are related to obligations, 
and the like (Beauchamp and Childress 2013). 
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 (2) Justificatory power: the theory should provide grounds of justification and ar-
gumentation for moral claims and considerations. These grounds of justification are 
necessary to make principled judgments and to legitimize value prioritizations. 
 (3) Simplicity and practicability: the practical requirements of the ethical theory 
should be simple, i.e.; the practical requirements should not be so demanding that 
they can only be satisfied by a small number of expert ethicists. We cannot expect 
everyone on the VSD team to possess (or acquire) adequate knowledge of ethical the-
ory. This raises the question who should conduct the ethical analysis during the VSD 
process: ought the ethical reflection to be conducted by an ethicist who joins the design 
team, or by the designers themselves? This is a much-debated topic (Manders-Huits 
and Zimmer 2009; Van Wynsberghe and Robbins 2013) and goes beyond the scope 
of this paper. However, it is important that the ethical theory is as simple and practical 
as possible, so that a broad range of people with interdisciplinary backgrounds can 
understand and apply the theory to practice. 
 
A mid-level ethical theory that meets the abovementioned desiderata is able to solve 
the various problems that VSD currently faces, as discussed at the beginning of this 
paper.  
 First, a mid-level approach can provide a solution to the problem of making ex-
plicit the voice of the researcher at least as well as top-down or bottom-up approaches 
can. Any given mid-level approach influencing the design process can be named and 
justified for use in this particular design context. Designers engaging in VSD thus 
acknowledge they are choosing amongst several different ethical approaches and have 
chosen one on the basis of normative considerations. However, they have not done so 
randomly or merely as a result of their own personal preferences, but in a way that is 
grounded in ethical literature and is uniquely appropriate to the domain.  
 Secondly, mid-level approaches, at least as well as top-down and bottom-up ap-
proaches, avoid risking the naturalistic fallacy because they have the potential to 
critically assess current practices, design choices, and arrangements from a moral 
point of view.  
 Thirdly, mid-level approaches are able to tell us why certain values should be pri-
oritized over others and how to make value trade-offs in case of value conflicts, better 
than top-down or bottom-up approaches are able to. That is because the general pre-
cepts of top-down approaches are often too indeterminate to provide us with clear 
action guidance or decision-making content. And bottom-up approaches lack the abil-
ity to publically justify value prioritizations or value trade-offs because they obscure 
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the moral deliberation process by denying that moral principles play a role in moral 
deliberation at all. 
 
Examples of mid-level ethical theories that meet the abovementioned desiderata are 
the theory of principlism by Beauchamp and Childress (2013), the Capability Ap-
proach (Robeyns 2017), or Martin Peterson’s geometric account to moral principles 
(2017). Which of these mid-level theories is best suited to accompany designers in the 
VSD process is up to further debate.  

3.5. Concluding Remarks 

We believe that VSD practitioners should have the liberty to choose for themselves 
what ethical theory they make use of to complement the VSD analysis. However, we 
hope to have convincingly showed that a mid-level ethical theory that meets above-
mentioned desiderata is most suitable to do so. 
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4 Capability Sensitive Design for 
Health and Wellbeing Technologies17 

In recent years, there has been an increasing awareness of the impact that technology 
design can have on supporting or undermining values.18 This awareness that technol-
ogy design is not value-neutral, but instead embodies moral choices, has led to the 
development of various design methods that explicitly pay attention to values and eth-
ical considerations. One of the most prominent and influential methods is Value 
Sensitive Design (VSD): a design methodology that aims to address and account for 
values in a “principled and systematic manner throughout the technical design pro-
cess” (Friedman and Hendry 2019, p.4). What is unique about VSD is that it 
proactively integrates ethics into technology design (Van den Hoven 2008).  
 Despite being a highly promising approach to ethics of technology design, VSD 
faces various challenges (for a detailed discussion of these challenges see: Borning and 
Muller 2012; Davis and Nathan 2015; Jacobs and Huldtgren 2018; Manders-Huits 
2010). The three most prominent challenges that VSD faces include: (1) obscuring the 
voice of its practitioners and thereby claiming unfounded moral authority; (2) taking 
stakeholder values as leading values in the design process without questioning whether 
what is valued by stakeholders also ought to be valued; and (3) not being able to provide 
normative justification for making value trade-offs in the design process (Jacobs and 
Huldtgren 2018; Manders-Huits 2010). To overcome these challenges, Noemi Man-
ders-Huits (2010) and myself and Alina Huldtgren (Jacobs and Huldtgren 2018) have 
argued that VSD practitioners need to complement VSD with an ethical theory.19 

____________________________________________________________________ 
17  This chapter has originally been published as: Jacobs, N. (2020). Capability Sensitive Design for 

Health and Wellbeing Technologies. Science and Engineering Ethics. Vol. 26. No.6. pp.3363-3391. 
18  Present-day examples of technology design in which values such as fairness or equality were 

undermined include racial discrimination in facial recognition software and algorithmic bias in 
recruiting software tools, while the app I Reveal My Attributes (IRMA) is an example of a soft-
ware design that explicitly supports the value of privacy.  

19  Batya Friedman and David Hendry indicate in their book Value Sensitive Design, Shaping Technology 
With Moral Imagination (2019) that “value sensitive design resists overarching normative direc-
tives, for example, about which ethical theory to adhere to” (p.8). The strength of VSD without 
adherence to an ethical theory, as an anonymous reviewer pointed out, partly lies in its simplic-
ity, versatility and adaptability. However, as this chapter will hopefully convincingly show, there 
are various crucial advantages for VSD when complemented by an ethical theory. Friedman 
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The claim made by Manders-Huits (2010) and Jacobs and Huldtgren (2018) that VSD 
needs to be complemented by an ethical theory is accepted at face value in this paper. 
However, it is important to note that there may be other solutions to the challenges of 
VSD not requiring complementation of an ethical theory, like e.g., the ‘Sen-proce-
dural-VSD-approach’ that Alessandra Cenci and Dylan Cawthorne (2020) argue for. 
However, this chapter focuses on providing the best possible case for and elaboration 
of complementing VSD with Martha Nussbaum’s substantial capability theory20 
(2000; 2006; 2011), leaving the comparison with the Sen-procedural-VSD-approach 
(Cenci and Cawthorne 2020) to be dealt with in later work. By complementing VSD 
with Nussbaum’s capability theory the chapter contributes to the further development 
of VSD in particular, and the domain of ethics of technology design in general. 

 
Various scholars have explored the role of the capability approach (CA) for ethics of 
technology and for designing for values (e.g.: Cawthorne and Cenci 2019; Cenci and 
Cawthorne 2020; Coeckelbergh 2009, 2010; Frediani and Boano 2012; Haenssgen 
and Ariana 2017; Hancke 2016; Johnstone 2007; Mink, Parmar and Kandachar 2014; 
Murphy and Gardoni 2012a, 2012b; Nichols and Dong 2012; Oosterlaken 2013, 
2015a; 2015b; Steen 2016; Zheng 2007, 2009). This chapter contributes to those ef-
forts by providing a systematic investigation of how VSD’s tripartite methodology can 
be combined with the normative foundation of Nussbaum’s capability theory -result-
ing in ‘Capability Sensitive Design’ (CSD) - and providing insight and tools for 
designers and engineers to use to operationalize CSD.  
 Ilse Oosterlaken (2012; 2013; 2015a; 2015b) has taken on a similar endeavor, tak-
ing a capability approach to technology design and indicating this as ‘Capability 
Sensitive Design’. However, Oosterlaken’s endeavor differs from this present en-
deavor because Oosterlaken examines various approaches in the domain of ‘designing 
for values’ broadly conceived, while this present endeavor focuses on ‘Value Sensitive 
Design’ (VSD) (Friedman and Hendry 2019) explicitly.  
 CSD is intended to be useful for ethicists of technology in general, and for designers 
and engineers working on health & wellbeing technology in particular. CSD is partic-
ularly well suited to ethically evaluate technology design for health and wellbeing for 

____________________________________________________________________ 
and Hendry seem to recognize this when they write that: “mechanisms exist through which 
normative elements can be embedded in VSD. For example, a particular ethical theory could 
be employed in a given project, as Aimee van Wynsberghe (2013) did in her application of care 
ethics to robotic assistance in health care” (2019, p.8). 

20  The distinction between the capability approach and capability theories is elaborated on in section 4.1.   
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three reasons. Firstly, the primary focus of CSD on people’s capabilities fits very well 
with the common aim of technology design to enhance and expand what people are 
able to be and do (Oosterlaken 2012; Van den Hoven 2012). Secondly, by putting 
focus on conversion factors, i.e., people’s abilities to converse resources into capabilities, 
CSD is able to account for human diversity (Oosterlaken 2012; 2015a; Toboso 2010; 
2011). Why this is important is elaborated on in more detail in section 4.2. Thirdly, 
CSD is particularly well suited to the domain of technology design for health and well-
being because CSD aims to normatively assess technology design based on whether the 
design expands human capabilities that are identified as valuable. Lennart Nordenfelt 
(1986) and Sridhar Venkatapuram (2013) have proposed to conceptualize health as a 
person’s ability to realize one’s vital goals and to achieve or exercise a cluster of basic 
human activities. Given that we adhere to this conception of health, then CSD seems 
to be particularly suited to normatively assess technology designs for health and well-
being. 
 
The chapter proceeds as follows: first, the distinction between the capability approach 
and capability theories is elaborated on together with the core elements that all capabil-
ity theories share. Secondly, the specifics of CSD are discussed. Thirdly, CSD is 
applied to a hypothetical design case of technology for health and wellbeing: the design 
of a therapy chatbot to help improve people’s mental health. This basic outline of 
CSD illustrates (1) the general CSD framework (2) how CSD can be applied to a (hy-
pothetical) health and wellbeing technology design such as a therapy chatbot, and (3) 
what the merits are of a CSD analysis over the standard VSD approach for health & 
wellbeing technology design. To conclude, the main challenges that CSD faces are 
discussed, followed by how CSD could address these. 

4.1 . Capability Approach and Capability Theory 

Since the mid-1940s, the dominant way to measure the overall welfare of a country 
has been to look at Gross Domestic Product (GDP) or Gross National Product (GNP) 
per capita (Dickinson 2011). Amartya Sen (1985), however, famously challenged this 
dominant focus by illustrating empirically how deceiving GDP or GNP per capita can 
be as measures of wellbeing. Instead of looking at GDP or GNP to measure wellbeing, 
the economist and pioneer of the capability approach, argued that one should look at 
what people are able to do and be, and thus the kind of life that they are effectively 
able to lead, when assessing people’s well-being. That is because quantities of or access 
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to resources or goods don’t tell us much about what a person is actually able to be and 
do in one’s life and the real opportunities available to a person (Sen 2009). A visually 
impaired and a visually non-impaired person, for example, would, in a given context 
need different amounts and types of resources to enable them to have the same op-
portunities in life. Thus, although resources are necessary means to wellbeing and 
freedom, we should look at the freedoms and opportunities people have available to 
them when assessing human wellbeing. 

 
Before elaborating on some of the key characteristics of the capability approach, it is 
important to briefly clarify the distinction between the capability approach and capabil-
ity theories as put forward by capability scholar Ingrid Robeyns (2017). Robeyns 
explains that the capability approach is an “open-ended and underspecified frame-
work, which can be used for multiple purposes” (2017, p.29). As an open and general 
idea, the capability approach can be specified or ‘closed’ in many ways. When one 
specifies the approach and puts it to a specific use for a particular purpose, Robeyns 
proposes to speak of a capability theory. In short: there is one capability approach and 
there are many capability theories (Robeyns 2017). 
 My aim in this chapter is to specify the open-ended and underspecified framework 
and put it to use for a specific purpose, namely to ethically evaluate the design of health 
and wellbeing technologies. The capability theory that follows is called ‘Capability Sen-
sitive Design’ (CSD) and consists of a combination of the method of VSD, combined 
with the core elements from the general capability approach and the normative foun-
dation from the specific capability theory developed by Nussbaum (2000; 2006; 2011).  
 The purpose of CSD is to normatively evaluate the design of health and wellbeing 
technology, accounting specifically for human diversity and diminishing (structural) 
injustices in technology design. CSD is intended to be useful for ethicists of technology 
in general, and in particular for designers and engineers working on health & wellbe-
ing technology who aim to design with moral sensitivity. Before elaborating further on 
the specific capability theory of CSD, let me briefly discuss the core elements that all 
capability theories share as put forward by Robeyns (2017). 
 
Functionings and capabilities are the core concepts of every capability theory. Capabilities 
refer to people’s freedoms and the valuable opportunities that one can choose from. 
Functionings refer to what people are actually achieving in terms of beings and doings. 
For example, the opportunity to travel is a capability, while actually travelling is a 
functioning. Thus, functionings are about the actually realized, while capabilities are 
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about the effectively possible (Robeyns 2017). There are functionings and capabilities with 
positive value, as well as negative value (e.g., committing murder). In themselves, func-
tionings and capabilities are neutral concepts. It is subsequently a normative decision 
of the specific capability theory to decide which capabilities are defined as having posi-
tive value. 
 
Another core element is the idea that it should not be taken for granted that resource 
provision leads to increased capabilities or functionings. Instead, the conversion of goods 
and services into what people are actually able to be and do is influenced by personal, 
social, and environmental conversion factors. Conversion factors “determine the degree 
to which a person can transform a resource into a functioning” (Robeyns 2017, p.45).  
 There are three different types of conversion factors: (1) personal conversion factors are 
internal to a person, such as metabolism, physical condition, sex, or intelligence. (2) 
Social conversion factors stem from the society in which one lives, such as public policies, 
social norms, societal hierarchies or power relations related to class, gender, race or 
caste. (3) Environmental conversion factors emerge from the physical or built environment 
that a person lives in (Robeyns 2017, p.46).  
 Think for example of a woman who buys a wearable fitnesstracker to help increase 
her capability of bodily health. This woman could have the personal conversion factor 
of having a sufficient physical condition to be able to walk and run and in that way 
use the fitnesstracker. She might also have the right environmental factors needed, 
such as having broad sidewalks and a park nearby to exercise in. But she might lack 
the social conversion factor needed if she lives in a neighborhood where it is unsafe for 
women to go out on their own. Differences in conversion factors form an important 
source of human diversity, which is a notion of great importance within the capability 
approach and CSD. The notion of human diversity is discussed in more detail in sec-
tion 4.2. 
 
Furthermore, it is important to always be clear whether one values something as an 
end in itself, or as a means to a valuable end. Within each capability theory, the capa-
bilities that are defined as valuable are the ultimate ends. Subsequently, normative 
decisions are made based on the extent to which something -e.g. policies or design 
choices- promotes people’s capability to achieve the functionings they value. However, 
functionings and capabilities are not necessarily the only dimensions of value, many 
capability theories may add additional dimensions of value, such as fairness. The fact 
that there might be other dimensions of value besides capabilities and functionings, 
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indicates value pluralism. Another dimension of value pluralism is the fact that there are 
multiple capabilities and functionings to be valued, rather than just one. A final core 
element of every capability theory is that every human being has equal moral worth 
(Robeyns 2017). 
 
Now that the core elements of all capability theories as put forward by Robeyns (2017) 
are mentioned, it is important to note that these key insights have often been compared 
to (rival) ethical theories such as e.g., utilitarian views, the manifold ethical-political 
theories that pervade contemporary liberal-egalitarian thinking such as John Rawls’ 
(1971) theory of justice, or other multidimensional accounts of wellbeing-related needs 
such as the account of Len Doyal and Ian Gough (1984). To discuss these comparisons 
in depth here would exceed the limits of this paper but I would like to refer to the 
works of e.g., Ian Gough (2014), Ingrid Robeyns (2009), Harry Brighouse and Ingrid 
Robeyns (2010) in which in depth comparisons are made. 

4.2 . Capability Sensitive Design 

The abovementioned core elements are shared by all capability theories. It is now time 
to clarify the specifics of the capability theory of CSD. The specific purpose of CSD is 
to ethically evaluate the design of health and wellbeing technologies. CSD consists of 
a combination of the method of VSD, combined with the normative foundation from 
the specific capability theory developed by Nussbaum (2000; 2006; 2011).  
 
The reason why Nussbaum’s capability theory is chosen to complement VSD (and not 
for example Sen’s procedural capability account (Sen 1992; 1999; 2009)) is because 
VSD faces various challenges that have to do with the fact that VSD is a procedural 
approach that does not make any substantive ethical commitments (Manders-Huits 
2010; Jacobs and Huldtgren 2018). VSD needs complementation of a substantive eth-
ical theory that provides grounds of justification and argumentation for moral claims 
and considerations (Jacobs and Huldtgren 2018) because without such substantive eth-
ical commitments, VSD faces the challenges of (1) obscuring the voice of its 
practitioners and thereby claiming unfounded moral authority; (2) taking stakeholder 
values as leading values in the design process without questioning whether what is 
valued by stakeholders also ought to be valued; and (3) not being able to provide nor-
mative justification for making value trade-offs in the design process (Jacobs and 
Huldtgren 2018; Manders-Huits 2010). Nussbaum’s capability theory provides such 
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needed substantive normative foundation by defending that all people are morally 
equal and deserve a life worth living, which entails that every human being should 
have access to ten central capabilities. By explicitly complementing VSD with this 
substantive normative foundation of Nussbaum’s capability theory, the CSD frame-
work is able to provide sources of justification and argumentation for moral claims 
and considerations, which are needed to make principled judgments, to attend to a set 
of bounded and principled values, and to avoid conflating facts with values (Jacobs 
and Huldtgren 2018). Nussbaum’s capability theory helps VSD to overcome the chal-
lenge of obscuring the voice of its practitioners as well as the naturalistic fallacy, this 
will be elaborated on in further detail in the section ‘Conceptual Investigation’ of this 
chapter. Important to note, as already indicated in the introduction, is that e.g., Cenci 
and Cawthorne (2020) have presented a solution to the challenges of VSD not requir-
ing complementation of a substantial ethical theory, arguing instead for a ‘Sen-
procedural-VSD-approach’. This chapter, however, leaves the comparison with the 
Sen-procedural-VSD-approach (Cenci and Cawthorne 2020) to be dealt with in later 
work and instead focuses on providing the best possible case for and elaboration of 
complementing VSD with Nussbaum’s substantial capability theory. Let us now look 
further into the normative foundation of Nussbaum’s capability theory. 
 
Nussbaum has developed a partial theory of justice based on the moral assumption 
that all people are morally equal and deserve a life worth living. Nussbaum identifies 
ten capabilities that should be available to all human beings. Nussbaum defends these 
ten capabilities as being the moral entitlements of every human being. The ten capa-
bilities are: 
 
“(1) being able to live a normal length of lifespan;  
 
(2) having good health;  
 
(3) maintain bodily integrity;  
 
(4) being able to use the senses, imagination, and think;  
 
(5) having emotions and emotional attachments;  
 
(6) possess practical reason to form a conception of the good;  
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(7) have social affiliations that are meaningful and respectful;  
 
(8) express concern for other species;  
 
(9) able to play;  
 
(10) have control over one’s material and political environment” (2000, p.33). 
 
Important to note here is that Nussbaum’s list of capabilities is often criticized as pa-
ternalistic or illegitimate with the reason that such a list of capabilities should be the 
outcome of a democratic process or a process of public reasoning (Cenci and Caw-
thorne 2020; Claassen 2011). Making a capability list as Nussbaum does -and upon 
which CSD relies- would bypass those people that its theory is to be applied to in 
practice, one could argue (Claassen 2011). A related critique is that a philosopher such 
as Nussbaum cannot possibly know which capabilities are important to people because 
there are epistemological limits to the philosopher’s insights, and thus claiming false 
authority with a list (Claassen 2011). In response to these points of criticism, Nussbaum 
deliberately formulated the ten capabilities on her list at an abstract level, ‘precisely in 
order to make room for the activities of specifying and deliberating by citizens’ (Nuss-
baum 2000, p.79). She emphasizes that the translation of the capabilities into 
implementations, policies -or in this context: design requirements- should take into 
account differences on the specific, local level. The capabilities from Nussbaum’s list 
thus need to be specified in a particular context. Thus, the CSD practitioners together 
with the stakeholders involved provide context-specific specification of the capabilities, 
adding content to the abstract capabilities on the open-ended list. Furthermore, Nuss-
baum emphasizes that her list of ten capabilities is not definite; instead, the list is open 
for discussion and revision (Nussbaum 2000, p. 77). Thus, Nussbaum’s list offers a 
piece of input into the deliberation process, providing us with a stimulus for public 
debate, capability-scholar Rutger Claassen (2011, p.501) points out. Now, a preferred 
strategy for CSD practitioners to make use of Nussbaum’s capability list is put forward 
by Claassen (2011) as the “philosopher-investigator” approach: 

“philosopher-investigators regularly cross the boundaries to gather data in the 
‘real world’ and they may learn from public debates about capabilities, or they 
may even conduct social scientific research to find out which capabilities people 
value most. They will retain their right to construct their theories as they deem 
best; for after all, the fact that a group of people empirically holds the belief that 
realizing capability x is a moral demand does not mean that these beliefs are 
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morally correct. However, with suitable modification, they will allow themselves 
to let the results of their practical investigations influence their theories and 
think the latter enriched by these efforts” (Claassen 2011, p.504-505). 

A good example of this strategy is the research done by Jonathan Wolff and Avner de-
Shalit, who used Nussbaum’s capability list as the basis for in-depth interviews and 
then modified the list to account for the results of these interviews (Wolff and de-Shalit 
2007). Thus, the philosopher-investigator’s strategy provides an answer to the objec-
tion that Nussbaum’s list of ten capabilities might be illegitimate, paternalistic or 
claiming false moral authority because the list is not the mere result of isolated reflec-
tion but is also informed by empirical study and stakeholder analysis, thus drawing 
upon the knowledge of (many) others. A practical tool to assist empirical stakeholder 
analysis could be the use of a set of “capability cards” as developed by Marc Steen 
(2016) which provides input to support CSD practitioners and stakeholders to discuss, 
select and specify the capabilities (from Nussbaum’s list) on which to focus specifically 
in the design context at hand. 
 
Nussbaum’s list of ten capabilities forms the normative foundation of CSD together 
with two moral principles: respecting human diversity and diminishing (structural) in-
justices in technology design. Let me now briefly elaborate on these principles. 
 
Human Diversity and (structural) injustices in technology design 
Each individual has a unique profile of conversion factors, some of which are body-
related, while others are shared with all people from one’s community, and still others 
are shared with people with the same social characteristics, e.g., same gender, class, 
caste, age, or race characteristics (Robeyns 2017, p.113). Taking into account conver-
sion factors -i.e., human diversity- in technology design is important in order to avoid 
potential unjust risks of harm for some user groups (Oosterlaken 2012). 
 Some technology is deliberately designed for a specific user group whose members 
share the same conversion factors, purposefully excluding users that do not share those 
conversion factors. This does not have to be problematic, think e.g., of the design of a 
bicycle for children that is designed to fit the size of boys and girls around the age of 4 
to 6 years old. Most people younger than 4 years-old or older than 6 years will have 
body-related conversion factors that will not enable them to make use of the particular 
bicycle design. This is fairly unproblematic since the design is particularly intended to 
serve a specific user group (children between 4 and 6-years old), taking into account 
their specific conversion factors.  
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However, what I want to focus on here is a much more subtle difficulty concerning 
human diversity in technology design. That is the difficulty that, even though designers 
might not purposefully exclude users from their design, by designing technology that 
is in principle intended for a (large) user group but that not actually serves all members 
of that user group equally because certain conversion factors of people are not suffi-
ciently taken into account, designers may increase a risk of harm for some users to 
which designers are (partially) responsible (Oosterlaken 2012). Let me discuss two ex-
amples. 
 
Recently, the design of a soap dispenser in a public restroom caused astonishment 
when it turned out that the machine only worked on white skin (Lazzaro 2017). The 
designers of the soap dispenser failed to take into account that the infrared sensor of 
the dispenser could not detect darker skin tones. Although the designers did not pur-
posefully exclude people with darker skin tones, the designers did not sufficiently 
consider the bodily conversion factor of people with darker skin tones, even though 
the soap dispenser in principle was designed for people of all skin tones. Failing to 
account for the bodily conversion factor of people with darker skin tones, the design 
has (unintendedly) put these users at an increased risk of harm.21 
 Another example includes the design of cars; in comparison to men, women tend 
to sit further forward when driving because women are on average shorter than men. 
Women’s legs -on average- needs to be closer to reach the pedals and they need to sit 
more upright to see clearly over the dashboard. However, this is not the ‘standard 
seating position’ for which cars are designed. Research by Caroline Criado-Perez 
(2019) has shown that as a result, women are at greater risk of injury when involved 
in a car crash than men. Both of these examples show that although a technology is 
designed for a large user group (respectively including people of all skin tones and men 
as well as women) the technology design fails to sufficiently take into account the rele-
vant conversion factors of all the people in that user group. With the result that these 
people (i.e., respectively people with darker skin tones and women) are not able to 
convert the technology into a mean (as is the case with the soap dispenser for people 
with darker skin tones) or are at an increased risk of injury when making use of the 
technology (women drivers). The failure to sufficiently account for the conversion fac-
tors of all the users in your intended user group is to a large extend a blame on part of 
designers, and it is their responsibility to avoid such injustices occurring in technology 

____________________________________________________________________ 
21  Harm is understood here as experiencing racial discrimination, and of course the harm of not being 

able to properly wash your hands. 
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design by paying more attention to human diversity, i.e., the relevant conversion fac-
tors of all intended users. 
 
Catriona Mackenzie (2013) has drawn a strong connection between human diversity, 
capability deficits, and vulnerability. Mackenzie argues that specific capability deficits 
can signal sources of vulnerability, and vice versa, since “people’s ability to convert 
the resources available to them into achieved functionings will vary according to [...] 
individual differences and external circumstances” (2013, p.50). For example, a 
woman who is a lesbian, may have the capacity for sexual expression but will not 
develop the capability to do so if she is a member of a community that strongly con-
demns same-sex relationships. Furthermore, Mackenzie argues that the notion of 
vulnerability “signals the actual or potential harm that may result from particular ca-
pability deficits and highlights the obligation to address these deficits in order to 
remediate vulnerability” (2013, p.50). The lesbian woman who does not have the ca-
pability to express her sexuality is vulnerable to a range of possible harms, such as 
social ostracism, a decrease in employment opportunities, or being a victim of homo-
phobic violence. If we think that the capability of sexual expression is important22, 
then this capability deficit and the woman’s vulnerability to aforementioned harms 
are unjust and call for action to remediate her vulnerability, Mackenzie rightfully ar-
gues (2013, p.51). 
 Elsewhere I have argued that technology design should explicitly consider the 
needs and interests of vulnerable people (Jacobs 2020). That is because vulnerability 
is to be understood as a diminished capacity to meet or protect ones needs or safeguard 
one’s interests, which could lead to an increased likelihood of suffering harm or wrong 
(Jacobs 2020).  
 
Oosterlaken, who has worked extensively on the relation between technology and ca-
pabilities (2013), has pointed out that the key is to realize that if a technology is 
designed in such a way that for some (vulnerable) user groups the technology will not 
expand their capabilities, the technology design might be morally unjust (Oosterlaken 

____________________________________________________________________ 
22  Important to keep in mind, as rightfully pointed out by an anonymous reviewer, is that values may 

change; new values may emerge, the priority or relative importance of a value may change, the way 
in which a value is conceptualized, as well as how a value is specified may change over time and 
depending on context. In certain times e.g., homosexuality was (and in certain contexts still is) con-
demned. The value of sexual expression in those times and contexts has a different meaning, and the 
corresponding capability and functionings (to sexual expression) may not have not have been consid-
ered acceptable. 
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2013). CSD endorses the ten capabilities identified by Nussbaum (2000) as to have 
moral value and people should be brought to at least a threshold level of these capa-
bilities to lead a dignified life. Now, if a technology design fails to bring a particular 
stakeholder group to the threshold level of one or more of these capabilities, then the 
technology design is not only inadequate but could also be morally unjust. In other 
words: CSD is able to signal whether there is a (structural) injustice at play in a tech-
nology design when a particular stakeholder group for whom the technology is (partly) 
intended is not being brought up to the threshold level of one or more capabilities that 
have been identified to have moral value in the particular design context. 
 Think for example of an architectural design of a town hall, which is a public space 
that is intended to be public for all, that is designed with a two-step stairway in front 
of the entry and a 3-inch-high doorsill at the entry door. For people who are in a 
wheelchair, the stairway and doorsill make the town hall inaccessible to them. For 
people who have difficulty walking, such as people who walk with crutches or elderly 
who walk with a walking stick, the town hall is difficult to access. For people who have 
no difficulty walking, the town hall is easily accessible. CSD endorses the ten capabil-
ities from Nussbaum’s list to have moral value to all people in order for them to live a 
dignified and worthy life. Now, one of the capabilities from Nussbaum’s list that is 
relevant in this context is the capability of having control over one’s environment and 
being able to effectively participate in political and social choices that govern one’s 
life. We now see that people who have no difficulty walking can easily access the town 
hall, a place where political and social choices are made and where one can effectively 
enact on controlling one’s environment. The design of the town hall thus enhances 
the capability of having control over one’s environment for people who have no diffi-
culty walking. For the people who are in need of walking assistance such as crutches 
or walking sticks, the town hall is more difficult to access and we see that for these 
people it is harder to reach the threshold level of being able to have control over one’s 
environment for people. And for the people who are in a wheelchair, the town hall is 
entirely inaccessible which makes it impossible for these people to effectively govern 
their environment by ways of political or social choices that are made in the town hall. 
The design of the town hall thus fails to bring these people to the threshold level of the 
capability to control one’s environment. This makes the design of the town hall not 
only inadequate, but also indicates there is an injustice at play in the design. That is 
because the design of the town hall fails to bring a particular vulnerable stakeholder 
group (i.e., people who experience difficulty with walking), for whom the town hall is 
also intended, to the threshold level of the capability of having control over one’s 
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environment and being able to effectively participate in political and social choices 
that govern one’s life, which is a capability that is identified to have moral value.  

4.3 . CSD and Health & Wellbeing Technology 

Up to this point, the chapter has reflected on why CSD could be well suited to ethically 
evaluate technology design in general. In this section, I briefly elaborate on the reason 
why CSD is well suited to ethically assess technology design for health and wellbeing.  
 
Health has been conceptualized in various ways, most prominently as: (1) absence of 
disease (Boorse 1975); as (2) a state of complete physical, mental, and social well-being 
(WHO 2006); as (3) the ability to adapt and self-manage in the face of social, physical, 
and emotional challenges (Huber and colleagues 2011); as (4) the ability to realize 
one’s vital goals (Nordenfelt 1986); and as (5) a person’s ability to achieve or exercise 
a cluster of basic human activities or capabilities (Venkatapuram 2013). Not only do 
we have various conceptions of health, we also have a variety of health practices. Such 
as the health practices of biomedical research, care for chronically ill patients, pallia-
tive care, reproductive medicine, public policies concerned with health inequalities, or 
the practice of designing technology to enhance health and wellbeing. Given the vari-
ety of the purposes of different health practices, these different practices may need 
different health concepts. Beatrijs Haverkamp, Bernice Bovenkerk and Marcel Ver-
weij (2018) have argued that “it makes sense to take different health concepts as 
appropriate for guiding different practices” (p.382), instead of seeking one ‘overall’ 
conceptual theory of health that applies to all contexts and practices. Haverkamp, Bo-
venkerk and Verweij (2018) argue that if we want a health concept to be relevant for 
a certain health practice, such a health concept should guide the practice in “their 
formulation of and reflection on goals and priorities” (p.382). 
 The practice of technology design to enhance health and wellbeing can be appro-
priately guided by the conceptions of health as formulated by Nordenfelt (1986) and 
Venkatapuram (2013), since these conceptions focus respectively on a person’s ability 
to realize one’s vital goals and a person’s ability to achieve or exercise a cluster of basic 
human activities or capabilities, which corresponds well with technology design that 
aims to enable people’s abilities. Consider technology designs ranging from glasses, 
hearing aids and prostheses that enable and enhance people’s abilities, to technology 
designs such as online applications that help people achieve or maintain a healthy 
lifestyle (e.g., MyFitnessPal or Fitbit), or manage their diabetes (MySugr) or their 
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alcohol consumption (Sobriety Counter) and thereby enable them to achieve their 
goals and abilities.  
 Now, given that the conceptions of health by Nordenfelt (1986) and Venkata-
puram (2013) are most suited to guide the practice of technology design for health and 
wellbeing, then CSD -based on the core elements of the capability approach and the 
normative foundation of Nussbaum’s capability theory in particular- seems to be par-
ticularly well suited to normatively assess such technology designs for health and 
wellbeing. 

4.4 . Applying Capability Sensitive Design 

In what follows the workings of CSD are demonstrated. I propose that CSD follows 
the tripartite and iterative methodology of VSD, which entails a conceptual, empirical 
and technical investigation (Friedman and Hendry 2019). Each of these investigations 
is carried out iteratively, mutually informing and being informed by the other investi-
gation. I will explicate what each of these investigations entails in CSD by discussing 
the example of a hypothetical design case of an AI-based therapy chatbot that aims to 
help people deal with mental health issues such as depression, dysfunctional thinking, 
or anxiety disorders. The following CSD outline illustrates: (1) the general workings of 
CSD, (2) what a new technology design for health and wellbeing such as an AI-based 
therapy chatbot would look like when attention is paid to capabilities right from the 
start of the design process, and (3) what the advantages are of a CSD analysis com-
pared to the standard VSD approach.23 
 
Designing a therapy chatbot for mental health 
Data from the World Health Organization shows that “globally, more than 300 mil-
lion people of all ages suffer from depression” (WHO 2019). While at the same time 
33% of countries worldwide “allocate less than 1% of their total health budgets to 
mental health, with another 33% spending just 1% of their budgets on mental health”, 
furthermore “there is only one psychiatrist per 100 000 people in over half the coun-
tries in the world” (WHO 2001). Partly in response to these alarming data, 
conversational ‘therapy chatbots’ are being introduced into the domain of clinical 

____________________________________________________________________ 
23  By no means is this a fully comprehensive CSD analysis of such a therapy chatbot, instead it is a basic 

outline of a CSD analysis in order to show the general workings of CSD and to illustrate the merits 
that CSD can have over VSD as a design approach, especially in the case of design for health and 
well-being technology. 
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psychology (Hoermann, McCabe, Milne and Calvo 2017; Kretzschmar, Tyroll, Pava-
rini, Manzini, Singh 2019).24 The aim of these therapy chatbots is to assist people in 
dealing with mental health issues such as depression, dysfunctional thinking, or anxiety 
disorders. 
 
One of the first conversational chatbots introduced for mental health was the system 
called ELIZA developed by Joseph Weizenbaum (1966) that “emulated a Rogerian 
psychological perspective and used an early form of AI to engage the user in a dialogue 
of question and answer and asked empathic questions, based on the previous dialogue 
move” (Calvo, Milne, Hussain and Christensen 2017). Present-day therapy chatbots, 
such as Woebot, Wysa and Youper, are now making use of natural language pro-
cessing systems (NLPS). With machine learning algorithms for language processing, 
these therapy chatbots analyze and process large amounts of natural human language 
data, replicate patterns of human interactions and respond based on the knowledge 
database that is available to them at that point in time. Utilizing NLP techniques, these 
therapy chatbots deliver cognitive behavioral therapy (CBT) interventions to users. 
CBT is a therapy that modifies dysfunctional emotions, behaviors and thoughts. 
Online CBT-based interventions have been widely developed and evaluated effec-
tively for the treatment of various mental health issues, such as depression, 
dysfunctional thinking, and eating or anxiety disorders (Barak and Grohol 2011; 
Calvo, Milne, Hussain and Christensen 2017; Kaltenthaler, Brazier, De Nigris, Tu-
mur, Ferriter, Beverly and colleagues 2006). Online CBT interventions include for 
example daily ‘check-ins’ wherein the chatbot engages users in brief conversations 
asking how the user is feeling at that moment, or ‘mood tracking’ that enables users to 
track their moods with the help of emoticons or keywords over a period.  
 

____________________________________________________________________ 
24  One could point out -as an anonymous reviewer rightfully did- that this is essentially a policy problem 

that comes down to the question whether designers should be tasked to make cheaper mental health 
tools or whether policy makers should increase funding for mental health? The value sensitive-alter-
native approach developed by Sarah Spiekermann (2015) invites us to think up valuable alternatives 
to standard technology and calls us to forgo the use of ethically problematic systems and to actively 
seek ethical alternatives to create value. Although this is indeed a crucial issue to consider at the start 
of each design process, in the specific case of the design of a mental health chatbot there are significant 
benefits for users of the technology, such as its 24/7 availability at any place with an internet connec-
tion and its ability to avoid stigmatization attached to frequenting a human mental health care 
professional. Therefore, it can be deemed worthwhile to explore a CSD approach to the design of 
such a mental health chatbot. 
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The aim of therapy chatbots that are making use of CBT interventions is to change 
the attitude and behavior of users for them to better cope with their mental problems 
such as dysfunctional thinking, depression or anxiety disorders. These therapy chat-
bots can therefore be understood to fall in the category of behavior change 
technologies (BCTs). BCTs are technologies intentionally designed to induce behavior 
change in users, making use of various behavior change techniques. Such behavior 
change techniques include e.g. suggestion; intervening with a signal or message at the 
right time (Fogg 2003, p.41). For instance, if it becomes apparent trough the CBT 
intervention of mood tracking that a user is regularly feeling sad in the afternoons, 
then by intervening with the CBT intervention of a ‘check-in’ in the afternoon is the 
‘right time’ to stir a change in behavior of the user. Another behavior change tech-
nique is self-monitoring: through self-tracking their behaviors and moods, users learn 
how well they are performing the target behavior, “increasing the likelihood that they 
will continue to produce the behavior” (Fogg 2003, p.44). A third behavior change 
technique that is often used is that of conditioning: by rewarding target behavior the 
user is enforced “to increase the instances of a behavior or to shape complex behav-
iors” (Fogg 2003, p.49). Woebot, for instance, sends users funny GIFs when they 
answer a question correctly.  
 
Conceptual investigation 
The aim of the conceptual analysis is to: (1) select the capabilities and corresponding 
functionings that are relevant in the particular design context, (2) get clear who the 
stakeholders are that are affected by the technology design, and subsequently (3) iden-
tify what the relevant conversion factors at play are for these stakeholders. 
 
Nussbaum’s list of ten capabilities forms the starting point for the selection of relevant 
capabilities in the particular design context at hand. A practical tool to assist CSD 
practitioners in selecting relevant capabilities from the list could be a set of “capability 
cards” as developed by Steen (2016) which provides input to support CSD practition-
ers and stakeholders to discuss, select and specify the capabilities from Nussbaum’s list 
and help them decide upon which to focus specifically in the design context at hand.25 
The precise specification of the selected capabilities in the technology design will con-
tinue to evolve in the empirical and technical investigations, since CSD follows the 

____________________________________________________________________ 
25  Please recall that Nussbaum’s list is open-ended; it is not definite but open for discussion and revision 

(Nussbaum 2000, p.77) thus it is possible that CSD practitioners and stakeholders agree to design for 
a capability that is not on the list. 
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integrative and iterative methodology of VSD wherein the three phases of investiga-
tion -conceptual, empirical and technical- mutually inform each other.26 
 
In the conceptual investigation, CSD practitioners explore the central issues as well as 
big questions related to the design context at hand. In the case of designing a chatbot 
for mental health, one could think of big challenges such as whether chatbots might 
degrade human friendships since people might confide in technology rather than in 
the people around them once the chatbots are widely available, or whether the chat-
bots might facilitate a future situation in which only the rich will still have access to 
human health care professionals. With tools such as ‘Envisioning Cards’27 CSD prac-
titioners together with stakeholders can reflect on the challenges attached to the design 
context and subsequently select the relevant capabilities to guide them in the design 
process. For example, the capability of having control over one’s material and political 
environment together with the capability of having good health could guide CSD 
practitioners in designing a chatbot that presents us an alternative future situation than 
one in which only the rich have access to human health care professionals. Or the 
capability of having social affiliations with others could guide CSD practitioners in 
designing a chatbot that diminishes the risk that human friendships ultimately de-
grade.  
 
Important to note here is that “design typically concerns products that do not yet exist” 
(Van de Poel 2012, p.296). This causes an epistemological challenge, as Ibo van de 
Poel has pointed out (2012). This entails that CSD practitioners need knowledge both 
of “what constitutes well-being for users and how that well-being might be affected by 
new technologies”, as well as awareness “that such knowledge needs to be translated 
into, for example, design requirements, criteria or technical parameters that can guide 
the design process” (Van de Poel 2012, p.296). Knowledge of the first aspect, on what 

____________________________________________________________________ 
26  A risk rightfully pointed out by an anonymous reviewer is that once a selection of capabilities is 

made, CSD practitioners and stakeholders might overlook the importance of one or more ca-
pabilities that later on in the design process turn out to be of importance as well. This risk can 
be minimized, however, by following the iterative and integrative methodology of CSD that 
emphasizes the importance of moving back and forth between the conceptual, empirical and 
technical investigations and have findings from a later phase in the design process influence 
earlier findings and vice versa.  

27  The Envisioning Cards are a toolkit developed by (Friedman, Nathan, Kane and Lin 2011) that can 
be used for ideation, co-design, heuristic critique, evaluation, and other purposes (Friedman and Hen-
dry 2019, p.85). 
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constitutes wellbeing for users, can be explored with the “philosopher-investigator” 
approach (Claassen 2011) as discussed in section 4.2 of this chapter, a strategy on how 
this knowledge can subsequently be translated into design requirements is presented 
in the ‘technical investigation’ when the concept of the ‘capability hierarchy’ (Van de 
Poel 2013) is discussed.  
 
Another important challenge put forward by Ibo van de Poel (2012) is the problem of 
aggregation, which entails that if wellbeing constitutes plural and incommensurable 
capabilities or values then the challenge presents itself how to aggregate these capabil-
ities into an overall measure of wellbeing. A  possible solution to this challenge is 
recently put forward by Alessandra Cenci and Dylan Cawthorne (2020), who point 
out that what is necessary to circumvent the aggregation problem is “qualitative de-
liberative workshops based on a focus groups research design, since incommensurable 
values-capabilities as well as “aggregated” social/public value naturally emerge from 
small-sized and localized procedures based on face-to-face interpersonal critical dis-
cussion and deliberation” (Cenci and Cawthorne 2020, p.27). A study by Alessandra 
Cenci and Azhar Hussain (2019) points out, however, that “Nussbaum’s rigid and 
over specified list” is less suitable to facilitate this than Sen’s version of the capability 
approach with its “underlying procedural ethics ideal” (Cenci and Cawthorne 2020, 
p.28). However, with the “philosopher-investigator” approach (Claassen 2011) that 
CSD practitioners are recommended to follow, as discussed earlier in section 4.2 of 
this chapter, there is sufficient room for the necessary critical discussion and delibera-
tion among practitioners and stakeholders. 
 
Capabilities 
Now, in the specific context of the design of an AI-based therapy chatbot to help im-
prove people’s mental health, the following capabilities from Nussbaum’s list could be 
identified as relevant: 
 
(1) The capability of being able to live in health, both physically as well as mentally. 
Health, as argued for in section 4.3, can best be understood in this context as a person’s 
ability to realize one’s vital goals and the ability to exercise a cluster of basic human 
activities. 
 
(2) The capability of being able to experience human emotions. Being able to experi-
ence love, grieve, longing, gratitude and justified anger, and not have one’s emotional 
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development blighted by overwhelming fear and anxiety, or by traumatic events of 
abuse or neglect. 
 
(3) The capability of being able to have social affiliations with others. To have the 
social bases of self-respect and non-humiliation, and to engage in various forms of 
meaningful social interactions with other human beings. 
 
(4) The capability of being able to enjoy life, to play, laugh and have fun.  
 
(5) The capability of practical reason, to plan and give direction to one’s life. 
 
(6) The capability of having control over one’s material and political environment. 
 
Functionings 
The functionings that correspond with the selected capabilities include the following: 
the functioning of actually being in good health, both physically as well as mentally, 
the functioning of actually having emotional attachments to others and not be over-
whelmed by experiences of fear or anxiety that limit ones emotional development and 
capacities, the functioning of actually having meaningful and respectful social affilia-
tions and engage with others in social interactions, the functioning of actually enjoying 
oneself and laugh and play, and the functioning of making plans and give actual di-
rection to one’s life.  
 
Important to note is that a technology such as the therapy chatbot should foremost be 
capability enhancing and it should ultimately be up to the user to choose whether or 
not to actually turn a capability into a functioning. However, a technology can steer 
someone in a certain direction; persuading the user to engage with the technology in 
a certain way and perform certain target behavior. For persuasion by technology to 
be ethically permissible, as I have argued elsewhere (Jacobs 2020), it is important that 
persuasion never (1) significantly blocks or burdens options, that (2) a person is aware 
of the fact that one is being intentionally influenced, and aware of the mechanisms of 
that influence, and (3) that the influence is in the best interests and in alignment with 
the personal goals of the person being influenced. If these conditions are met, then it 
is ethically permissible that a technology steers users in a certain direction, aiming that 
they actually turn certain capabilities into functionings. 
 



Values and Capabilities 

66 

Direct and indirect stakeholders 
In the conceptual investigation, CSD practitioners as well identify the relevant direct 
and indirect stakeholders involved. The direct stakeholders are those people who will 
interact directly with the technology or the technology’s output. The indirect stake-
holders are those people who won’t interact with the technology directly but who 
might be impacted by it (Friedman and Hendry 2019). There are various methods 
developed in the empirical social sciences to identify direct and indirect stakeholders, 
it exceeds the scope of this chapter to discuss these methods in detail but I like to refer 
here to the work of Sarah Spiekermann (2015, p.174-175) on identifying stakeholders. 
Furthermore, the inputs and values of stakeholders can be gathered with the help of 
multiple empirical methods such as interviews, surveys, workshops or focus groups 
(Friedman and Hendry 2019; Cenci and Cawthorne 2020). 
 
Direct stakeholders involved with the design of an AI-based therapy bot for mental 
health improvement are people dealing with mental health difficulties and are willing 
to make use of an AI-based therapy bot; these direct stakeholders are the end-users of 
the technology. Indirect stakeholders involved are e.g., health care professionals such 
as psychologists and psychiatrists who might have to deal with patients that are also 
making use of an AI-therapy bot besides their services, or with patients that initially 
replace their services because they turn to the therapy chatbot first. Other indirect 
stakeholders are: family and friends of people suffering from mental health issues that 
will make use of the therapy bot; health insurance companies that want to reduce the 
costs of regular mental health care; employers that want to prevent (long-term) sick 
leave or burn outs amongst employees and are therefore interested in the services of a 
AI-therapy bot for their employees; and governmental policy makers that are working 
on policies to improve public mental health and wellbeing.  
 
Once the stakeholders are identified, they are engaged in the process of discussing, 
selecting and specifying the relevant capabilities and functionings for the design con-
text at hand.  
 
Conversion factors & human diversity 
After identifying the direct and indirect stakeholders, CSD practitioners need to iden-
tify the conversion factors that are at play for these stakeholders. That is: practitioners 
need to get clear what the abilities of these various stakeholders are to convert the means 
of the therapy chatbot into functionings, since people have various abilities to transform a 
resource into a functioning (Robeyns 2017).  
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Due to limitations of space, the focus here will be solely on conversion factors of the 
direct stakeholders: the people who are dealing with mental health difficulties and are 
willing to make use of an AI-based therapy chatbot. The following conversion factors 
can be identified upfront as important to take into consideration: 28 
 
Personal conversion factors that are relevant include (1) the nature and severity of the 
mental illness that a person is suffering from, which might have influence on the per-
son’s receptiveness to (online) therapy; (2) whether or not, or to what degree, people 
are capable of expressing their (troubling) thoughts and feelings into words and write 
them down in conversation with a chatbot; (3) whether or not people are digitally 
literate enough to use a smartphone or computer and interact with an online chatbot. 
 Social conversion factors that are relevant include (1) whether or not there are 
societal norms such that people are comfortable enough to honestly speak about their 
(troubling) thoughts and emotions with someone, or something in the case of the ther-
apy bot; (2) whether or not there exist social stigmas associated with certain mental 
illnesses that make it hard for people suffering from these conditions to speak about 
their experiences; (3) the size and quality of the social network that is available to a 
person, does the person has (many) relatives, friends, or caregivers to rely on? (4) Are 
certain people’s voices not ‘heard’ or undermined on account of their illness, gender, 
sexuality, race, class or age, or because society lacks the concepts to name and 
acknowledge the (mental) symptoms someone is suffering from? In order words, are 
there epistemic injustices (Fricker 2007) at play towards certain (groups of) people in 
society? 
 An environmental conversion factor that is relevant includes whether there is a 
digital infrastructure such that people can easily make use of an online application 
such as an AI-therapy bot at places that they deem comfortable and private enough 
to use the chatbot.  
 
By explicitly focusing on the varieties of stakeholders’ conversion factors (i.e., their 
personal characteristics, social settings and environmental factors), CSD practitioners 
account for the diversity of stakeholders involved. And as already indicated previously, 
accounting for diversity is of crucial importance because when certain stakeholders 

____________________________________________________________________ 
28  By no means is this an exhaustive list of all conversion factors that should be taken into consideration 

since conversion factors depend greatly on context. Thus, more relevant conversion factors will be 
discovered in the empirical investigation when empirical research is being conducted among stake-
holders and prototype testing takes place. 
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are not brought up to a certain threshold level of a capability that has been identified 
as morally relevant, due to the fact that the stakeholder group lacks the required con-
version factor(s) needed to turn the recourse(s) of a technology into a functioning, then 
the technology design not only fails these stakeholders, but might also be morally un-
just.   
 
At this point, it is worthwhile to take a step back, and recall for a moment that VSD 
was facing various challenges when the method is not complemented by an ethical 
theory such as the capability theory by Nussbaum, as was discussed in the introduction 
of this chapter. The reason why it is worthwhile to recall this is because two out of the 
three challenges that VSD was facing without complementation of an ethical theory 
such as Nussbaum’s capability theory, are at this point addressed. 
 
First of all, there was the challenge that practitioners of VSD fail to make explicit their 
own voice in the design process, including their values and normative commitments, 
and thereby cause the risk that unfounded and unjustified moral authority is being 
claimed (Borning and Muller 2012; Jacobs and Huldtgren 2018). Although in the lat-
est literature on VSD Batya Friedman and David Hendry (2019) state that “designers 
are encouraged to make their own values, as well as the project vales, explicit and 
transparent throughout the design process” (p.38) it remains unclear how designers 
should do this. However, by indicating at the start of the design process that the moral 
principles that CSD practitioners are making use of are derived from Nussbaum’s ca-
pability theory, this problem is addressed. From the start of the CSD process it is now 
explicit that practitioners are guided by the moral principle that all human beings are 
equal and worthy of a life worth living -which entails that people have access to ten 
central capabilities- and that human diversity should be respected in technology design 
and (structural) injustices diminished. Now, when practitioners at the start of a new 
design process formulate their values in direct response to the normative input of CSD, 
then their voice and the normative commitments that are being made in the design 
process are explicit and transparent.  
 Secondly, VSD on its own faces the challenge of conflating facts and values. That 
is because the values solicited from stakeholders are taken as leading values in the VSD 
process without questioning whether what is valued by stakeholders, also ought to be 
valued (Jacobs and Huldtgren 2018; Manders-Huits 2010). VSD practitioners often 
assume to know what to do in a normative sense when knowing empirically what values 
stakeholders hold. But as myself and Huldtgren have pointed out: “even if empirical 
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data is able to show that people hold certain values, it is not able to say anything about 
whether people should hold certain values” (Jacobs and Huldtgren 2018). In order to 
avoid the conflation of facts with values -i.e., the naturalistic fallacy- the normative 
input for the VSD analysis should be derived from ethical theory, as argued for by 
Manders-Huits (2010) and Jacobs and Huldtgren (2018). CSD addresses this problem 
by deriving its normative input from Nussbaum’s capability theory and her list of ten 
capabilities, providing CSD practitioners with normative input to argue what ought to 
be valued and thereby addressing the naturalistic fallacy. Important to note is, how-
ever, that CSD advocates the “philosopher-investigator” strategy as put forward by 
Claassen (2011) and discussed earlier in section 4.2. To summarize, this entails that 
CSD practitioners will let the normative input of Nussbaum’s capability theory be 
influenced by the results of empirical stakeholder analyses. For example, by using the 
tool of “capability cards” (Steen 2016) practitioners discuss with stakeholders which 
capabilities from Nussbaum’s list to focus on in the technology design project and how 
to specify these capabilities in the design context. How the role of stakeholders exactly 
takes shape is discussed in more detail in the following paragraph. 
 Finally, a challenge that to this point remains for VSD as well as for CSD is the 
challenge how to make trade-offs in the case of value- or capability conflicts. This 
challenge will be discussed in detail in section 4.5.  
 
Empirical investigation 
The empirical investigation explores if the findings of the conceptual phase correspond 
with the experiences and values of the direct and indirect stakeholders. With the help 
of various empirical methods such as interviews, surveys or focus groups (Friedman 
and Hendry 2019) CSD practitioners develop an understanding of how stakeholders 
are experiencing current provisions and services of mental health care, what stake-
holders currently value and what they are missing, what their initial impressions are 
of a therapy bot, and what conversion factors play a role for them. Furthermore, in 
conversation with the stakeholders, CSD practitioners further specify the selected ca-
pabilities, adding context-specific content to the abstract capabilities. Subsequently, 
based on these findings CSD practitioners can make prototypes of the envisioned tech-
nology that incorporates the results of the conceptual and empirical investigation (how 
this works is explained in the next paragraph). Then, after the making of the first pro-
totype(s) there is, ideally, a second empirical investigation conducted in which the 
prototype is presented to the stakeholders and their assessment of the prototype is ex-
plored, i.e.: whether the stakeholders experience if the technology design sufficiently 
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accounts for the selected capabilities, whether all relevant conversion factors are suffi-
ciently accounted for enabling them to actually turn the technology into a functioning, 
and whether they experience any conflicts between valuable capabilities in the tech-
nology design. Based on these findings, the prototype is adjusted up to the point that 
it finds its ‘ideal’ form, to the extent that is feasible.  
 
Technical investigation 
How are the selected capabilities providing normative guidance in the actual design 
process, i.e.: in the technical part of the design phase? In other words: how do the se-
lected capabilities affect, or even dictate, what tangible design requirements should be 
met in the design of an AI-based therapy chatbot to help improve people’s mental 
health? 
 
Van de Poel (2013) has developed the notion of value hierarchy in order to facilitate the 
translation of values into concrete design requirements for the VSD method. Follow-
ing the workings of Van de Poel’s value hierarchy, we can re-conceptualize the 
hierarchy as capability hierarchy, as proposed by Oosterlaken (2015a). 
 According to Van de Poel “a values hierarchy is a coherence structure that is held 
together by two relations” (2013, p.254). First there is the relation of ‘specification’ by 
which values are translated into norms, and norms into design requirements. Sec-
ondly, there is the relation of ‘for the sake of’ by which design requirements are 
connected to the higher-level elements of norms and values. That is: a design require-
ment is fulfilled ‘for the sake’ of the norm, which is the higher-level element that 
dictates the design requirement, and the norm is fulfilled ‘for the sake of’ the value or 
capability which forms the highest-level element in the hierarchy. A basic outline of a 
capability hierarchy looks like this: 
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Figure 1. Basic outline of a capability hierarchy following the example of Van de Poel’s (2013) 
value hierarchy. 
 
Values, or in the case of CSD: capabilities, are relevant for evaluating the worth or 
goodness of certain things. However, values or capabilities do not directly imply cer-
tain prescriptions or restrictions for action, Van de Poel rightly points out (2013). 
Norms, contrary to abstract values or capabilities, do have a prescriptive character. 
Thus, the aim is to get from an abstract value or capability, to a more specific norm 
that articulates certain prescriptions for or restrictions on action. This translation is 
done with the methodological tool of specification, which is often used in mid-level 
theories. Specification adds context- or domain-specific content to abstract values or 
capabilities. There are two criteria for the adequacy of translating a value or capability 
into norms: the norms should be an appropriate response to the value or capability, 
and the norms should be sufficient to properly respond to or engage with the value or 
capability (Van de Poel 2013). For example: the capability of ‘having social affiliations 
that are meaningful and respectful’, which is identified as a relevant capability for the 
design of a therapy chatbot to help improve people’s mental health, can be specified 
by adding context-specific content such as that people suffering from mental health 
problems often experience an absence of people they can talk to about their thoughts 
and emotions and who can provide them with emotional support. The addition of this 
context-specific information to the abstract capability of ‘having social affiliations that 
are meaningful and respectful’ helps us to formulate more specific norms that are ap-
propriate and sufficient responses to the capability. Such norms could be: ‘A person 
should be able to have confidential conversations’ and ‘A person should be able to 
speak about one’s thoughts and emotions and be listened to’.  
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Figure 2. Detail of capability hierarchy 
 
The next step is to translate these norms into concrete design requirements. The norm 
‘A person should be able to have confidential conversations’ can e.g., be translated 
into the design requirement that the conversations between the user and the chatbot 
are end-to-end encrypted so that no one other than the user has excess to the data that 
is shared in the conversations, thereby assuring that the conversations are confidential 
and private.  
 
A design requirement derived from the second norm ‘A person should be able to speak 
about one’s thoughts and emotions and be listened to’ could be to program the chatbot 
in such a way that it encourages users with brief and daily ‘check-ins’ to ask how the 
user is doing and encourage them to take the time to tell their stories. For example, 
the chatbot Woebot sends out short daily messages asking users questions such as: ‘tell 
me, what are you doing at the moment?’ followed by an emoticon of a pencil. Or: ‘got 
a second to reflect on what you’re grateful for today?’ These brief daily check-ins func-
tion as conversation starters and encourage users to take a moment to write down their 
thoughts and feelings. 
 
Another design requirement derived from this norm could be that users can text ‘SOS’ 
when they want to talk to a human health care professional instead of talking to the 
AI-based chatbot in case of an alarming situation. Chatbots Woebot and Wysa direct 
users to international helplines when they type in ‘SOS’. In addition, chatbot Wysa 
also offers users the option to subscribe for an additional fee to a personal coaching 
plan with a human coach. 
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Figure 3. Detail of capability hierarchy 
 
With the help of the capability hierarchy, CSD practitioners can translate the abstract 
capabilities into concrete design requirements. Subsequently, based on the identified 
design requirements, CSD practitioners then build (a) prototype(s) of the envisioned 
technology and empirically test with the stakeholders whether the prototype suffi-
ciently facilitates the capabilities that are identified as important and whether the 
prototype accounts for the relevant conversion factors at stake for the stakeholders 
involved. Based on these empirical findings technical adjustments can be made.  

4.5 . Challenges for CSD 

The CSD framework, however, faces some challenges, namely the challenge of (1) 
sufficiency, (2) dealing with capability conflicts, and (3) dealing with ‘multistability’. I 
will briefly discuss these challenges and explain how they can best be dealt with. 
 
A first challenge is how to determine whether a design ultimately meets the criteria of 
the capability hierarchy in a satisfactory way. That is: how can CSD practitioners 
determine whether they have accounted for all the norms derived from the selected 
capabilities, and subsequently whether they sufficiently accounted for all the design re-
quirements that can be derived from these norms? This is a persistent issue that 
resurfaces in design approaches in general and there is no satisfying response to the 
issue of sufficiency. The most viable option for CSD is to retrace the capability hier-
archy step by step and to move back and forth between the conceptual, empirical and 
technical investigations, making various iterations in consultation with the relevant 
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stakeholders to see whether the conditions of the capability hierarchy are sufficiently 
met.  
 
A second challenge for CSD practitioners is how to deal with conflicts between capa-
bilities in design contexts. That is: when two or more capabilities cannot be realized 
at the same time in a technology design, how should CSD practitioners prioritize one 
capability over the other?  
 For example, in the design case of the AI-driven therapy chatbot for mental health 
the following conflict between capabilities could occur: as discussed above, the capa-
bility of social affiliation is important in this design context. The capability of social 
affiliation can be translated in the norm ‘a person should be able to have confidential 
conversations’, which in turn could be translated into the design requirement that the 
conversations between the user and the chatbot are end-to-end encrypted so that no 
one other than the user has excess to the data that is shared in the conversations.  
However, the capability of health is also selected as an important capability in this 
design case and the capability of health can be translated into the norm that ‘users 
suffering from mental health issues should be guided by health care professionals that 
have the expertise and skills to assist them’. This norm, subsequently, can be translated 
into the design requirement that the data shared by the user with the chatbot should 
also be monitored by qualified health care professionals in order for them to provide 
users with adequate help in cases of crisis.  
 Now, a conflict arises on the level of design options: one design option favors en-
cryption of user data, while the other design option favors monitoring user data by 
health care professionals. Both design options refer to different capabilities: the design 
option of encryption refers to the capability of affiliation, while the design option of 
monitoring refers back to the capability of health. The question for CSD practitioners 
now is: what design option to favor and thus what capability to choose above the 
other?  
 
Nussbaum has been very clear on the question, stating that each of the ten capabilities 
on her list is important and incommensurable, and thus cannot be traded off against 
another. In the case a capability conflict occurs and not all capabilities can be secured, 
“it becomes a purely practical question what to do next” Nussbaum has stated (2006, 
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p. 175).29 In line with Nussbaum’s position, Van de Poel has proposed “a solution to 
set thresholds for all relevant capabilities and to look for a design that reaches all these 
solutions” (Van de Poel in Oosterlaken 2015a, p.236). Let me elaborate on this solu-
tion. As the example above shows, a conflict occurs on the level of design options that 
in turn refer to norms, which refer to capabilities. Important to note is that the trade-
off here should be made on the level of design options and this is thus the level to look 
for a solution. This is important to keep in mind since one can be convinced that a 
normative decision needs to be made on the level of capabilities, namely what capa-
bility needs to be traded off for the other, while a capability conflict can often “be 
tackled by means of technical innovations”, Jeroen van den Hoven, Gert-Jan Lokhorst 
and Ibo van der Poel (2012, p.144) point out. Capability conflicts may very well have 
creative design solutions that enable us to expand all capabilities concerned rather 
than to make a trade-off between capabilities (Oosterlaken 2015a).  
 
The conflict could be dealt with by various design solutions: think for instance of a 
design solution that ensures encrypted data-sharing while also offering users a ‘red 
panic button’ that users can press when they are in need of a human health profes-
sional to assist them in case of crisis. Another design solution could be to offer users 
encrypted data-sharing while also ask them at the start of using the chatbot to fill in 
an emergency contact that can be contacted in the case there is good reason to think 
the user poses a danger for themself or others. Yet another design solution could be to 
have users take a self-assessment test at the start of their use of the chatbot to determine 
the severity of their mental health issues and to determine whether or not the user is 
at an acceptable level to use the chatbot or whether a user’s issues are so severe that 
one needs to be directed to a human health care professional. Thus, what CSD prac-
titioners should do is come up with various design solutions to a capability conflict, 
which they subsequently pilot with the help of design prototypes among stakeholders 
in a second or third empirical iteration to find out what design solutions works best. 
However, capability conflicts can present themselves also in different ways: not only 
can a capability conflict occur between two capabilities, there is also the possibility 
that a conflict occurs due to interpreting the same capability in two different ways. 
That is: various stakeholders could specify the same capability in different ways, 

____________________________________________________________________ 
29  As Robeyns (2016) has pointed out, “it is striking that very few proposals on selecting and weighing 

or aggregating have been worked out by philosophers based on foundational work on ethical theory.” 
However, it exceeds the scope of this chapter to provide theoretical grounding that resolves the issue 
of conflicting capabilities.   
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seemingly leading to incompatible understandings of that capability and subsequently 
leading to different norms and design requirements that are derived from that under-
standing of the capability.  
 For example, as discussed earlier in this chapter, the capability of health can be 
specified in various ways. That is: the context and domain-specific content that can be 
added to the capability of health can differ greatly based upon what conception of 
health stakeholders adhere to. Thus, one stakeholder group, e.g., the designers of the 
therapy chatbot, could specify the capability of health using Nordenfelt’s conception 
(1986) as people’s ability to realize their vital goals. While the stakeholder group of 
health care professionals could specify the capability of health by Christopher Boorse’s 
conception (1975) as statistical normality of functioning and the absence of disease.  
 The second stakeholder group, that adheres to the conception of the capability of 
health as the absence of disease, could derive from that conceptualization the norm 
that people should be able to live in absence of mental illnesses such as depression. 
While the first stakeholder group derives the norm that people should be able to un-
dertake activities that are valuable to them, with or without the presence of a mental 
illness such as depression. Subsequently, the design requirements that follow from 
these different norms could point into conflicting directions, i.e.: either into the direc-
tion of curing disease, or into the direction of enabling people with (or without) disease 
to realize their abilities.  
 
In such cases, it is important that CSD practitioners return to the process of specifica-
tion, which forms the heart of the capability hierarchy. As already indicated, the 
process of specification consists of reducing the indeterminacy of an abstract capability 
into less abstract norms and subsequently into concrete design requirements. Reduc-
ing indeterminacy and narrowing the scope of capabilities and norms comes down to 
“spelling out where, when, why, how, by what means, to whom, or by whom” (Rich-
ardson 1990, p.289) an action is to be done or avoided. In jointly spelling out the 
where, when, why, how, by what means, to whom, or by whom something needs to 
be done or avoided, stakeholders that (initially) have different conceptions of a capa-
bility can come to an agreement via a process of deliberation on how to specify the 
abstract capability at hand, and subsequently into what norm(s) the capability can best 
be translated. In the case that differences remain on how to specify a capability, agree-
ment can be sought on the level of norms and ultimately on the level of design 
requirements by looking for technical solutions that expand all conceptualizations of 
the capability and facilitate the various normative prescriptions that are identified.  
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 Thus, by going through the process of specification that forms the core of the ca-
pability hierarchy, stakeholders are jointly deliberating on the relevant context- and 
domain-specific content that should be added to the abstract capabilities, with the aim 
to ultimately come to a joint solution on the design level. And thus again; capability 
conflicts (arising either between two capabilities or within the specification of one and 
the same capability by different stakeholders) may very well have creative design solu-
tions that enable us to expand all (conceptions of) capabilities concerned, rather than 
to make a trade-off.  
 
A last perpetual challenge for technology assessment in general is how to deal with 
unforeseen consequences of technology design. Anders Albrechtslund (2007) calls this 
the ‘positivist problem’, pointing out that in many design approaches the default posi-
tion is “that the design of a technology will -more or less- correspond with the use of 
technology and that this relation does not pose a problem” (2007, p.68). However, the 
relation between design contexts and user’s practice is often complex and unpredicta-
ble: technologies are frequently used in ways different than initially intended and 
technologies “can be conceived of differently according to cultural, historical and so-
cial contexts” (2007, p.68). Recent research, for example, has shown that people are 
“more compliant when a robot asks them to do something as compared with a person” 
(Fiske et al 2019, p.6). This could lead to the unforeseen and unwanted consequence 
that people share or do things that they otherwise would (and possibly should) not do. 
In the case of therapy chatbots, this could lead to the situation of people (over-)sharing 
personal and sensitive information without them properly realizing that the infor-
mation is stored and used by the company behind the chatbot, and possibly even 
shared with third parties.  
 
Don Ihde (1993) has pointed out that a defining characteristic of technology is its ‘mul-
tistability’. This means that technology does not have a pre-existing essence or basic 
meaning apart from the use contexts it enters into. This defining characteristic of tech-
nology is what Ihde calls ‘multistability’. The challenge design approaches in general 
face, and thus also CSD, is how to acknowledge and account for the multistability of 
technology. There is a fundamental openness implied in the concept of multistability, 
Albrechtslund (2007) points out, and this creates a difficulty for technology designers 
and developers to come up with a comprehensive list of potential human-technology 
relations and use contexts. The challenge is to “imagine potential use contexts and the 
ethical scenarios they create [...] and to envision as many multistabilities as possible 
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while designing technology in order to anticipate future ethical problems and dilem-
mas” (Albrechtslund 2007, p.70). What CSD practitioners should do in order to meet 
the challenge of the positivist problem is to acknowledge technology’s multistability 
and the unpredictability of contexts of use, while at the same time account for active 
stimulation of “creative thinking to imagine the near-unimaginable” (Albrechtslund 
2007, p.70) in all three investigations of the CSD process.  

4.6 . Concluding Remarks 

This chapter presented the framework of Capability Sensitive Design, which consists 
of a merging of VSD with Nussbaum’s capability theory. Various reasons have been 
given for why CSD can contribute to the normative assessment of technology design 
in general, and to technology design particularly for health and wellbeing. Subse-
quently, the general workings of CSD have been demonstrated by applying it to a 
hypothetical design case of a therapy chatbot. The chapter has shown how CSD ad-
dresses VSD’s challenge that the voice of practitioners is obscured and thereby causing 
the risk that unfounded moral authority is being claimed, since the normative input in 
CSD is explicitly derived from the core claims of Nussbaum’s capability theory and 
her list of ten capabilities. Furthermore, CSD has shown to be able to address VSD’s 
challenge that stakeholder values are taken as leading values in the design process 
without questioning whether what is valued by stakeholders also ought to be valued, 
since within CSD it is normatively argued for that what ought to be valued are the 
selected capabilities based upon the normative core claims of Nussbaum’s capability 
theory. Although the challenge of conflicting capabilities or values remains for both 
VSD and CSD, a strategy has been presented for how CSD could deal with occurring 
capability conflicts. To conclude, this chapter has presented the framework of CSD 
and illustrated its general workings, its merits over the standard VSD approach, and 
most importantly: what a new technology design for health and wellbeing such as a 
therapy chatbot would look like when attention is paid to capabilities right from the 
start of the design process. Now it is time for future empirical work on the application 
of CSD to determine its merits and limits in practice. 
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5 Bridging the Theory-Practice Gap: 
Design-Experts on Capability  
Sensitive Design 

Naomi Jacobs and Wijnand IJsselsteijn30 

Designers and engineers love to create new things, and by creating new things they 
are giving shape - in small or large ways - to the world we live in. Examples of techno-
logical innovations that have impacted the world and our daily lives are endless and 
their scope seems all-encompassing; ranging from the innovation of the steam engine, 
to household appliances such as the vacuum cleaner or smart home devices like Alexa 
and Siri, to the innovation of glasses, the MRI scanner, and AI-driven chatbots for 
mental health support. These are just a very few examples of technological innovations 
that have impacted the world we live in. Nowadays, many people are aware of the far-
reaching impacts that technologies have on their daily lives. Lately, the awareness that 
designers and engineers can actively shape the societal and ethical effects of their designs 
seems to have increased as well (see e.g., literature on designing for the future by 
Reeves, Goulden and Dingwall 2016; Mazé 2016. As well as literature on designing 
for values by e.g., Flanagan and Nissenbaum 2014; Friedman, Kahn and Borning 
2013; Winkler and Spiekermann 2018; Friedman and Hendry 2019). Many of the 
choices that designers make during design processes impact not only the functionality, 
usability or aesthetics of a technology, but also reflect and impact the values that might 
be represented, supported or undermined via the technology design. Designers can 
actively design for values. This increasing awareness has led to the development of mul-
tiple ‘ethics by design’ approaches (see e.g., Van den Hoven, Vermaas and Van de 

____________________________________________________________________ 
30  This chapter has originally been published as: Jacobs, N. and IJsselsteijn, W. (2021). Bridging 

the Theory-Practice Gap: Design-Experts on Capability Sensitive Design. International Journal of 
Technoethics. Vol.12. No.2. pp.1-16. This article is based on a joint idea by Wijnand IJsselsteijn 
and me. IJsselsteijn contributed to the outline of interview questions that was used for the semi-
structured interviews. I interviewed the design-experts, transcribed and coded the interviews 
and then together with IJsselsteijn made an analysis of the coded data and collated it into po-
tential themes. Together we discussed and refined the potential themes in order to specify the 
overall story that the analysis tells. The final analysis has been written down by me and is pre-
sented in this chapter.  
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Poel 2015). These ethics by design approaches meet a growing need in the design and 
engineering community: a need for practical advice on how to consciously take into 
account the ethical implications of innovations during the design process. 
 
The most prominent ethics by design approach is Value Sensitive Design (VSD): a 
design methodology that aims to address and account for values in a “principled and 
systematic manner throughout the technical design process” (Friedman and Hendry 
2019, p.4; Friedman, Kahn and Borning 2013). However, despite being a highly 
promising approach to ethics by design, VSD has been criticized for not providing 
enough practical guidance in actual design processes; as well as for taking stakeholder 
values as leading values in design processes without questioning whether these stake-
holder values should be valued; and for not being able to provide normative justification 
for making value prioritizations and trade-offs in the design process (Jacobs 2020; Ja-
cobs and Huldtgren 2018; Borning and Muller 2012; Davis and Nathan 2015; 
Manders-Huits 2010).  
 Now, although there are some very promising examples of VSD applications (see 
e.g., Iversen et al (2020); Maathuis et al 2019; Oosterlaken 2014), the challenges that 
VSD currently faces make it a rather difficult approach to apply to concrete design 
processes. In the literature on VSD, various authors have argued that, in order to 
overcome its challenges, VSD should be complemented by an ethical theory (Jacobs 
2020; Cenci and Cawthorne 2020; Jacobs and Huldtgren 2018; Manders-Huits 2010). 
Jacobs and Huldtgren (2018) have argued that VSD can best be complemented by a 
mid-level ethical theory, because mid-level action guiding principles are able to con-
verge differences that occur on the highest level of moral theory, and because these 
mid-level principles are able to give action-guidance in concrete cases. The thesis that 
VSD should be complemented by a mid-level ethical theory, as argued for by Jacobs 
and Huldtgren (2018), is accepted at face value in this chapter.  
 
In recent years, multiple scholars have set out to complement VSD with various mid-
level ethical theories. Examples include Van Wynsberghe who has complemented 
VSD with an account of care ethics (Van Wynsberghe 2013) and Cawthorne and Van 
Wynsberghe (2019) who have complemented VSD with the theory of principlism. 
Furthermore, Cenci and Cawthorne (2020) aimed to refine VSD with a capability-
based procedural ethics approach, and Jacobs (2020) has merged VSD with Martha 
Nussbaum’s capability theory. Now, an in-depth analysis of which mid-level theory 
complements VSD “best” would exceed the scope of this chapter. Moreover, we hold 
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the opinion that it depends on the context of application which mid-level theory is best 
to complement VSD. That is, in the context of technology design for care robots, e.g., 
the theory of care ethics seems a very suitable companion to complement VSD (Van 
Wynsberghe 2013), while in the context of design for health and wellbeing technolo-
gies, Nussbaum’s capability theory appears particularly well-suited (Jacobs 2020). 
 
The context wherein the authors of this chapter operate, is the context of technology 
design for health, wellbeing and behavior change. As argued by Jacobs (2020), it is the 
capability approach (CA) (Sen 1985; 1992; 1999; 2009; Nussbaum 2000; 2006; 2011) 
that is especially well-equipped to ethically assess technology design for health and 
wellbeing. In short, that is because the CA has as its prime aim to expand people’s 
capabilities, which corresponds particularly well with Lennart Nordenfelt’s influential 
conceptualization of health as a person’s ability to realize one’s vital goals (Nordenfelt, 
1986). As well as with the later refinement of that definition by Sridhar Venkatapuram 
(2013) of health as a person’s ability to achieve or exercise a cluster of basic human 
activities or capabilities. Given these influential conceptualizations of health, the CA 
seems well suited to normatively assess health and wellbeing technology designs.31  
 The CA is an “open-ended and underspecified framework, which can be used for 
multiple purposes” (Robeyns 2017, p.29). When one specifies the approach and ap-
plies it for use with a particular purpose, we should speak of a capability theory (Robeyns 
2017). What all capability theories have in common is that they understand wellbeing 
not in terms of the number of resources a person has, but instead by looking at what 
people are able to do and be, and thus the kind of life that they are effectively able to 
lead (Sen 1985; 1992; 1999; 2009). That is because quantities of, or access to, resources 
or goods don’t tell us much about what a person is actually able to be and do in one’s 
life and the real opportunities available to a person (Sen 2009). The freedoms and 
valuable opportunities that a person can choose from, are called capabilities. What peo-
ple are actually achieving in terms of beings and doings, are referred to as functionings. 
Furthermore, it should not be taken for granted that resource provision leads to in-
creased capabilities or functionings. Instead, the conversion of goods and services into 
what people are actually able to be and do is influenced by personal, social, and envi-
ronmental conversion factors that determine the extent to which a person can transform 
a resource into a functioning (Robeyns 2017, p.45). 
 

____________________________________________________________________ 
31  For a more detailed discussion on why the CA is especially suited for ethical evaluation of health 

and wellbeing technologies, please see chapter 4.  
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This chapter takes ‘Capability Sensitive Design’ (CSD) under review. CSD is a merg-
ing of VSD with Martha Nussbaum’s capability theory (2000; 2006; 2011). 
Oosterlaken (2013) has analyzed the applicability and potential added value of Nuss-
baum’s capability approach for the design of technical artifacts, which she dubbed 
‘Capability Sensitive Design’ (CSD). This work on CSD was recently refined by Jacobs 
(2020), by explicitly merging VSD (Friedman and Hendry 2019) with Nussbaum’s ca-
pability theory (Nussbaum 2000; 2006; 2011). 
 Now, why have we chosen to review CSD and not the complementation of VSD 
with another capability theory, such as the capability-based procedural ethics ap-
proach by Cenci and Cawthorne (2020), for example? The main reason we chose to 
reflect on CSD, is because Nussbaum’s capability theory clearly and explicitly indi-
cates a substantive normative foundation.32 This substantive normative foundation 
entails that all people are morally equal and deserve a life worth living, which entails 
that there are ten capabilities which are entitlements for every human being. In CSD, 
Nussbaum’s list of ten capabilities forms the normative foundation together with the 
two moral principles of respecting human diversity and diminishing (structural) injus-
tices in technology design (Jacobs 2020). As argued for by Jacobs and Huldtgren (2018) 
and Jacobs (2020), VSD needs complementation of a substantive ethical theory that 
provides grounds of justification and argumentation for moral claims and considera-
tions, because without such substantive ethical commitments, VSD faces the 
challenges of obscuring the voice of its practitioners and thereby claiming unfounded 
moral authority; taking stakeholder values as leading values in the design process with-
out questioning whether what is valued by stakeholders also ought to be valued; and 
not being able to provide normative justification for making value prioritizations and 
trade-offs in the design process. By explicitly complementing VSD with this substan-
tive normative foundation of Nussbaum’s capability theory, the CSD framework is 
able to provide sources of justification and argumentation for moral claims and con-
siderations, which are needed to make principled judgments, to attend to a set of 
bounded and principled values, and to avoid conflating facts with values. The capa-
bility-based procedural ethics approach by Cenci and Cawthorne (2020) is -just like 
VSD- a procedural approach that doesn’t make substantive ethical commitments, and 
therefore is not able to meet the challenges that VSD faces, like CSD is able to (Jacobs 
2020).  
 

____________________________________________________________________ 
32  Of course, we must also emphasize here that one of the authors is also a developer of CSD (Jacobs 

2020).  
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As mentioned, CSD takes Nussbaum’s list of ten capabilities as its normative founda-
tion, together with the moral principles of respecting human diversity and diminishing 
(structural) injustices in technology design (Jacobs 2020). The ten capabilities on Nuss-
baum’s list include: 

“being able to live a normal length of lifespan; having good health; maintain 
bodily integrity; being able to use the senses, imagination, and think; having 
emotions and emotional attachments; possess practical reason to form a con-
ception of the good; have social affiliations that are meaningful and respectful; 
express concern for other species; being able to play; have control over one’s 
material and political environment” (Nussbaum 2000, p.33). 

The aim of CSD is to proactively pay attention to the expansion of one or more of 
these capabilities from the start of a design process. CSD provides a clear normative 
foundation for design practices, with practical ethical guidance on what capabilities 
matter and why, and how these capabilities can be expanded in concrete technology 
design.  
 The added value for designers adopting CSD, is that (1) it enables them to over-
come the abovementioned challenges that VSD faces, as well as that (2) CSD provides 
them normative guidance and justification in designing for justice and diversity in de-
sign processes, and (3) CSD provides designers with Nussbaum’s list of capabilities that 
functions as input -as an ‘awareness tool’- into the design process, directly engaging 
designers with the ethical implications of their design. 
 
However, while CSD may be a promising approach to ethics by design, it has so-far 
only been developed from a theoretical point of view (Oosterlaken 2013; Jacobs 2020). 
We have yet to explore whether the framework is able to bridge the ‘theory-practice 
gap’, that is, whether CSD is practically applicable and of value in actual design prac-
tice. The current paper explores the perceptions of design-experts with regard to CSD 
and in relation to their own design practices. In this way, we aim to critically assess 
the extent to which CSD may be successful in bridging the theory-practice gap, and 
are seeking ways in which to improve the value of CSD to designers. To this end, the 
authors have conducted interviews with various design-experts to explore what these 
design-experts think of designing for values, what methods -if any- they use for incor-
porating values in their current design practices, what they regard as the strengths and 
weaknesses of CSD, and, most importantly, whether they think CSD could be of prac-
tical use to their design (research) practices. 
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5.1 . Methodology 

For this study, nine design-experts were interviewed. The selection of these nine de-
sign-experts was based on having a balance between experts on design practice and 
design theory, having mid-career experts as well as senior experts, and including experts 
with knowledge on health technology and/or behavior change theory, since the CSD 
framework was initially developed for health-related behavior change technologies 
(Jacobs 2020). Six experts were female and three were male. The backgrounds of the 
experts range from a mid-career designer at a medium-sized design agency, to a senior 
design-researcher at a health technology company, to a professor in design. Seven out 
of the nine experts were explicitly working on design (theory) for behavior change and 
seven out of nine experts have worked on technology design for health and wellbeing.  
 Furthermore, seven design experts explicitly indicated that they conduct stake-
holder analyses or employ other forms of end-user involvement including user-
centered or participatory design methods during design (research) trajectories (see 
Bekker & Long 2000). All design-experts were working in the Netherlands at the time 
of the interviews. The interviews were conducted ‘one-on-one’ and lasted approxi-
mately one hour. The interviews took place in the spring of 2020, during the Covid-
19 pandemic, and were therefore all conducted online, via teleconferencing software. 
The interviews were semi-structured, which means there was an outline of interview 
questions (i.e., the interview guide) that formed the basis for the interviews with all the 
experts. However, each interview was flexible to an extent in order to adapt to the 
conversation and probe for underlying motivations. Between interviews, some gradual 
changes were introduced to gain more information on particular topics of interest, 
whereas less fruitful or saturated avenues of questions were truncated. The interview 
started with short introductions. Subsequently, the interviewer introduced the purpose 
of the interview, asked whether audio recordings could be made of the interview, and 
obtained informed consent. The first set of questions were warmup questions, where 
participants were asked to talk about their design research and experience. The inter-
view guide furthermore addressed the following topics: encountering ethical dilemmas 
in design practice, actively designing for values, ethics in design education, and CSD 
and its practical applicability. 
 
The data gathered from the interviews are thematically analyzed by the authors. The-
matic analysis is a method for identifying, analyzing and reporting themes within the 
gathered data (Braun and Clarke 2006). The semi-structured interviews were rec-
orded, transcribed, and then coded by the authors, after which the codes were collated 
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into potential themes. The authors then extensively discussed and refined the potential 
themes in order to specify the overall story that the analysis tells. The final analysis is 
presented in this chapter. 
 
Important to note is that the author who conducted the interviews is also one of the 
people who developed the CSD framework (Jacobs 2020). The design-experts were 
aware that the author was also the developer of CSD and that the author stands fa-
vorably towards CSD. The design-experts were also aware that the author was 
theoretically committed to CSD, as well as that the author believed in the added value 
of ethics by design approaches and encouraged mutual exchange between the do-
mains of ethics and design. Having said this, the author did explicitly invite 
constructive criticisms that would allow a critical assessment of CSD. 
 
The main objective of the study was to let the design-experts reflect upon the question 
whether the CSD framework could be of practical value in their design (research) 
practice. At the time of the interviews, CSD was a new framework within the field of 
ethics by design. The design-experts did not have any prior knowledge or experience 
with the CSD framework, nor were they familiar with Nussbaum’s capability theory. 
None of the participants in the study had reflected on the CSD framework prior to the 
interview, and were introduced to CSD for the first time by the interviewer.  
 
The way in which the design-experts were introduced to CSD was first by a very brief 
introduction into the basic rationale of Nussbaum’s capability theory (2000; 2006; 
2011), as also mentioned in the introduction of this chapter. The experts were then 
introduced to specific aspects of the framework, namely Nussbaum’s list of ten capa-
bilities, followed by an excerpt of the capability hierarchy (Van de Poel 2013; 
Oosterlaken 2015; Jacobs 2020) which is a tool to help translate the abstract 
capabilities into tangible design requirements. 
 
As a general reflection on the conversations with the design-experts, all design-experts 
easily engaged with questions on the social impact technology design can have, on the 
role that values play in design practices, and on the necessity for designers and engi-
neers to have ethical awareness in their design practices. When it came to introducing 
the various aspects of CSD; all experts were responsive to the CSD framework. There 
were sometimes short pauses in the conversations where the design-experts had to take 
a moment to reflect on how aspects of the framework might relate to certain aspects 
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of their own practices. Next, we will present a detailed analysis of the main themes 
that emerged from the interviews with the design-experts. These themes are charac-
terized as three interconnected questions: (1) ‘Can We Design for Values?’, (2) ‘Can 
We Apply CSD Flexibly?’, and (3) ‘How to Give Guidance and Avoid (Too Many) 
Restrictions?’. After discussing these themes in detail, the chapter concludes with a 
discussion on the insights drawn from the themes in relation to the question how CSD 
can be of practical value to design practice. 

5.2 . Can We Design for Values? 

All of the interviewed design-experts showed themselves aware of the far-reaching im-
pact that technologies have on society and daily life. All design-experts furthermore 
showed an increasing awareness of the role designers have in shaping the societal im-
pacts of their technology designs. One design-expert remarked: 

“It is absolutely necessary that designers start to think about and reflect upon the effect that 
their designs might have on people, society and wellbeing; on the bigger picture.” – director 
at a university-wide design lab. 

Many of the design-experts (five out of nine) indicated that they have worked on design 
projects wherein they explicitly designed for one or more ethical values. Examples 
mentioned by the design-experts include e.g., a large design project for ambient as-
sisted living that aimed at increasing the value of social connectedness among the 
people who would eventually be using the ambient assisted living technology. Other 
examples include the design of a smart bedside lamp that aimed to increase the values 
of creativity and social empowerment in interaction with the user, and the design of a 
digital platform that aims to increase the autonomy of people who experience mental 
health difficulties. The majority of the design-experts easily recalled one or several 
design projects they had worked on that explicitly aimed to increase one or more eth-
ical values by means of the technology design, without explicitly indicating that they 
were conducting some form of ethics by design (Van den Hoven, Vermaas and Van de 
Poel 2015).  
 
Six out of nine of the design-experts was explicitly asked whether they had ever en-
countered an ethical dilemma during a design (research) project, and all six 
participants who were asked the question could recall encountering one or more eth-
ical dilemmas in their design practices. An example of an ethical dilemma encountered 
by a designer working at a medium-large design agency revolved around the question 
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how much autonomous decision-making power people with serious mental health dif-
ficulties should be given by the digital platform the design agency was designing, since 
too much autonomous decision-making power could potentially cause these people to 
harm themselves or others. An assistant professor in industrial engineering working on 
a digital platform for people to exercise more recalled encountering the ethical di-
lemma of whether or not they could ‘trick’ users of the platform with false ratings in 
order to persuade those users to try harder and exercise more. As a third example, an 
ethical dilemma mentioned by both a psychologist working at a health technology 
company, as well as by an associate professor in design, is the dilemma of what au-
thority a team of designers and researchers has to determine what a healthy lifestyle 
consist of and what is ‘healthy’ and ‘good’ for other people. One of them remarked:  

“Who are we […] to prescribe to others what is healthy or what is good for them?” – 
associate professor in design. 

What the above seems to show is that the interviewed design-experts are aware that 
technology design can have social and ethical implications. In addition, many of the 
experts indicate that designers can deliberately support certain values in a technology 
design process. Many of the experts indicate to have actively supported one or more 
ethical values in a design process. Without, however, explicitly making use of an 
existing approach or framework for ‘ethics by design’ (Van den Hoven, Vermaas and 
Van de Poel 2015). Furthermore, the experts that were asked ever encountering an 
ethical dilemma in their design (research) practice could all recall one and showed 
themselves aware of the fact that such ethical dilemmas form a part of design 
processes. Although none of the experts indicated to be explicitly working with an 
approach for ‘ethics by design’, and none of the experts used an ethical theory or an 
ethical framework in their design (research) practices, all of the experts showed 
themselves aware of, and sensitive to the ethical aspects of design practice. 

5.3 . Can We Apply CSD Flexibly? 

After having discussed various ethical aspects of design practice, the experts were given 
a very brief introduction into the basic rationale of Nussbaum’s capability theory 
(2000; 2006; 2011). None of the experts were familiar with Nussbaum’s capability the-
ory prior to the interview. After the brief introduction, the design-experts were asked 
whether they thought if ‘thinking in terms of expanding capabilities’ would be 
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applicable to their design (research) practice? All nine design-experts indicated that 
thinking in terms of ‘expanding capabilities’ fits well with their views on design prac-
tice, saying: 

“It’s kind of a ‘direct match’ in a way” – professor in design. 

“It is an exciting idea” - designer working at a medium-sized design agency. 

However, when the design-experts were introduced to the list of ten capabilities de-
veloped by Nussbaum (2000) that forms the basis of CSD (Jacobs 2020), the reactions 
were a lot more diverse. The design-experts were shown the list of ten capabilities and 
were asked whether they think this list could form a starting point for a design process. 
The initial reactions of the design-experts ranged from recognition, to pointing out the 
demanding and intellectual character of the list, to raising the issue of whether or not 
the list is (sufficiently) complete, and to questioning who has the authority to decide 
what capabilities are -and should be- on the list. 
 
For example, a designer working at a medium-sized design agency recognized many 
of the ten capabilities from a similar list that she works with at the design agency33, a 
senior design-researcher at a health technology company noticed that the list of ten 
capabilities is familiar to a list of twelve human needs and values that she uses at her 
company, and an associate professor in design recognized elements from behavior 
change frameworks that she makes use of in her design research practice. However, 
what she also noted is that the list of ten capabilities is highly intellectual and demand-
ing, and that it requires a lot of people if you want them to be capable of doing all 
these things. Another expert responded that the capabilities on the list sound good, 
but questioned where the authority comes from to decide what capabilities should be 
on the list. 

“Who decides who decides what capabilities are actually on the list and how the capabilities 
should be interpreted? Who decides what a ‘normal length of lifespan is” - professor in 
design research. 

The director of a university-wide design lab made a similar remark, questioning who 
decides what having ‘good’ health actually entails? The same expert then remarked 
that the list of ten capabilities is perhaps too paternalistic, because it prescribes what 

____________________________________________________________________ 
33  This is the taxonomy of human goals by Ford & Nichols (1987). 
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capabilities are good for people and constitute their wellbeing. Perhaps people them-
selves thinks otherwise, the expert remarked.  

“I think some of the capabilities on the list are too paternalistic…saying ‘this is good for you’, 
while people themselves might think otherwise.” - director of a university-wide design 
lab. 

In addition, the same expert pointed out that some of the capabilities on the list are 
formulated in a way that might be way too abstract and difficult to understand for 
most people. This can make it difficult to engage these people in reflection on the 
capabilities, the director of a university-wide design lab remarked. 
 
A professor in design pointed out that the list of capabilities could form a nice lens to 
reflect on a design process, but also indicated that the list doesn’t seem suitable as a 
starting point for a design process.  

“I wouldn’t start a design from that. But perhaps use it to take a step back and reflect on it.” 
– professor in design. 

Furthermore, the same expert questioned whether the list is complete, i.e., whether 
there are capabilities that are not on the list that should be. The expert then quickly 
added that ‘completeness’ should never be the aim of designers in a design process.  A 
psychologist at a health technology company also questioned whether the list of ten 
capabilities is complete and covers all relevant capabilities. Furthermore, she 
questioned whether all of the ten capabilities are as relevant in every design process. 

“The list of ten capabilities could form a starting point. However, if it would cover everything… 
and if it would always be these ten capabilities…I find it hard to say. It also depends, say if 
you look at the health solutions that I work on, helping chronically ill patients to manage their 
condition and their health, well than these type of capabilities are really important. But when 
you design, I don’t know, a shaver… […] than it might be a bit over the top.” - psy-
chologist at a health technology company. 

The issues raised by some of the design experts on the paternalistic, intellectual and 
elitist character of Nussbaum’s list, as well as the issue of authority and the question of 
completeness of the list, mirror some of the main criticisms that Nussbaum’s capability 
list has received in scholarly literature (see e.g., Claassen 2011). How Nussbaum has 
responded to these criticisms, and how CSD deals with these criticisms, is discussed in 
Jacobs (2020). 
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After presenting the design-experts with the list of ten capabilities, the experts were 
introduced to the tool of the ‘capability hierarchy’ (Van de Poel 2013; Oosterlaken 
2015; Jacobs 2020)34. The capability hierarchy is a tool to help translate the abstract 
capabilities into tangible design requirements. The capability hierarchy aims to assist 
designers to translate an abstract capability first into prescriptive norms and from there 
into concrete design requirements. The following excerpt from a capability hierarchy 
derived from Jacobs (2020) was presented to the participants. The excerpt shows a 
detail of the capability hierarchy applied to a hypothetical design case of an AI-driven 
mental health chatbot: 

 
Figure 1. Detail of capability hierarchy (Jacobs 2020) 
 
Even though most design-experts felt that the capability hierarchy can go some ways 
in bridging the gap between abstract capabilities and more concrete ethical norms, 
they were more skeptical with regard to the direct applicability of the capability hier-
archy in a design process. The experts indicated that the capability hierarchy remains 
a very abstract tool that doesn’t directly match with their own design practices or de-
sign tools used. For example, one expert remarked that: 

“Such a capability hierarchy can help designers on their way, to make that translation” […] 
but this is not typically how designers work” - associate professor in design. 

Another expert indicated that a tool such as the capability hierarchy can be very useful 
in order to make a translation from abstract capabilities to concrete design 

____________________________________________________________________ 
34  The capability hierarchy is based on Ibo van de Poel’s (2013) ‘value hierarchy’. The concept of the 

capability hierarchy was first proposed by Oosterlaken (2015) and developed by Jacobs (2020). 
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requirements, even stating that such a tool is “a must”. However, the expert questions 
how norms will eventually resonate with the needs of end-users.  
 
A designer at a medium-sized design agency indicated to find the capability hierarchy 
an interesting tool, but pointed out that it is a very abstract tool that requires a lot of 
design skills in order to be applied satisfactorily.  

“Such a capability hierarchy looks like an interesting translation process” […] “But I think 
it does require considerable design qualities to translate those abstract capabilities into norms. 
I think that’s a tough step.” - designer at a medium-sized design agency. 

Many other experts indicated as well that the capability hierarchy remains an abstract 
tool that doesn’t directly match to their own design practices. Many experts seemed 
to find it difficult to see how the capability hierarchy could provide concrete guidance 
in a design process. For example, an assistant professor in human-technology interac-
tion mentioned that the translation from norms to design requirements still seems very 
complex.  

“I find it very complicated.” […] “I find it difficult to know where those norms exactly come 
from?” - assistant professor in human-technology interaction. 

A professor in design remarked that there is again -as with the list of ten capabilities- 
a matter of exhaustiveness and completeness. That is, how do designers know that 
they have mapped all the norms that correspond with a certain capability? A similar 
remark was made by another expert, who wondered how a designer can guarantee to 
have executed the hierarchy completely and exhaustively? 

“Are these all the norms, or are there also many other norms? And where do these norms exactly 
come from? […] And then the design requirements […] is this the right design requirement? 
Or are there more? Where do they come from and who decides that it is those? And in addition: 
how can you guarantee that the norm is met when you fulfill these design requirements?” – 
professor in design research. 

In reaction to the capability hierarchy, many of the design-experts raised questions 
concerning the completeness and exhaustiveness of the capability hierarchy, and 
many emphasized that the translational steps between capabilities, norms and design 
requirements require considerable design qualities. Furthermore, another issue that 
was stressed by various experts in response to the capability hierarchy concerned 
iteration. Many of the experts emphasized the importance of iteration in design 
processes and in tools such as the capability hierarchy. A professor in design research 



Values and Capabilities 

92 

e.g., stated that design processes should always enable to critically re-examine all of 
the choices made thus-far, and possibly even come back to choices made earlier in the 
design process if it turns out that something doesn’t quite work out as planned or works 
out even better than planned. Such re-examination and iteration should take place on 
all levels of the design process and is a crucial aspect of a design process. Another 
expert argued along similar lines and remarked that the subdivision of the capability 
hierarchy looks really good, but questioned where the required iteration would come 
in. 

“How does it account for iteration? Now it seems as if you move from top to bottom. […] But 
you can’t go from norms to design requirements and ‘there you are’. You have to continuously 
move back and forth.” - director of a university-wide design lab. 

Another expert pointed out the importance of flexibility in design practices, and indi-
cated that it is important to apply the capability hierarchy in a flexible manner. 

“The most important thing is to be flexible about the moment you introduce this into the design 
process. When you look at design processes, they can come about in many ways and an idea 
may develop in various ways until you say ‘this is what we are going to make’. It now seems 
that the capability hierarchy tool is mainly theoretical and to be applied when you don’t really 
know yet what you will design, so you start thinking about what design requirements you could 
have. But that isn’t always how it works of course. […] A design doesn’t always start with a 
blank piece of paper, so when will you introduce this hierarchy then?” - associate professor 
in design. 

5.4 . How to Give Guidance but Avoid (Too Many) Restrictions? 

During the interviews, various design-experts brought up the issue of making value 
prioritizations and value trade-offs in design processes, as well as how to deal with 
value dynamics and with value change. The experts addressed that these complicated 
ethical issues are highly relevant in the context of design practice, but at the same time 
indicated that they have no clear-cut guidelines on how to make such difficult choices 
concerning value prioritization or trade-offs, or how to deal with value dynamics and 
change in practice. The experts pointed out that at first glance, CSD doesn’t seem to 
provide clear guidelines on how to deal with these issues. One of the experts explicitly 
indicated it as a weakness of CSD that it doesn’t seem to provide clear guidance on 
the issue of value/capability prioritization, stating that:  

“The fact that you can’t clearly prioritize one capability over another makes it very hard to use” 
- assistant professor in human-technology interaction. 
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Another expert wondered how the various capabilities on Nussbaum’s list relate to 
each other, and what effect that would have on iterative design processes.  

“I wonder, do these capabilities also have effect on each other? How do I find out if a capability 
has effect on other capabilities in the design process and how do I deal with that in an iterative 
design process? Value dynamics… changing values, how does that work with capabilities, are 
they independent of each other?” - associate professor in design. 

Both design-experts seemed to indicate that it would be desirable if CSD provided 
clear ethical guidance on these issues; i.e., indicating how designers should prioritize 
between capabilities in a design process, as well as how designers should deal with 
capability dynamics in an iterative design process. However, this need for direction 
and guidelines on how to make value/capability prioritizations and how to deal with 
value dynamics and value change in design processes seems to be somewhat at odds 
with the emphasis that almost all design-experts put on the importance of flexibility, 
and context-dependent interpretation and decision-making for design processes 
during the interviews. One expert e.g., clearly stated that designers should be made 
aware of the issues of value/capability prioritizations, trade-offs, value change and 
dynamics, but should not be prescribed what to do in cases such an issue occurs.  

“It is more important that you make designers aware [of value change, capability dynamics 
and prioritization etc.] and that they have to find ways to deal with that, than that you would 
prescribe designers how they should do that” - associate professor in design. 

What the interviews with the design-experts seemed to lay bare is somewhat of a 
tension between a need for clear ethical guidelines in design processes on the one hand, 
and the fear of interference with the necessary flexibility, iteration, context-adaptabil-
ity and creative freedom that are crucial to successful design processes on the other 
hand. In relation to the CSD framework, many of the design-experts seemed to regard 
the list of ten capabilities and the capability hierarchy-tool as welcome and inspiring 
ethical guidance, however they were also seen as somewhat rigid aspects of the CSD 
framework that might restrict, or even form a threat to, the flexible and iterative pro-
cess that is necessary for design practice. This tension seems to be well-captured in the 
following quote by one of the design-experts: 

“The ways in which people value things changes continuously, you have to anticipate that if 
you want your innovations for the future to make sense.” […] “However, the fact that the list 
by Nussbaum is always very stable makes it a good starting point for a design process” - senior 
design researcher at a health technology company. 
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5.5 . Discussion 

The authors have entered into dialogue with various design-experts in order to explore 
designers’ take on ethics by design, the strengths and weaknesses of CSD, and the 
practical usefulness of CSD to their design (research) practices. With this study, by 
entering into dialogue with design-experts, the chapter aims to contribute to bridging 
the ‘theory-practice gap’ between ethics of technology and design practice. 
 
One insight from of the study is that all of the experts showed themselves aware of, 
and sensitive to, the ethical aspects of design practice. All experts indicated to have 
worked on at least one design (research) project wherein one or more ethical values 
were actively supported in the design process. None of the experts, however, made use 
of an ethical framework in order to actively support ethical values in their design 
(research) practices. Nevertheless, the interviews made clear that a genuine need for 
some sort of practical ethical guidance exists in current design practice. Practical 
guidelines or directions on how to account for the ethical implications of innovation 
in a design process seemed to be welcomed by the experts, specifically with regards to 
making value/capability prioritizations in a design process, and how to deal with value 
dynamics and value change. 
 
A second insight from the study is the importance all experts attributed to flexibility, 
iteration, and context-adaptability for a successful design process. All experts stressed 
how crucially important an iterative and flexible process is for a satisfactory design 
result. This, however, seemed to be somewhat at odds with the previous outcome, i.e.; 
designers’ need for clear ethical guidelines in design processes. There exists a tension 
between the need for ethical guidance on the one hand, and stressing the importance 
of flexibility and adaptability on the other hand. This tension played out clearly in 
relation to certain aspects of the CSD framework. With regards to CSD, many of the 
design-experts seemed to understand the list of ten capabilities and the capability hi-
erarchy-tool as a welcome and inspiring form of ethical guidance for a design process, 
however, they also understood these aspects to be somewhat rigid. Many of the experts 
seemed to think that the list of capabilities and the capability hierarchy tool might 
restrict, or even threaten, the flexible and iterative process that is necessary for design 
practice. 
 
It seems appropriate at this point to clarify the role of the list of ten capabilities and 
the capability hierarchy within CSD. The list of ten capabilities within CSD is 
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intended as an adaptive, dynamic and open-ended list that foremost functions as an 
‘awareness tool’ and as input into the design process to enable the design team to 
engage with the ethical implications of their design. The list of ten capabilities should 
thus not be interpreted as static, but instead as a dynamic tool between the design 
team and the object or system that is being designed. However, considering the feed-
back from the design-experts, one might wonder whether Amartya Sen’s procedural 
account of the CA (Sen 1985; 1992; 1999; 2009) would not be more useful to designers 
than Nussbaum’s capability theory? As often discussed in the scholarly literature on 
the CA (see e.g., Robeyns 2017), one of the main differences between Sen’s procedural 
account and Nussbaum’s capability theory, is that Sen doesn’t provide a list of capa-
bilities, but instead leaves the selection of capabilities open to the deliberation process. 
Nussbaum’s list -in contrast to Sen’s open, procedural approach- is then often pre-
sented in the literature as being static and definite (for this discussion, see e.g., Claassen 
2011. For a recent endeavor wherein VSD is complemented with Sen’s procedural 
capability account, see Cenci and Cawthorne 2020). However, Nussbaum has always 
emphasized that her list is open for discussion and revision (Nussbaum 2000, p. 77) 
and therefore is not to be understood as static nor definite. Capability-scholar Claassen 
(2011) e.g., has argued that Nussbaum’s list can best be understood as a piece of input 
into the deliberation process. In the context of design i.e., as a stimulus for debate in 
the design process.  
 Taking the feedback from the design-experts into account, it becomes apparent 
that the CSD framework should emphasize more clearly that Nussbaum’s list is in-
tended as an adaptive, dynamic and open-ended list that foremost functions as input 
into the design process to enable the design team to engage with the ethical implica-
tions of their design. As pointed out by Jacobs (2020), Nussbaum deliberately 
formulated the ten capabilities on her list at an abstract level, precisely in order to 
make room for the activities of specification and deliberation (Nussbaum 2000, p.79) 
by citizens, stakeholders and designers. Designers, together with the various stakehold-
ers involved, need to provide context-specific specification of the capabilities, adding 
content to the abstract capabilities on the open-ended list (Jacobs 2020). A practical 
tool to assist this endeavor is the set of “capability cards” developed by Marc Steen 
(2016) which provides input to designers and stakeholders to discuss, select and specify 
the capabilities from Nussbaum’s list on which to focus specifically in the design con-
text at hand (Jacobs 2020). In this way, Nussbaum’s list of ten capabilities thus offers 
a piece of input into the deliberation process, providing us with a stimulus for the 
debate in design process (Claassen 2011; Jacobs 2020). 



Values and Capabilities 

96 

 With regard to the capability hierarchy, its primary aim is to function as a tool to 
help designers become aware of the relationship between capabilities, norms and de-
sign requirements, and subsequently assist them to make the translational steps 
between the three dimensions. Designers should be free, however, to creatively adapt 
the tool as they deem necessary and implement the tool in a flexible way that gives 
way to an iterative design process.  
 
A related outcome of the study was that various designers indicated a need for ethical 
guidance on how to make value prioritizations in a design process, and how to deal 
with value dynamics and value change. Nussbaum has argued that the capabilities on 
her list are all equally important and incommensurable (Nussbaum 2006). In the case 
a capability conflict occurs, Nussbaum has stated that “it becomes a purely practical 
question what to do next” (2006, p. 175); a practical question that depends on the 
specificities of the context at hand. Important to keep in mind is that Nussbaum’s list 
is intended for setting the basic requirements of a society that allows for all humans to 
live a dignified life. When CSD places Nussbaum’s list in the context of design, the list 
functions as an instrument to assure that designers expand capabilities via their tech-
nology design that contribute to people’s wellbeing. There is no reason, however, to 
suppose that a technology design should promote every capability that is on the list, 
since that would not be feasible. Instead, when applying CSD, a design team can 
choose one or more capabilities from the list (and if needed, even add capabilities that 
are not yet on the list) that they will design for in the specific design context at hand. 
The design team should choose which of the chosen capabilities they expect to be most 
relevant to the design context, and which ones will be most likely less relevant. Of 
course, the relevance of capabilities may change during the design process due to find-
ings from e.g., stakeholder analyses, and designers should be able to be flexible on the 
matter. Also, some of the chosen capabilities might turn out to be very explicitly en-
dorsed in the design, while others may be more implicitly present in the eventual 
design. In light of the occurrence of a capability conflict in design, it is with context-
specific weighing and balancing that a design team should decide which capability to 
prioritize in the design over another. Although it might not be feasible for a design to 
support all capabilities on the list, designers should aim to never seriously undermine 
one of the capabilities. 
 
What significance do these study’s outcomes have for design practice and ethics by 
design in general, and the further development of CSD in particular? Most 
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importantly, the interviews with the design-experts laid bare that CSD’s systematic 
and orderly ethical guidelines are at odds with the nature of the design process, which 
is iterative, interactive, flexible, non-linear, and messy at times. It therefore seems im-
portant to clearly distinguish between (1) the process of design and (2) the outcome of 
that process (the actual design) and its justification. While the process of design is iter-
ative, interactive, flexible, non-linear, and messy at times, the justification of the actual 
design can be, on the other hand, systematic, orderly, reflective and could be con-
ducted in terms of adherence to rules and guidelines.  
 From the interviews, CSD seems primarily relevant for the justification of the final 
design; to provide designers with tools to increase awareness of the relevant ethical 
issues that could be at stake in the design, to reflect on the various steps and decisions 
taken so-far in the design process, and in the final justification of the design in which 
designers reflect upon to what extent their design lives up to the design requirements 
and how capabilities and values are -or could be- affected by the design, both positively 
or negatively. More precisely; CSD endorses the ten capabilities identified by Nuss-
baum (2000) as to have moral value and the list forms the normative starting point of 
a design process. Designers, together with multiple stakeholders and with help of e.g., 
the “capability cards” (Steen 2016) discuss, select and specify the capabilities from 
Nussbaum’s list on which to focus in the specific design context at hand. Decisions 
made in the design process that enable the expansion of these capabilities in the final 
design are normatively justified. At the same time, if the technology design at a certain 
point in the process would fail to expand the selected capabilities for (a part of) the 
intended user group, CSD signals that there is an injustice at play and the designers 
need to question and revise their design choices.  
 
CSD appeared to be not so relevant for steering the design process, given the iterative, 
interactive, flexible, non-linear, and sometimes messy nature of that process. However, 
referring back to the first-mentioned insight of this study that all experts showed 
themselves aware of, and sensitive to, the ethical aspects of design practice, it could 
very well be that CSD enables designers to increase this awareness and sensitivity. 
That is: during the design process, CSD can help raise designers’ awareness and sen-
sitivity to ethical tensions and choices that need to be made related to values and 
capabilities in the design process. This increased sensitivity brought about by CSD 
would then accompany designers throughout the process. CSD might thus not be so 
relevant for steering the design process, it could very well accompany designers in the 
messy, iterative and interactive process of design.  
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Lastly, a study of this kind has a number of inherent limitations. First of all, the per-
spective of the interviewer was not neutral, as one of the authors developed CSD 
(Jacobs 2020). We are aware of this bias, and have aimed to present CSD as objectively 
as possible, and have explicitly invited critical commentary and reflections from the 
design-experts. Nevertheless, given the nature of polite conversation, the known fa-
vorable position of the authors towards CSD may have given rise to more positive 
evaluations of CSD than an interviewer with a more neutral or negatively inclined 
stance would have otherwise elicited. Secondly, we are also aware that, although the 
sample of experts was intentionally drawn to be representative of different levels of 
experience as well as different design perspectives (e.g., academic versus industry ver-
sus design lab), our sample is limited in that all participants were employed in the 
Netherlands at the time of the interviews (although not all are Dutch natives), and 
most respondents represent a predominantly Western-European background. It 
would be very interesting to extend our work in the direction of cross-cultural com-
parison of design practices, as CSD may resonate differently across design cultures. 
Almost all experts had a focus on health technology and were experts in design for 
behavior change; this specific focus might have had effect on the experts’ positions 
towards the perceived importance of designing for values, since the domains of health 
and behavior change are domains with significant known implications for the people 
affected by the designs. Indeed, the experts’ focus on health technology and design for 
behavior change might have had an effect on their attitudes towards (the relevance of) 
CSD and the type of values and capabilities they understood as important.  
 
As a reflection on method, the use of the interview method and subsequent thematic 
analysis allowed us to go into depth and probe topics interactively and dynamically. 
This yielded a rich and detailed set of insights, in the respondents’ own words, which 
we believe to be representative for the range of attitudes towards CSD as a potential 
ethics-by-design tool. At the same time, interview methods deploying a relatively small 
number of participants cannot be used to seek out larger trends in the population, or 
specify insights depending on background variables such as age or experience. For 
such population-level generalizability of results, other methods, such as large-scale sur-
veys, can be deployed. Finally, the proof of the proverbial pudding is in the eating. 
That is, when designers will have had hands-on experience in using CSD as a design 
tool in practice, they will be able to reflect on their own lived experiences, thus further 
shaping, enriching and contextualizing their (initial) perceptions, opinions and atti-
tudes. Given that CSD is currently a new ethics-by-design method, we believe the 
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insights provided in this paper are a valuable point of departure for further work in 
this direction.   
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6 Concluding Remarks 

This thesis has examined how ethics can be proactively integrated in the design of 
health and wellbeing technologies, specifically, health-related behavior change tech-
nologies. The thesis closely focused on vulnerable people and the ethical significance 
of vulnerability for the design of these technologies. The ethics by design framework 
CSD that is developed and put forward in this thesis is a design framework that is 
uniquely able to mitigate vulnerability in design, account for human diversity and 
counter (structural) injustices that manifest in technology design. CSD is developed 
theoretically and applied to a hypothetical design case, as well as examined empirically 
to see if and how CSD can be of practical use for designers in their design practice.  
 
The thesis contributes to the field of ethics by design in general and to the further 
development of Value Sensitive Design in particular. With developing CSD, this thesis 
has strengthened the normative foundation that an ethics by design framework can 
have, specifically in the domain of design for health and wellbeing for vulnerable peo-
ple. There are, however, a number of challenges raised in this thesis that have not yet 
been resolved. Let me once more reflect upon these challenges and propose ways for-
ward for future research. 
 
Chapter 2 discussed that in order to assure that the interests and needs of vulnerable 
users are taken into account, designers have to elicit the needs of their prospective 
vulnerable users during the design process. Further research on elicitation tools for 
vulnerable people, however, has been beyond the scope of this thesis. Now, although 
this thesis did not include explicit research on elicitation tools for vulnerable people, 
the developed framework of CSD could be helpful in finding solutions. As argued in 
chapter 2, in order to assure that the interests and needs of vulnerable users are taken 
into account, designers have to keep two crucial aspects in mind. These are: taking 
real life contexts into account and supporting stakeholders in their communication 
with designers. What CSD offers is a fine-grained understanding of people’s individual 
characteristics and the social and environmental context they are in by putting a strong 
focus on conversion factors. With this emphatic focus on peoples’ conversion factors, 
CSD is able to accurately take vulnerable users’ real-life contexts into account, which 
is crucial for adequate elicitation of vulnerable people’s interests and needs.  
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In chapter 5, design-experts were introduced to the list of ten capabilities developed 
by Nussbaum (2000) that forms the basis of CSD. The reactions of the experts to the 
list were, however, rather diverse and not unanimously positive. Some experts recog-
nized the capabilities on Nussbaum’s list as important values that they at times already 
aim to endorse in their design practices. Others, however, pointed out the demanding 
character of the list and questioned its paternalistic and elitist character. These points 
of critique mirrored some of the main criticisms that Nussbaum’s capability list and 
her selection of capabilities has received in scholarly literature (see e.g., Claassen 2011; 
Byskov 2017). In the scholarly literature on the CA there exists a longstanding dispute 
between proponents of, roughly, Nussbaum’s normative substantive capability theory 
and Sen’s procedural-deliberative capability approach (see e.g., Claassen 2011; 
Byskov 2017; Robeyns 2017). This dispute also exists in the literature on ethics by 
design, namely between ethics by design approaches that are complemented with 
Nussbaum’s substantive capability theory (see e.g., Oosterlaken 2013; Jacobs 2020) 
and ethics by design approaches that are complemented with the procedural-deliber-
ative capability approach of Sen (see e.g., Cenci and Cawthorne 2020).  
 I have argued in chapter 4 and 5 why I have chosen to complement VSD with 
Nussbaum’s normative substantive capability theory, instead of Sen’s procedural-de-
liberative version of the CA. However, not all design-experts seemed convinced of the 
choice for Nussbaum’s theory, and more specifically of using her pre-defined list of ten 
capabilities. In light of this critique, it is worthwhile to discuss the dispute between 
Nussbaum’s normative substantive capability theory and Sen’s procedural-delibera-
tive version of the CA in relation to ethics by design in more detail here, and point to 
a possible solution to the issue.  
 
The most prominent proponents of Sen’s procedural-deliberative version of the CA 
combined with VSD are Cenci and Cawthorne (2020). These authors argue that the 
intrinsic participatory-deliberative character of “value-based technical design in dem-
ocratic settings” is inconsistent with front-loading substantive ethics approaches based 
on fixed universal values that are used to substantiate VSD (p.2634). Instead, they 
propagate to complement VSD with Sen’s procedural-deliberative version of the CA, 
with the aim not to: “provide a definite, complete list of universal values and normative 
principles”, but rather to put emphasis on “the transparency, correctness, and inclusiveness 
of the ethical procedure behind the choice of foundational values and goals underlying 
technological design” (p.2647). According to Cenci and Cawthorne, “Sen’s capability 
approach’s normative and meta-ethical foundations are largely in keeping with an 
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explicit and extended use of participatory-deliberative methods in the task of eliciting 
shared plural incommensurable values of ethical and social importance” (2020, 
p.2634).  
 The main critique of Cenci and Cawthorne on complementing VSD with substan-
tive normative theories -such as CSD does- is that such approaches rely too heavily on 
the reasoning of theorists and disregard cooperative-participatory-democratic ideals. 
Furthermore, they argue that within such approaches, paternalistic methods are used 
to select the normative ideals and principles of justice and that the list of supposedly 
universal values is obtained too rigidly (2020, p.2644). This clearly resembles the cri-
tique raised by some of the design-experts. A procedural-deliberative approach, such 
as Sen’s capability approach as put forward by Cenci and Cawthorne (2020), appears 
to circumvent these critiques. Therefore, these authors argue that VSD should be re-
fined not with a substantive ethics such as Nussbaum’s capability theory, but with 
Sen’s procedural-deliberative version of the CA (Cenci and Cawthorne 2020). 
 
However, I believe these critiques can -to a high extend- be refuted, as well as that 
there are some strong arguments in favor of complementing VSD with Nussbaum’s 
capability theory, as discussed in chapter 3 and 4. As argued for in these chapters, 
VSD faces various challenges that have to do with the fact that VSD is a procedural-
deliberative approach itself that does not make any substantive ethical commitments. 
I have argued that VSD needs complementation with a substantive mid-level ethical 
theory that provides grounds of justification and argumentation for moral claims and 
considerations, in order to solve these challenges. Nussbaum’s capability theory pro-
vides such a normative substantive mid-level ethical theory and is able to solve two of 
the three challenges faced by VSD, as discussed in chapter 4.  
 The critique that CSD would rely too heavily on the reasoning of theorists and 
thereby disregards the participatory and democratic ideals of design can be refuted by 
pointing to the ‘philosopher-investigator’s strategy’ (Claassen 2011) that CSD en-
dorses. By taking on the philosopher-investigator approach (Claassen 2011), as 
discussed in chapter 4, designers assure that the list of capabilities that they design for 
is not the mere result of isolated reflection but is also thoroughly informed by empirical 
study and stakeholder analysis. Thereby, the design process draws upon the knowledge 
of (many) others and thoroughly respects the participatory and democratic ideals of a 
design process. 
 The critique that CSD makes use of paternalistic methods to select normative prin-
ciples, values and capabilities can be refuted by pointing to fact that Nussbaum has 
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always emphasized that her list of capabilities is open for discussion and revision (Nuss-
baum 2000, p. 77) and therefore is not to be understood as paternalistic, rigid nor 
definite. Nussbaum’s list is intended as a piece of input into the deliberation process, 
i.e.; as a stimulus for debate in the design process (Claassen 2011), inviting people to 
contribute, revise and adapt the list as necessary for the design process at hand.  
 However, it has become apparent that for many people -including the authors 
Cenci and Cawthorne (2020) as well as many of the interviewed design-experts- this 
deliberative nature of Nussbaum’s list is not immediately clear. Based on the findings 
of chapter 5, it needs to be made much more explicit that Nussbaum’s list is intended 
as an adaptive, dynamic and open-ended list that foremost functions as input into the 
design process. In other words; that designers together with stakeholders are encour-
aged to discuss and deliberate on the list of capabilities during the design process, and 
that they themselves will have to provide context-specific specification to the abstract 
capabilities on the open-ended list (Jacobs 2020). A practical tool to assist them in this 
endeavor is the set of “capability cards” developed by Marc Steen (2016), as proposed 
in chapter 4 and 5. The capability cards provide input to designers and stakeholders 
to discuss, select, adapt, and specify the capabilities from Nussbaum’s list to the design 
context at hand (Jacobs 2020).  In this way, Nussbaum’s list of ten capabilities thus 
offers a piece of input into the deliberation process, providing designers and stakehold-
ers with a stimulus for debate in the design process (Claassen 2011). 
 
Another remaining challenge for CSD that has been discussed in chapter 4, is how to 
determine whether a design ultimately meets the criteria of the capability hierarchy in 
a satisfactory way. How can CSD practitioners determine whether they have ac-
counted for all the norms derived from the selected capabilities, and subsequently 
whether they sufficiently accounted for all the design requirements that can be derived 
from these norms? This concern also surfaced in chapter 5, where various design-
experts remarked that there exists an issue of exhaustiveness and completeness with 
regard to the capability hierarchy. A professor in design questioned how designers 
could know that they have mapped all the norms that correspond with a certain ca-
pability. Another expert wondered how a designer can guarantee to have executed the 
hierarchy completely and exhaustively. 
 The proposed solution to this challenge is found in chapter 4, where I have argued 
that multiple iterations of the capability hierarchy will enable designers to check 
whether the conditions of the capability hierarchy are sufficiently met. However, the 
power of this proposed solution is in the eating of the pudding. Whether extensive 
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iterations of the various steps of the capability hierarchy will eventually satisfy the suf-
ficiency challenge is only to be found out once we empirically examine this in practice. 
Such empirical investigation has been outside the objective of this thesis, but would be 
a necessary next step in future research on the practical applicability of CSD.  
 
A further remaining challenge for CSD that has been discussed in chapter 4, is how 
designers should deal with capability conflicts in design contexts. This issue of priori-
tization in case of capability conflicts has been raised by multiple design-experts in 
chapter 5 as well. Various experts pointed out the lack of clear-cut guidelines on how 
to make value prioritizations or trade-offs when capability conflicts occur, and re-
marked that CSD doesn’t seem to provide the needed guidelines on how to deal with 
these issues. What made the issue even more challenging is that the design-experts on 
the one hand indicated a need for clear-cut guidelines on how to deal with capability 
conflicts, but on the other hand feared interference with the necessary flexibility, iter-
ation, context-adaptability and creative freedom that are crucial to successful design 
processes.  
 
The solution to dealing with capability conflicts that I have proposed in chapter 4 has 
been to advise designers to return to the process of specification that forms the core of 
the capability hierarchy. By repeatedly going through the process of specification, de-
signers together with their stakeholders jointly deliberate on the relevant context- and 
domain-specific content that should be added to the abstract capabilities, with the aim 
to ultimately come to a joint solution on the design level. What is apparent in this 
solution is that the strength of the solution is to be found in practice. We can only find 
out if this solution indeed works by empirically examining the repeated process of 
specification in design processes by designers and their stakeholders. Thus, here as 
well, a crucial next step in future research is to empirically examine whether and how 
designers are successful in dealing with capability conflicts when they make use of the 
proposed solution.  
 
When designers gain hands-on experience in using CSD in practice, they will be able 
to further shape, enrich and contextualize the framework. Future research directions 
that I envision will first and foremost consist of empirical research on the lived expe-
riences of designers with CSD. Such future empirical research will most-likely provide 
us with valuable insights that enable us to further strengthen CSD and increase its 
practical applicability in design practices. 
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 Future relevant theoretical research would be to explore the added value of CSD not 
only for the domain of technology design for health and wellbeing, but for other do-
mains as well, such as e.g., technology design for education, social robotics, or 
environmental sustainability. Furthermore, it would be relevant to examine the value 
of CSD in inter-cultural design contexts, e.g., within a design team that consists of 
people from different cultural backgrounds who design a technology for a global 
market. Although CSD is based on the normative foundation of Nussbaum’s capabil-
ity theory who has always argued that the ten basic capabilities on her list are of 
universal value (Nussbaum 2000), it is important to investigate both theoretically as 
well as empirically whether CSD is indeed applicable in inter-cultural design contexts, 
or that there are cultural differences that require certain adaptations of CSD. 
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Epilogue 

It’s a bright morning in early autumn and Emma pushes open the swinging doors of 
the eHealth Design Lab. Clutched under her arm is a large map with sketches. She 
will show them to her team for the first time today. 
 
As senior design strategist at the design lab, she is in charge of developing a new design 
for an app that encourages people to behave more empathetically towards each other. 
In the past year, Emma has often been amazed at the lack of empathy in society and 
the hardening of public discourse. People seem to have lost the ability to listen to each 
other and this increasingly worries her. 
 
Shortly after the elections in early spring, her design team was approached by a non-
profit organization with a mission to promote democratic values in society. The or-
ganization reported on a growing inability by different societal groups to listen and 
speak to each other. The corona crisis had accelerated this inability and caused a fur-
ther degradation of democratic values. In response, the non-profit had teamed-up with 
a national organization for the promotion of the mental wellbeing of young people. 
Various reports showed that during the pandemic the mental health of young people 
had declined. The multiple lockdowns had impeded social contact and many young 
people felt increasingly isolated, which impacted their mental wellbeing.  
 
Together, both organizations had come to Emma’s design lab to explore the possibility 
of developing a service that enables young people to expand their social circles. They 
wanted something to stimulate an empathetic and open-minded attitude amongst 
young people in order to facilitate mutual understanding within communities. Ideally, 
they reasoned, such a service would contribute to democratic values in society as well 
as enhance people’s mental wellbeing. They had come to the eHealth Design Lab 
because of its strong reputation in designing applications that effectively change peo-
ple’s attitudes and behaviors to improve their wellbeing.  
 
Their first meeting took place at the end of spring. The directors of both organizations 
had come to the Design Lab to meet with Emma and the designers on her team Ka-
rim, Minke and Sefora. 
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During that first meeting, Minke made an impassioned plea on how important it is to 
design something with real societal impact. Minke was the youngest designer on the 
team and she never missed a change to emphasize the importance to design for good.  
 It was Emma’s colleague Sefora who then told everyone about this new design 
tool. It was some kind of framework to design for the social good. To design for values 
like equality, justice and diversity Sefora had said. She had heard about it at a recent 
health by tech conference where there was a panel session on designing for justice.  
 
It struck Emma that a new generation of designers had emerged for whom it comes 
so natural, self-evident even, to think about the societal and ethical impacts of their de-
signs.  
 Back when she started, it was rather different. It had often been a struggle to con-
vince her fellow-designers -let alone clients and stakeholders- of the importance to 
think about ethical considerations in design. Besides, there weren’t many tools to sup-
port you in designing for values. At a certain point, Emma came across Value Sensitive 
Design. She thought it looked promising and she hoped it would provide her with con-
crete steps to really do ethics by design. But it turned out not to be so easy after all. 
Value Sensitive Design didn’t provide her with specific information about how to se-
lect the values for which to design, it simply didn’t seem to offer tools to distinguish 
important values from the mere preferences and whims of her clients and stakeholders. 
Emma also recalls that one time she and her team tried to design for twelve values, 
because all twelve values were indicated equally important by their stakeholders. That 
was impossible. What her team missed most was some sort of clarity, some guidance 
from the value sensitive framework that helped them decide on what values needed to 
be prioritized… 
 

¨  
 
Not long after their initial meeting, Minke reported back on the new ethics by design 
framework. It was something called capability sensitive design, she told the team, devel-
oped at Eindhoven University of Technology. Apparently, it was developed by an 
ethicist, which Emma found rather surprising.  
 Emma noticed that her first reaction was somewhat skeptical. A design framework 
developed by someone who is not a designer herself. But an ethicist. Although Emma 
agrees on the importance of ethics by design, she could not help but notice a slight 
feeling of agitation. She realized it probably had to do with her recent encounters with 
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the Ethics Review Board. Their review procedures can be so rigid and time consuming… 
She felt frustration bubbling up inside her again. Anyway, she thought to herself, judg-
ing by Minke and Sefora’s plea, she had to give it a fair shake, right? 
 
Minke and Sefora emphasized that the team’s current design context focuses on how 
to persuade people to behave more empathetically. To have people give room to diverse 
voices, opinions, and feelings. In other words, to stimulate people to listen to others and 
engage and connect with them, to find ways to be open minded towards other people’s 
opinions, thoughts and feelings even if they are completely different from yours. A 
design approach that strongly focuses on human diversity and that stimulates designers 
to do justice to human dignity and equal opportunity, like capability sensitive design, 
wouldn’t that be a really good fit with our design challenge, Minke and Sefora asked 
rhetorically. 
 
Although Emma wasn’t quite convinced yet, she decided to practice what she was 
about to preach and to take on an open-minded attitude. Together with the team they 
decided to use the capability sensitive design framework flexibly. To only use those 
aspects of the framework that they judge relevant and applicable to their design con-
text.  

¨  
 
Minke and Karim are already seated at the large table in the middle of the room, 
chatting lively with a coffee in hand. Emma places her map with sketches and her bag 
on the table and rushes over to the kitchen to make herself an espresso. She is a little 
nervous. The co-design workshop takes place today. 
 
She invited a group of about twenty participants. Among them are various people 
from the pro-democracy non-profit and from the mental youth health organization. She 
also invited youngsters from various backgrounds between the age of 18 and 25-years 
old. Through social media her team tried to reach out to young people from all kinds 
of social circles and different political affiliations. This wasn’t easy to do. She is happy 
they managed to invite ten youngsters who would actually come. 
 
The main aim of today’s workshop is to discuss and clarify the project’s ultimate goal. 
Emma is really curious what the young people will say about empathy and open mind-
edness. What they think a desired situation would look like. 
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Hopefully, together they will be able to clarify the main goal of the project during the 
first part of the workshop. They have the whole morning to come up with something. 
In the afternoon they will move on to capabilities. Emma will introduce everyone to the 
new terminology. She will ask the participants which capabilities should be enhanced by 
the design. She is especially nervous about this second part of the workshop. Emma 
wonders whether the participants will pick up on the idea of thinking in terms of capabili-
ties. Luckily, they have a capability-cards set to help the participants clarify and select 
capabilities they find important. She has placed her hopes on these cards.   
 
It’s a little after 10 o’clock and everyone is seated at the large table – it’s such a pleasure 
that this is possible again now that everyone is vaccinated.  
 
Emma closes the door and walks over to the presentation screen in front of the room. 
 
“Thank you all so much for coming out today and joining us at the eHealth Design 
Lab. I’m very happy that we can meet in person again. I think it’s safe to say that living 
in times of a pandemic has left its marks on all of us… 
 
Reports of various world-wide health organization have taught us that people felt in-
creasingly isolated and alone during the pandemic. And this has caused many people 
to feel gloomy, or even depressed. 
 
What research has furthermore shown, is that feelings of isolation, loneliness and de-
pression decrease our ability to empathetically engage with others. These feelings of 
loneliness and isolation have caused us to be very much caught up in our own realms. 
Making it increasingly difficult to extend beyond our own bubbles and connect with 
others outside our direct scopes… 
 
Although we are carefully recovering from the crisis and people are emerging from 
their isolated bubbles and resume their social contacts, we do see deepening cracks 
and divisions running through society. Misha, director of the organization pro-democ-
racy and our partner in this project, will shortly give a presentation on the effects of the 
pandemic on our shared democratic values and the increasing polarization in public 
discourse…”  
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Emma goes on to tell everyone that Misha, together with Gloria from the organization 
of mental health for youth, have come to the eHealth Design Lab with the request to 
design an application that would stimulate young people to engage and connect to oth-
ers, to find ways to be open minded towards other people’s opinions and persuade them 
to behave more empathetically towards each other.  
 
“Together with my design team at the eHealth Design Lab,” Emma continues, “we 
have decided to use a new design tool to assist us in this design project. It’s the first time 
that we use this new tool and we want to try it out with you. So, it’s a real scoop.” 
 
She explains that this new design tool is called capability sensitive design and that it enables 
them to start a design process by thinking about what capabilities we -the designers, 
stakeholders and prospective users- want to see enhanced by the application.  
 
“In other words,” she says, “it helps us answer the question what possibilities we want 
the application to facilitate and enhance.”  
 
Emma goes on to explain that during the afternoon session they will use capability cards 
to evoke discussion on what capabilities to select for the design.  
 
“But first, it’s time for a presentation by Misha from pro democracy. Misha, can I give 
the floor to you?” 
 
“Yes, of course, thank you.” 
 
“Let me introduce to you Misha, who will give a short, and as I’m told an interactive 
presentation on recent examples of polarization in public discourse. Misha, the floor 
is yours…” 

¨  
 
The lunch break is over and people are slowly returning to the main room. Some are 
chatting with soft voices; others are quietly taking a seat at the table. Minke and Sefora 
have placed sets of capability cards on each corner of the table. Together they will 
lead the capability cards session this afternoon. Emma takes a seat at the left-back 
corner of the table. To her right sits a young woman named Lauren. It struck Emma 
how confident and self-aware this young woman had come across during the morning 
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session. When she spoke, she was so candid and calm at the same time. A striking com-
bination, Emma thought, especially at such a young age. To her left sits Ciro. At first 
glance Emma thought he was a bit shy but as the morning progressed, Ciro tuned out 
to be a lively speaker with lots of little jokes up his sleeve. 
 
“Welcome back everyone” Sefora kicks off. “This afternoon you will participate in a 
small group session wherein you use capability cards. Minke and I will quickly introduce 
you to the cards and explain the aim of this session. Most important, however, is that 
you just feel free to speak what’s on your mind, ask questions about anything and freely 
voice what you think and feel is important to you.” 
 
Sefora turns to Minke who has a stack of cards in her hands. “That’s totally right”, 
Minke says as she takes over. “This afternoon session is about you feeling free to voice 
what you think is important in the design of this new application that we will create. 
In the morning session it became clear that most of us find it important that the appli-
cation promotes open mindedness and that it enables people to come into contact with 
others, even with people who don’t share our worldviews, opinions, or values. Now, 
in this afternoon session, we are going to map these findings to capabilities…” 
 
Minke gives the word back to Sefora who goes on to tell that at the core of capability 
sensitive design lies the idea that every human is equally worthy and deserves a life worth 
living. To ensure that people are equally able to live a worthy life, we need to look at 
what people are able to be and do; their capabilities. Only if people have the freedom 
to exercise the capabilities important to them, they are able to life a worthy and joyful 
life. “Capabilities are the freedoms that people have to be and do what they find im-
portant”, Sefora explains.  
 
“Now, what I have here…”, Minke explains as she waives her hand with which she 
holds a stack of cards, “is a card set with capabilities envisioned on them. The philos-
opher Martha Nussbaum has created a list of ten capabilities that are important for all 
people to be able to live a dignified life. These ten capabilities are envisioned on the 
cards that I’m holding right here. You also find these card sets on each corner of the 
table. What Sefora and I have done is we added some capabilities to the card set that 
we think will in addition be particularly relevant to our design context. Also, we have 
put in some blank cards. If, during the session you come up with a capability that you 
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find important that is presently lacking, you can write that capability on a blank card 
and add it to the mix…” 
 
“I will now divide you into groups of four”, Sefora continues, “and I invite you to take 
a close look at the cards and read the instructions on the cards. Each card gives a short 
description of a capability accompanied by a question that should give you food for 
thought, and hopefully evokes a discussion amongst the four of you. Minke and I will 
alternate between the groups to assist you in the process…” 
 

¨  
 
As Minke walks around the room she overhears snippets of conversations. What strikes 
her is that all groups got off to a flying start. Each group studied the cards and then 
quickly engaged in lively conversations. Minke takes a halt at Karim’s group. Carefully 
without interrupting their conversation, she grabs a chair and joins them. The group 
consists of Karim, her fellow designer at the lab; Ciro, a witty boy of about 20-years 
old; Dhevan from the pro- democracy organization; and Dorelia, a woman in her mid-
twenties with a colorful headscarf wrapped around her dark curls.   
 
Dorelia is holding a card in her hand. When Minke slides to the top of her chair she 
can see what’s on it. She reads: the capability to have social affiliations that are meaningful and 
respectful. Dorelia is telling the group that during the pandemic she has mainly been in 
contact with her three closest friends. She tells them that occasionally she would meet 
up with her friends in a park or so… but mostly they would organize zoom dates or meet 
on the app Clubhouse. Although she enjoyed spending time with her friends and even 
felt she really needed them to stay sane, she did miss something… She says she’s not 
quite sure what it was. But after some months into the pandemic, she started to feel a 
bit empty and indefinable… Dorelia pauses for a moment and then quickly shrugs her 
shoulders saying I don’t know… 
 
Ciro joins in and says he has also been using Clubhouse. He says he finds the app fun 
and that it has given him easy opportunities to meet new people, something he missed 
the most during the pandemic. Talking to strangers in Clubhouse really was something 
that helped him keep things light and fun, he tells the group. During the pandemic he 
felt empty at times as well, just like Dorelia had described. And engaging in 
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conversations - just talking about anything really- with new people had helped him over-
come feelings of loneliness.  
 
Dhevan says he is also on Clubhouse. What he likes most about it, he tells the rest, is 
that it enables him to interact with all kinds of people he didn’t know before, and to 
swap ideas and thoughts. He says he finds it exciting to get in touch with people he 
normally wouldn’t meet otherwise.  
 
Karim tries to capture what the others just told. He asks them whether they would 
agree that the merit of an app like Clubhouse is in meeting strangers and swapping 
ideas in a respectful environment? The others nod in agreement. “So, do you agree 
that this would be an important feature of a new application, to ensure that this capa-
bility of having social affiliations that are meaningful and respectful is enhanced by the app?” 
Karim asks. “Yes, I would say so”, Dhevan replies. Dorelia and Ciro both hum in 
approval. “Meaningfulness is, of course, a flexible concept” Ciro says jokingly. “I mean, 
what is meaningful, right? I just like to chat from time to time, and that’s meaningful to 
me, you know? Just having a chat with someone, as long as it’s respectful, that’s fine 
by me.”  Dorelia nods, “yeah, I agree. Meaningful could mean so many things. But re-
spectful, yeah, I find that really important…”  
 
While trying not to make any noise, Minke gets up from her chair and walks towards 
the group at the corner of the table where she hears Emma talking. She quietly joins 
to listen in on how their conversation is going…  
 

¨  
 
Emma treats herself to a seat in the first-class compartment. It has been a long day. 
Exciting and exhausting at the same time. Once she has settled comfortably in her seat, 
she takes out her notebook and places it on the small table in front of her. She has her 
pen ready in her hand but she decides to gaze out of the window for a little while… 
 
She thinks about the afternoon session of the co-design workshop. With her group 
Emma had spent most time on a card about the capability to possess practical reason to 
form a conception of the good. She had engaged in a somewhat heated discussion on what it 
means to form a conception of the good. Lauren had started off the conversation by 
asking how we are to understand ‘practical reason.’ What does it entail exactly, she 
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had asked, and what if you don’t have it, like a young child perhaps, or someone who 
has cognitive impairments, are these people unable to form a conception of the good, 
she had asked? And is there something like the good, she had asked. There are so many 
people out there and most of them have completely different conceptions of the good, don’t 
they? Daniël, another young participant, had at that point suggested to just skip the 
card since it gave rise to so many difficult questions, he had said while looking at Lauren. 
Misha, however, indicated that this difficulty probably hinted at something important 
that they needed to map out. Lauren had nodded in agreement. Not only are there 
many conceptions of the good, Misha had continued, but I would say that there is virtually 
nothing more annoying than having someone else telling you what is good and what not. 
Daniël recalled that he often had felt miserable as a child precisely for that reason. 
How great it had been to finally turn eighteen and be able to decide things for himself. 
Having someone else telling you what is right is just horrible, Lauren had said. Indeed, 
Misha had said, it is important that people may hold different conceptions of the good 
and that they are able to come up with such conceptions themselves. For a democratic 
society that’s is extremely important, he had said, adding that it is crucial that people 
are able to form their own views, values and beliefs and that these may differ from the 
views that others hold.  
 It had been Emma who had pointed back to the capability card, suggesting that 
the capability on the card could then perhaps best be interpreted as saying that every 
person should be able to form a conception of the good for him- or herself, with help 
of practical reasoning. This practical reasoning then, she had added, would enable us 
to talk about our conceptions of the good with each other, to engage in discussion, 
without necessarily agreeing with each other.  
 
At the centre of a large sheet of paper Emma had then started to write down ‘the 
good’. She gave Daniël, Lauren and Misha a pen, each with a different color. She had 
asked them to write down words or concepts around the centre that they associated 
with ‘the good’ based on the conversation they just had. Daniël had written down ‘my 
own’, while Lauren wrote down ‘plurality’, and ‘diversity’, and Misha added ‘egalitar-
ianism’ and ‘discussion’.  
 While they were all bent over the sheet of paper, Lauren had said that they 
shouldn’t forget those people for whom practical reasoning might be harder... Some 
people are simply less able to express themselves, she had said, and these people should  
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be especially supported by what we will design, to assist them with giving voice to their 
thoughts and ideas, right?  

¨  
 
Emma slowly manages to pull her gaze from the moving landscape. She wonders 
whether working with the capability cards had provided their group discussion with 
clarity, or whether it had only made their conversation more complicated. In any case, 
it had become clear that the capability to possess practical reason to form a conception of the 
good was in no way unambiguous nor straightforward to understand. To be honest, 
Emma had pondered on the formulation herself before, finding it rather vague and 
indeterminate… What she did like, though, is that it had sparked a lively discussion 
amongst the participants, perhaps precisely because of that indeterminate formulation. 
And although their discussion hadn’t been particularly easy, she is sure that it has 
yielded many threads that her design team can work with during the design process.   
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Summary 

Health-related behavior change technologies help people prevent, or reduce, un-
healthy behaviors. But this type of persuasive technologies can give rise to ethical 
concerns, especially for vulnerable people. As of yet, however, no study in the field of 
persuasive ethics has explicitly focused on the ethical concerns that arise with the de-
sign and use of these technologies for vulnerable people. This is striking because these 
technologies are designed to help people change their attitudes or behaviors; some-
thing that is often particularly valuable for vulnerable people in order to better cope 
with their vulnerabilities. 

 
 In this thesis, I discuss the ethical concerns that arise with the design and use of 
health-related behavior change technologies for vulnerable people. I argue that ethics 
by design can proactively remedy these concerns. The dissertation starts with the iden-
tification of the two most prominent ethical concerns that arise for vulnerable people 
making use of health-related behavior change technologies. These two ethical con-
cerns are: (1) sufficiently accounting for users’ needs and interests and (2) respecting 
users’ autonomy. Subsequently, I argue that designers could account for these con-
cerns by means of ‘ethics by design’. Ethics by design consists of the idea that design 
decisions shape and affect the set of interactions and constraints of a technology to 
users and that these decisions can support or undermine ethical values. By proactively 
articulating value considerations at the start of a technology design process, designers 
can account for the values that they build into their design. 
 
 The most prominent and influential ethics by design approach is Value Sensitive 
Design (VSD). Although VSD is a promising approach, I identify multiple challenges 
that VSD faces and argue that all of these challenges arise from the fact that VSD 
lacks a solid normative foundation. Subsequently, I argue that VSD can overcome 
these challenges when VSD is complemented by an ethical theory. That is because an 
ethical theory can provide sources of justification and argumentation for moral claims 
and considerations, which are needed to make principled judgments, to attend to a set 
of bounded and principled values, and to legitimize value trade-offs during the design 
process. 
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Subsequently, I argue that in the context of technology design for health and wellbeing 
promotion, Martha Nussbaum’s capability theory is a suitable ethical theory to com-
plement VSD. This complementation, as I put forward in this dissertation, results in 
the design framework Capability Sensitive Design (CSD); a framework that is able to 
overcome most of VSD’s challenges and that is able to normatively assess technology 
design in general, and technology design for health and wellbeing for vulnerable peo-
ple in particular. 
 
 Ultimately, the dissertation explores how to bridge the theory-practice gap by en-
tering into dialogue with various design-experts on ethics by design in general, and 
CSD in particular. An empirical study, consisting of thematic interviews with nine 
design-experts, is conducted in order to explore design-experts’ experiences with ethics 
by design, to understand what they regard as the strengths and weaknesses of CSD, 
and to see if CSD could be of practical use to their design practices. 
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Samenvatting 

Persuasieve gezondheidstechnologieën kunnen mensen helpen om ongezond gedrag 
te voorkomen of verminderen. Dit type technologie brengt echter ook ethische zorgen 
met zich mee, met name voor kwetsbare mensen. Tot nu toe is er in het domein van 
de persuasieve ethiek nog geen onderzoek gedaan naar de ethische zorgen rondom 
het ontwerp en gebruik van persuasieve technologieën specifiek voor kwetsbare men-
sen. Dat is opvallend aangezien deze technologieën zijn ontworpen om mensen te 
helpen hun gedrag te veranderen, wat met name voor kwetsbare mensen waardevol 
kan zijn om beter met hun kwetsbaarheden om te gaan.  
 
In dit proefschrift bespreek ik de ethische problemen die met het ontwerp en gebruik 
van persuasieve gezondheidstechnologieën kunnen ontstaan voor kwetsbare mensen. 
Vervolgens beargumenteer ik dat ethics by design deze problemen proactief kan oplos-
sen.  
 
Om te beginnen identificeer ik de twee meeste prominente ethische problemen die 
ontstaan voor kwetsbare mensen als zij gebruikmaken van persuasieve gezondheids-
technologieën. Deze twee ethische problemen zijn: (1) rekening houden met de 
behoeften en belangen van de technologie gebruikers, en (2) het respecteren van de 
autonomie van gebruikers.  
 
Ik beargumenteer vervolgens dat de ontwerpers van persuasieve gezondheidstechno-
logieën het ontstaan van deze ethische problemen grotendeels kunnen voorkomen 
door ethics by design toe te passen. Ethics by design is gestoeld op het idee dat ont-
werpkeuzes invloed hebben op de interacties tussen een technologie en haar gebruiker, 
en dat die ontwerpkeuzes morele waarden kunnen ondersteunen of ondermijnen. 
Door proactief op morele waarden te reflecteren aan het begin van een technologisch 
ontwerpproces kunnen ontwerpers expliciet morele waarden in hun ontwerp imple-
menteren. 
 
De meest prominente en invloedrijke ethics by design approach is Value Sensitive Design 
(VSD). VSD is een veelbelovend maar ik laat in hoofdstuk 3 zien dat er meerdere 
problemen zijn met VSD die allemaal voortkomen uit het gegeven dat het VSD aan 
een solide normatieve basis ontbreekt. Vervolgens beargumenteer ik dat deze 
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problemen opgelost kunnen worden door VSD te combineren met een ethische theo-
rie.  Een ethische theorie zorgt namelijk voor een normatieve basis van waaruit solide 
argumentatie voor- en rechtvaardiging van morele overwegingen gemaakt kunnen 
worden. Dit is nodig bij het maken van weloverwogen besluiten en bij het legitimeren 
van trade-offs tussen waarden in het ontwerpproces. 
 
Vervolgens beargumenteer ik dat in de context van technologieontwerp voor de pro-
motie van gezondheid en welzijn de capability theorie van de filosoof Martha 
Nussbaum bij uitstek een geschikte ethische theorie is om VSD te vergezellen. De 
combinatie van Nussbaum’s capability theorie met VSD resulteert in het design fra-
mework Capability Sensitive Design (CSD). In hoofdstuk 4 presenteer ik CSD; een 
framework dat in staat is om technologieontwerp in het algemeen normatief te evalu-
eren, en technologieontwerp voor gezondheid- en welzijn technologieën voor 
kwetsbare mensen in het bijzonder. Bovendien, zo beargumenteer ik, is CSD in staat 
om de meeste problemen van VSD op te lossen.  
 
Tot slot onderzoek ik hoe we het beste een brug kunnen slaan tussen theorie en prak-
tijk. In hoofdstuk 5 ga ik in gesprek met verschillende ontwerp-experts over ethics by 
design in het algemeen en CSD in het bijzonder. Met een empirische studie, bestaande 
uit thematische interviews met negen ontwerp-experts, breng ik de ervaringen van 
ontwerpers met ethics by design in kaart, onderzoek ik wat zij ervaren als de voor- en 
nadelen van een framework zoals CSD en onderzoek ik welk praktisch potentieel zij 
zien van CSD in hun eigen ontwerppraktijk.  
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Simon Stevin (1548-1620) 

‘Wonder en is gheen Wonder’ 

This series in the philosophy and ethics of technology is named after the Dutch / 
Flemish natural philosopher, scientist and engineer Simon Stevin. He was an extraor-
dinary versatile person. He published, among other things, on arithmetic, accounting, 
geometry, mechanics, hydrostatics, astronomy, theory of measurement, civil engineer-
ing, the theory of music, and civil citizenship. He wrote the very first treatise on logic 
in Dutch, which he considered to be a superior language for scientific purposes. The 
relation between theory and practice is a main topic in his work. In addition to his 
theoretical publications, he held a large number of patents, and was actively involved 
as an engineer in the building of windmills, harbours, and fortifications for the Dutch 
prince Maurits. He is famous for having constructed large sailing carriages. 
 
Little is known about his personal life. He was probably born in 1548 in Bruges (Flan-
ders) and went to Leiden in 1581, where he took up his studies at the uni- 
versity two years later. His work was published between 1581 and 1617. He was an 
early defender of the Copernican worldview, which did not make him popular in re-
ligious circles. He died in 1620, but the exact date and the place of his burial are 
unknown. Philosophically he was a pragmatic rationalist for whom every phenome-
non, however mysterious, ultimately had a scientific explanation. Hence his dictum 
‘Wonder is no Wonder’, which he used on the cover of several of his own books. 
 
 


