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Introduction 
 

9ƳōƻŘƛŜŘ /ƻƴǾŜǊǎŀǘƛƻƴŀƭ !ƎŜƴǘǎ ό9/!ΩǎύΣ ŀƴƛƳŀǘŜŘ ǘŀƭƪƛƴƎ ƘŜŀŘǎ ƻƴ screen, are 

digital artefacts that have inspired scholars from various disciplines such as  gaming, 

eHealth and eLearning. Their life-like appearance makes interaction with a computer 

a more engaging experience which has fueled the imagination of many researchers 

with regards to their applications.  

²ƛǘƘƛƴ ǘƘƛǎ ǘƘŜǎƛǎΣ L ƘŀǾŜ ŦƻŎǳǎŜŘ ƻƴ ǘƘŜ ƳŜǊƛǘǎ ƻŦ 9/!Ωǎ ŀǎ ŀŘƧǳƴŎǘǎ ǘƻ ŜIŜŀƭǘƘ 

interventions. In order to do so, I will begin by taking a historical perspective on the 

ƻƴǎŜǘ ŀƴŘ ŘŜǾŜƭƻǇƳŜƴǘ ƻŦ 9/!Ωǎ ǿƛǘƘƛƴ ǘƘƛs general introduction. From a similar 

chronological perspective, I will describe the eHealth field, the electronic delivery of 

healthcare services. I will do this with the objective of comparing what were initial 

expectations and where we stand today with 9/!Ωǎ ƛƴ ŜIŜŀƭǘƘΦ !ǎ L ǿƛƭƭ Ǉƻƛƴǘ ƻǳǘΣ 

ōƻǘƘ ǘƘŜ 9/!Ωǎ ŀƴŘ ŜIŜŀƭǘƘ ǎǘǳŘȅ ŦƛŜƭŘǎ ƘƻƭŘ ǇǊƻƳƛǎŜ ōǳǘ ƘŀǾŜ ƴƻǘ ȅŜǘ Ŧǳƭƭȅ ƭƛǾŜŘ ǳǇ 

to these expectations. Noteworthy, a large part of the promise dates back as far as 

the period 1994-2000. Within that era, important findings with the Human Computer 

Interaction (HCI) field were made, as I will describe. Furthermore, I will sketch how 

the eHealth and ECA research fields have contributed to each other since 2000. As I 

ǿƛƭƭ ŀǊƎǳŜΣ 9/!Ωǎ Ŏŀƴ ǇƻǘŜƴǘƛŀƭƭȅ ŎƻƴǘǊƛōǳǘŜ ǘƻ ƛƳǇroving a tight issue in eHealth; the 

elevated non-adherence levels. Then again, expectations should be tempered, as 

renowned ECA meta-ǎǘǳŘƛŜǎ ǊŜŦŜǊ ǘƻ 9/! ŜŦŦŜŎǘǎ ǿƛǘƘ ŎŀǳǘƛƻƴΣ ǎŜŜ ŜΦƎΦ άbŜŀǊƛƴƎ ǘǿƻ 

decades of intense study of the topic researchers cannot say with much certainty the 

ƭŜǾŜƭ ƻŦ ŜŦŦŜŎǘƛǾŜƴŜǎǎ ƻƴŜ ǿƻǳƭŘ ŜȄǇŜŎǘ ǘƻ ǎŜŜ ΦΦέ ό{ŎƘǊƻŜŘŜǊ & Gotch, 2015).  

Subsequently, I will touch upon the subject of the ECA and user behaving in 

synchrony and how this synchronous behavior can potentially contribute to the 

effectiveness of the ECA. Last, I will take a side-step into an adjacent study field; that 

of the Dynamical Systems Perspective (DSP). This study field typically examines how 

human behavior fluctuates over short time intervals (e.g. 10-40 seconds). In that 

perspective, I will describe how an Agent-Based Model (ABM) might be capable of 

simulating the shortly during cognitive-affective states of users during a psycho-

education eHealth intervention. In addition, as I will point out, these simulation 

resulǘǎ Ŏŀƴ ǇƻǘŜƴǘƛŀƭƭȅ ŎƻƴǘǊƛōǳǘŜ ǘƻ ŀ ōŜǘǘŜǊ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ƻŦ ǿƘŜƴ ǘƘŜ 9/!Ωǎ 

supportive actions should be provided to eHealth users experiencing low motivation. 

Finally, I will state my research questions and outline the structure of this thesis. 
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1994-2000: Remarkable findings within the domain of Human Computer 

Interaction  

25 years ago a series of important discoveries were made within the domain of 

Human Computer Interaction (HCI). Reeves and Nass (1996) described new ways in 

which humans respond to computers. At the time it was commonly accepted that 

computers were just machines, lifeless tools that were designed to carry out tasks 

for human users. Suddenly, Reeves and Nass (1996) reported on novel experimental 

effects. Computers that use flattery, or which praise rather than criticize their users 

were better liked by study participants. Furthermore, the authors found that 

computers that praise other computers are better liked than computers that praise 

themselves, and computers that criticize other computers are liked less than 

computers that criticize themselves. These effects became known as the media 

equation effect and the CASA (Computers as a Social Actor) effect. In essence, the 

CASA effect demonstrated that humans interpret computer actions as human 

actions while at the same time being well aware that computers are not human. 

Taking the CASA effect a step further, Nass, Fogg, and Moon (1996) ran an 

experiment, based on the hypothesis that the computer and human user could form 

a team together. The participants were primed as they were told that they would 

join forces with the computer placed in front of them. In addition, the experimental 

ƛƴǎǘǊǳŎǘƛƻƴǎ ƳŜƴǘƛƻƴŜŘ ǘƘŀǘ ǘƘŜ ǳǎŜǊǎ ǿƻǳƭŘ ōŜ ŘŜǇŜƴŘŜƴǘ ƻƴ ǘƘŜ ŎƻƳǇǳǘŜǊΩǎ 

performance. By experimentally manipulating these user expectations, this study 

was able to demonstrate that humans display the same sorts of attitudes and 

behaviors as when collaborating with fellow humans. That is, compared to control 

condition subjects who were not told they were teaming up with the computer, team 

subjects reported they were more similar to the computer, and were more open to 

ǘƘŜ ŎƻƳǇǳǘŜǊΩǎ ƛƴŦƭǳŜƴŎŜΣ ŀƭƭ ŀǘ ǎƛƎƴƛŦƛŎŀƴǘ ƭŜǾŜƭǎΦ CǳǊǘƘŜǊΣ ǘŜŀƳ ǎǳōƧŜŎǘǎ ǘƘƻǳƎƘǘ ǘƘŜ 

ŎƻƳǇǳǘŜǊΩǎ ƛƴŦƻǊƳŀǘƛƻƴ ǿŀǎ ƻŦ ƘƛƎƘŜǊ ǉǳŀƭƛǘȅΣ ŀƴŘ Ŧƛƴŀƭƭȅ ŦƻǳƴŘ the computer to be 

significantly friendlier.  

Meanwhile, Fogg (1998) took the social aspect of the CASA effect, added new 

elements and coined another new HCI term persuasive technology. Fogg thought of 

persuasive technology as technology that is designed to change attitudes or 

behaviors of the users through persuasion and social influence, but not necessarily 

through coercion. Furthermore, Fogg (1998) proposed the functional triad as a 

classification of three basic ways that people view or respond to computing 

technologies: persuasive technologies can function as tools, media, or social actors 

ς or as more than one at once. Through these terms, Fogg declared that computer 

technology should no longer be considered as expressions of passive code. Instead, 

https://en.wikipedia.org/wiki/Technology
https://en.wikipedia.org/wiki/Persuasion
https://en.wikipedia.org/wiki/Social_influence
https://en.wikipedia.org/wiki/Coercion
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the technology should be regarded as an active, dynamical instance. Not very long 

ǘƘŜǊŜŀŦǘŜǊΣ ƛƴ нлллΣ tƛŎŀǊŘ ǇǳōƭƛǎƘŜŘ ȅŜǘ ŀƴƻǘƘŜǊ ǎŜƳƛƴŀƭ I/L ǎǘǳŘȅΣ ǘƛǘƭŜŘ Ψ!ŦŦŜŎǘƛǾŜ 

ComputiƴƎΩΦ  tƛŎŀǊŘ ŎƻƴǾƛƴŎƛƴƎƭȅ ǎǘŀǘŜŘ ǘƘŀǘ ŎƻƳǇǳǘŜǊǎ ǎƘƻǳƭŘ ōŜ ŜƴŘƻǿŜŘ ǿƛǘƘ 

ŀŦŦŜŎǘƛǾŜ ŎŀǇŀōƛƭƛǘƛŜǎΦ ¢ƘŜ ǘŜǊƳ ŀŦŦŜŎǘƛǾŜ ŎƻƳǇǳǘƛƴƎ ǿŀǎ ŘŜŦƛƴŜŘ ŀǎ άŎƻƳǇǳǘƛƴƎ ǘƘŀǘ 

ǊŜƭŀǘŜǎ ǘƻΣ ŀǊƛǎŜǎ ŦǊƻƳΣ ƻǊ ƛƴŦƭǳŜƴŎŜǎ ŜƳƻǘƛƻƴέ όtƛŎŀǊŘΣ нллл, p. 1).  

Picard described how computers could be equipped with functionality to notice and 

respond to emotions as expressed by their users, in order to cater for a more natural 

form of human-computer interaction. Shortly before, Cassell (1999) had proposed to 

represent the computer as an actor with human-like characteristics such as a face 

and communication skills. The author baptized this digital artefact by the term 

Embodied Conversational Agent ό9/!ύΦ 9/!Ωǎ ǿŜǊŜ ƻŦǘŜƴ ŘŜǎŎǊƛōŜŘ ŀǎ ŀƴƛƳŀǘŜŘ 

ǘŀƭƪƛƴƎ ƘŜŀŘǎΣ ŀƴŘ Ŏƻƭƭƻǉǳƛŀƭƭȅ ǊŜŦŜǊǊŜŘ ǘƻ ŀǎ ΨǊƻōƻǘǎ ƻƴ ǎŎǊŜŜƴΩΦ  9/!Ωǎ ƘŜƭŘ ǇǊƻƳƛǎŜ 

and were soon deployed in several studies, especially in eLearning see e.g. Herman 

the Bug (Lester, Stone & Stelling, 1999), and Adele (Shaw, Johnson & Ganeshan, 

1999). The publications of Cassell (1999) and Picard (2000) provide a hallmark within 

a blooming HCI period (1994-2000). During this period, the computer had 

transformed from a passive piece of electronical equipment to a conversational 

partner. The way had been paved for ECA research as a new discipline. 

2001-2005Υ CǳǊǘƘŜǊ ǎǘǳŘƛŜǎ ƻƴ 9/!Ωǎ  

In 2005, Bickmore and Picard combined elements of persuasive technology and 

ŀŦŦŜŎǘƛǾŜ ŎƻƳǇǳǘƛƴƎ ƛƴ ǘƘŜƛǊ ŘŜǇƭƻȅƳŜƴǘ ƻŦ 9/!ΩǎΦ ¢ƘŜȅ ƳŀŘŜ ŀ ǇƭŜŀ ǘƘŀǘ 9/!Ωǎ 

should be deployed within eLearning and eHealth environments in order to support 

users. Furthermore, the authors underscored the importance of running studies with 

a longer duration (one to three months) in order to find out about their real 

potential. As they argued, a key aspect of any relationship (thus including the human-

computer relationship) is its persistency and continuity. Yet, at the time, most ECA 

studies applied single-session experimental designs. In order to explore the 

longitudinal aspect of the human-computer relationship building process, Bickmore 

and Picard (2005) decided to develop and evaluate an ECA named Laura that could 

support a user during multiple interactions over an extended period of time. This 

way, Laura enriched the Fit Track behavior change system. Note that Fit Track was 

set up to motivate sedentary users to exercise; 30 minutes or more of moderate-

intensity physical activity. Bickmore and Picard (2005) offered an intervention period 

of 30 days, followed by removal of the intervention. Finally, a follow-up 

measurement was done to check if the new behavior had become truly adopted. 

Within the control condition Fit Track was deployed without Laura. As the authors 

found, the relational agent Laura was generally liked by the study participants, but it 
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did not result in significantly more exercise behavior compared to the control 

condition. To date, their longitudinal study is still relevant for this thesis, as one of 

the few studies describing an ECA in Health combined with ECA-user relationship 

building. 

2006-нлнмΥ tǊƻǇŜǊ ŘŜǎƛƎƴ ƻŦ 9/!Ωǎ ŀǇǇŜŀǊǎ ǘƻ ōŜ ŀƴŘ ǊŜƳŀƛƴ ŎƘŀƭƭŜƴƎƛƴƎ  

All the beforementioned developments (CASA effect, persuasive technology, 

ŀŦŦŜŎǘƛǾŜ ŎƻƳǇǳǘƛƴƎΣ 9/!Ωǎύ ƎŀǾŜ ǊƛǎŜ ǘƻ ǘƘŜ ƛŘŜŀ ǘƘŀǘΣ ǿƛǘƘƛƴ ǾƛǊǘǳŀƭ ŜƴǾƛǊƻƴƳŜƴǘǎΣ 

computers can take on roles that are normally taken by humans such as virtual 

support providers for patients in eHealth environments and as virtual tutors for 

students within electronic learning environments. So, back in 2001, it looked like it 

ǿƻǳƭŘ ōŜ ŀ ƳŀǘǘŜǊ ƻŦ ǘƛƳŜ ŦƻǊ 9/!Ωǎ ǘƻ ōŜŎƻƳŜ ǎǳŎŎŜǎǎŦǳƭΦ IƻǿŜǾŜǊΣ ǊŜŀƭƛǘȅ ǘǳǊƴŜŘ 

ƻǳǘ ŘƛŦŦŜǊŜƴǘƭȅΦ ¢ƻ ŘŀǘŜΣ 9/!Ωǎ ŀǊŜ ƴƻǘ ŦǳƭŦƛƭƭƛng their roles at a scale as one would 

expect. Compared to chatbots, disembodied dialogue-based artefacts that have 

ŎƭƻǎŜ ǊŜǎŜƳōƭŀƴŎŜǎ ǿƛǘƘ 9/!ΩǎΣ 9/!Ωǎ ŀǊŜ ƴƻǘ ŀǎ ƻŦǘŜƴ ƎǳƛŘƛƴƎ ǾƛǎƛǘƻǊǎ ƻŦ ƳŜŘƛŎŀƭ ƻǊ 

business websites. So, what happened?   

Various studies have evaluated ECA research thereby including ECA studies as far 

back as 20 years.  The meta study of Schroeder and Gotch (2015) on persisting issues 

in pedagogical agent research underscores that the effectiveness of including agent 

in a learning environment remains debatable. As part of their recommendations the 

authors advise treatment and control conditions that should not differ on more than 

a single dimension in order to precisely find out what ECA element contributes to 

what kind of outcome Furthermore, they promote the development and usage of 

low-Ŏƻǎǘ 9/!Ωǎ ŀǎ ǘƻ ǎǘƛƳǳƭŀǘŜ ŀŘƻǇǘƛƻƴ ƻŦ 9/!Ωǎ ŀǎ ŀŘƧǳƴŎǘǎ ƛƴ Ŝ[ŜŀǊƴƛƴƎ 

environments. ±ŜƭŜǘǎƛŀƴƻǎ ŀƴŘ wǳǎǎŜƭƭ όнлмпύ Ŝǉǳŀƭƭȅ ǎǘŀǘŜ ǘƘŀǘ 9/!Ωǎ ƛƴ ǇŜŘŀƎƻƎƛŎŀƭ 

contexts have not yet lived up to their promise. As an important cause they refer to 

the lack of both qualitative and interpretive studies, that prohibit gaining a deeper 

understanding of the ECA study field. Furthermore, the authors postulate that a 

multiplicity of variables, such as agent role, voice, and voice quality, interact in 

complex ways, making generalizations difficult. In addition, they recommend the 

deployment of agents in naturalistic contexts and open-ended environments. Finally, 

Veletsianos and Russell (2014) advocate the investigation of E/!Ωǎ ƛƴ ƭƻƴƎ-term 

interventions, echoing the earlier statement of the seminal study of Bickmore and 

Picard (2005). In a similar vein, Weiss, Wechsung, Kühnel, and Möller (2015) evaluate 

ECA research. The authors take an interesting, contrary stance by stating that a 

speech dialogue with a computer is still far from self-evident. Direct manipulation, 

meaning clicking on buttons and icons has advantages compared to a speech 

dialogue, such as clear and predictable results. Within their ECA review, Johnson and 
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Lester (2016) refer to the lack of a generic technological ECA platform.  As they state, 

earlier ECA work benefited from the availability of off-the-shelf Microsoft Agent 

platform. Indeed, since that platform has been discontinued in 2009, no comparable 

tool has taken its place. Logically, this has hindered the dissemination and 

ƛƳǇƭŜƳŜƴǘŀǘƛƻƴ ƻŦ 9/!Ωǎ ƻƴ ǿŜōǎƛǘŜǎΦ !Ǝŀƛƴ ƳŀƪƛƴƎ ǘƘŜ ŎƻƳǇŀǊƛǎƻƴ ǿƛǘƘ ŎƘŀǘōƻǘǎΣ 

the claim of their success has indeed been reported as caused by the availability of 

platforms through the big technological companies Facebook, Google and Microsoft 

since 2016 (Brandtzaeg & Følstad, 2017). Other elements that stand out in ECA 

research are both the focus on specific design aspects such as gender and ethnicity 

(see e.g. Baylor, 2011), and ǘƘŜ ŘŜǾŜƭƻǇƳŜƴǘ ƻŦ ŀŘǾŀƴŎŜŘ 9/!Ωǎ όŜΦƎΦ Gratch, Wang, 

Gerten, Fast & Duffy, 2007). See the lower part of Figure 1 for a timeline of 

inspirational studies within the ECA domain. Historically, relatively less attention has 

ōŜŜƴ ǇŀƛŘ ǘƻ ƳŀȄƛƳƛȊƛƴƎ ǘƘŜ 9/!Ωǎ Ŝffectiveness with an eHealth context. However, 

this has changed recently. A recent meta-ǎǘǳŘȅ ƻƴ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ƻŦ 9/!Ωǎ ƛƴ ŎƭƛƴƛŎŀƭ 

psychology (Provoost, Lau, Ruwaard & Riper, 2017) states that ECA piloting studies 

on the one hand show promising results with respect to usability and user 

acceptance, but on the other hand provide little hard evidence for their merits in 

ŎƭƛƴƛŎŀƭ ǎŜǘǘƛƴƎǎΦ CǳǊǘƘŜǊƳƻǊŜΣ ǘƘŜ ŀǳǘƘƻǊǎ ŀŘǾƻŎŀǘŜ ŀ Ψƭƻǿ-ǘŜŎƘΩ 9/! ŀǇǇǊƻŀŎƘ ŀǎ ƛǘ 

forces the field to think about the core attributes that can make the ECA effective. A 

second recent meta-ǎǘǳŘȅ ƻƴ 9/!Ωǎ ŀƴŘ ǘƘŜƛǊ ƭŀŎƪ ƻŦ ǎǳŎŎŜǎǎ Ƙŀǎ ōŜŜƴ ŎƻƴŘǳŎǘŜŘ ōȅ  

ter Stal, Kramer, Tabak, op den Akker, and Hermens (2020). As the authors state in 

their review; the lack of a design standard is problematƛŎ ŦƻǊ 9/!ΩǎΦ !ǎ ǘƘŜȅ ŀǊƎǳŜΣ 

there are no clear guidelines with regards to the design and deployment of ECA 

features such as speech and/or textual output and facial and gaze expressions. As 

they conclude, consensus on design features of ECAs in eHealth is far from 

established. They therefore advise follow-up research that should focus on the 

modeling and formal definition of these design features. Finally, the authors repeat 

the stance of Bickmore and Picard (2005) and of Veletsianos and Russell (2014): ECA 

research should be conducted within both a long-term (6-12 weeks) and daily life 

setting. This safeguards that the ECA-user relationship building process is examined 

within a representative context for eHealth interventions. 

From 2007 onwards: the creation of rapport as a cornerstone in ECA studies  

¢ƘŜ ǇǊŜǾƛƻǳǎ ǎŜŎǘƛƻƴǎ ƘŀǾŜ ǎƪŜǘŎƘŜŘ ŀƴ ƛƳŀƎŜ ƻŦ 9/!Ωǎ ǘƘŀǘ ƻƴ ǘƘŜ ƻƴŜ ƘŀƴŘ ƘƻƭŘ 

promise in eHealth and eLearning and on the other hand fail to convincingly 

demonstrate this. Recommendations on ECA design such as more strictly 

formalization have been referred to. Noteworthy and although not part of any 

formal ECA design standard, the ECA research field has generally adopted the 
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creation of a productive relationship as a de-facto design norm. Early ECA studies 

(e.g. Cassell, 1999; Reeves, 2000) primarily focused on the level of engagement, the 

enhancement of online experiences, ǘƘŀǘ 9/!Ωǎ ŎƻǳƭŘ ƛƴǎǘƛƭƭ ŀƳƻƴƎǎǘ ǳǎŜǊǎΦ Lƴ 

addition, their pedagogical value (Lester, Stone & Stelling, 1999) was studied.  

 

Figure 1. Timeline of inspirational studies within the eHealth domain (above the lines), ECA domain (below 

the lines), and both domains (between the lines). 

Later studies (e.g. Bickmore & Picard, 2005) started to emphasized the relationship 

building project and framed their ECA as relational agent. Gratch, Wang, Gerten, Fast 

& Duffy (2007) took the partnership building process a step further, through an ECA 

that displayed contingent nonverbal behaviors indicating mutual attentiveness (e.g. 

mutual gaze), and coordination (e.g. postural mimicry and synchronized 

movements).  

As the key relationship building outcome variable, the authors decided to put 

rapport into practice. Within human-to-human communication contexts, rapport is 

ƎŜƴŜǊŀƭƭȅ ŀǎǎƻŎƛŀǘŜŘ ǘƻ ǘŜǊƳǎ ŀǎ ΨƘŀǊƳƻƴȅΣ ŜƴǘǊŀƛƴƳŜƴǘΣ ŦƭǳƛŘƛǘȅΣ ǎȅƴŎƘǊƻƴȅΣ ŀƴŘ 

ŦƭƻǿΩΦ ¢ƘƻǎŜ ǇƭŜŀǎŀƴǘ ŦŜŜƭƛƴƎǎ ŀǊŜ ǘypically experienced when one is engaged in a 

good conversation with someone. As Gratch et al. (2007) mention; speakers seem 

tightly enmeshed in something like a dance. They rapidly detect and respond to each 

ƻǘƘŜǊΩǎ ƳƻǾŜƳŜƴǘǎ ŀƴŘ ǘƻƎŜǘƘŜǊ ŎǊŜŀǘŜ ŀ ǇǊƻŘǳŎǘive pattern. Gratch et al. (2007) 

defined highly relevant research questions: could an ECA effectively generate 

behavior that would engender feelings of rapport in human speakers? How would 

this compare to human generated contingent feedback? As a secondary goal they 

evaluated whether contingency (as opposed to frequency) of agent feedback was 
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crucial for the creation of rapport. Their results indicated that contingency, the right 

ǘƛƳƛƴƎ ƻŦ ǘƘŜ 9/!Ωǎ ƴƻƴ-verbal behavior, indeed mattered substantially when it came 

down to creating rapport. Remarkably, the authors also found that the agent 

generated behavior was as effective as the behavior of human listeners for the 

creation of rapport. 

2001-2012; the eHealth period prior to the most important ƛƴǘŜƎǊŀǘƛƻƴǎ ǿƛǘƘ 9/!Ωǎ 

Parallel to the developments within the ECA study field, the eHealth study domain 

commenced. That is, not long after the start of the development of the persuasive 

technology domain (Fogg, 1998), healthcare was considered as a suitable domain for 

application of new types of user-oriented technologies. User convenience, cost 

ǊŜŘǳŎǘƛƻƴ ŀƴŘ Ψŀƴȅ ǇƭŀŎŜΣ ŀƴȅǘƛƳŜΣ ŀƴȅǿƘŜǊŜΩ ǿŜǊŜ ŎƻƴǎƛŘŜǊŜŘ ŀǎ ǾŀƭǳŀōƭŜ 

arguments in favor of electronic healthcare delivery. In 2001, Eysenbach (2001), one 

of the pioneers, defined eHealth as an άemerging field in the intersection of medical 

informatics, public health and business, referring to health services and information 

delivered or enhanced through the Internet and related technologiesέ όǇΦ мύ.  

See the upper part of Figure 1 for a timeline of inspirational studies within the 

eHealth domain. This part displays the early eHealth period (2001-2012) during 

ǿƘƛŎƘ 9/!Ωǎ ǿŜǊŜ ƴƻǘ ƻŦǘŜƴ ƛƴǾƻƭǾŜŘΦ bƻǘŜ ǘƘŀǘ ǘƘŜ ǇŜǊƛƻŘ ŀŦǘŜǊ нлмн ǿƛƭƭ ōŜ 

described in the following section. Early eHealth applications used in the clinical 

practice were teledermatology (van der Heijden, De Keizer, Bos, Spuls & Witkamp, 

2011) and teleconsultation for diabetes care (Verhoeven, Tanja-Dijkstra, Nijland, 

Eysenbach & van Gemert-Pijnen, 2010). Despite the initial enthusiasm about 

eHealth, Eysenbach (2005) saw an issue coming up as early as in 2005: the high non-

adherence rates amongst eHealth users. Note that non-adherence refers to the fact 

that not all participants use or keep using the intervention in the intended way. 

One of the causes, as was put forward by Kelders (2012), eHealth technology is often 

set up as a black box. That is; it is known what goes in (baseline measures) and what 

comes out (post-intervention measures), but limited attention has been paid to what 

happens inside the box. As to design transparent Health interventions, it had been 

postulated that their foundations should be bolstered. The design of eHealth 

interventions should be reinforced, according to Kraft and Yardley (2009). In 

addition, new and better definitions were needed for the eHealth field, as suggested 

by Barak, Klein,  and Proudfoot (2009). Further standardization was proposed by van 

Gemert et al. (2011) with a holistic framework to design and develop eHealth 

interventions. In parallel, the relevance for eHealth interventions to communicate 

with their users became more apparent. Along these lines, Oinas-Kukkonen (2010) 

coined the term Behavior Change Support System (BCSS),  άan information system 
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designed to form, alter or reinforce attitudes, behaviors or an act of complying 

without using deception, coercion or inducementsέ όǇΦ 6) .  

As Kelders (2012) added: the communication function of BCSSs is key, which makes 

it basically more of a communication system than an information system. Oinas-

Kukkonen and Harjumaa (2009) introduced a framework to classify the persuasive 

functions of BCSSs and eHealth intervention focusing on its communication 

functionalities. These communication functionalities were categorized within four 

main user support functions being; primary task support, dialogue support, social 

support and credibility support. Primary task support (e.g. reduction, tunneling, 

tailoring) provides a means to structure the eHealth program. Furthermore, dialogue 

support helps the user to achieve its objectives. This is done through providing 

ŦŜŜŘōŀŎƪ ƻƴ ǘƘŜ ǳǎŜǊΩǎ ŀŎǘƛƻƴǎ ŀƴŘ ōȅ ƛƳǇǊƻǾƛƴƎ ǘƘŜ ŎƻƳƳǳƴƛŎŀǘƛƻƴ ōŜǘǿŜŜƴ ǘƘŜ 

eHealth intervention and user, through praise, rewards, and similarity. Their 

framework can be used both as a frame of reference when developing an eHealth 

intervention and as an analysis-tool for existing eHealth interventions. Note that this 

framework is not only helpful in theory. Indeed there is evidence that communicative 

and supportive functionalities within eHealth interventions are truly effective. 

Webb, Joseph, Yardley, and Michie (2010) demonstrated that web-based 

interventions that include communication functionalities (through text messages) 

are more effective than web-based intervention that are void of this. Furthermore, 

Neff and Fry (2009) made clear that system-generated reminders increase the effect 

and adherence of web-based interventions. 

2013-нлнмΥ ǇŀǊǘƛŀƭ ŜǾƛŘŜƴŎŜ ŦƻǊ 9/!Ωǎ ƛn eHealth  

Shortly summarizing the previous sections: Adherence to self-guided eHealth 

interventions is low, especially in real-life settings. System-generated support 

provides a promising remedy. Furthermore, system-generated support within 

eHealth interventions has gained traction, which has been promoted by the design 

work of Oinas-Kukkonen and Harjumaa (2009) and the empirical evidence of e.g. 

²Ŝōō Ŝǘ ŀƭΦ όнлмлύΦ 9/!Ωǎ Ŏŀƴ ǇŜǊǎƻƴƛŦȅ ǘƘŜǎŜ ǎȅǎǘŜƳ-generated support actions. 

5ŜǎǇƛǘŜ ǘƘŜ ŦŀŎǘ ǘƘŀǘ 9/!Ωǎ ƘŀǾe been studied for more than twenty years, there is 

still uncertainty to what they are truly capable of. It is generally accepted that it is 

relevant for the ECA to first establish rapport with the user, as a pre-condition for 

being effective when support is provided. As can be concluded, the eHealth and ECA 

research domains can potentially be of value to each other. That is, self-guided 

eHealth has an ΨŀŘƘŜǊŜƴŎŜ ŘŜƳŀƴŘΩ ŦƻǊ ŀ ǘŜŎƘƴƻƭƻƎƛŎŀƭ ǎƻƭǳǘƛƻƴ ŦƻǊ ǳǎŜǊ ǎǳǇǇƻǊǘΣ 

ǘƘŀǘ 9/!Ωǎ Ŏŀƴ ǇƻǘŜƴǘƛŀƭƭȅ ǇǊƻǾƛŘŜΦ {ŜŜ ǘƘŜ ƳƛŘŘƭŜ ǇŀǊǘ ƻŦ CƛƎǳǊŜ мΣ ǘƘŀǘ ŘƛǎǇƭŀȅǎ ǘƘŀǘ 

ŜIŜŀƭǘƘ ǎǘǳŘƛŜǎ ǿŜǊŜ ǎǘŀǊǘŜŘ ǘƻ ōŜ ŦƻǊƳŀƭƭȅ ǘŜǎǘŜŘ όŜΦƎΦ ōȅ ƳŜŀƴǎ ƻŦ w/¢Ωǎύ ƛƴ 
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combination with 9/!Ωǎ. Bickmore et al. (2013) ran an RCT on ECA applied as a 

motivating exercise coach for elderly people. In the simulated conversations, the ECA 

talked using synthetic speech and animated nonverbal behavior, and participants 

provided input by selecting what they wanted to say from a multiple-choice list of 

options on the touch screen. For two months, daily conversations with the ECA-

coach were conducted. Furthermore, the ECA-coach set short-term and long-term 

exercise goals. As a follow-up on the two-month period, participants could interact 

with the ECA in a kiosk in their clinic waiting room for another 10 months. Control 

participants were given a control pedometer intervention that only tracked step 

counts for an equivalent period of time. Their results showed that ECA participants 

walked significantly more steps than control participants at two months, but this 

effect waned by 12 months. Moreover, intervention participants were highly 

satisfied with the program. In summary, the study demonstrated partial evidence. 

As second renowned eHealth-ECA study is provided by Lucas et al. (2017). This real-

life study examined whether virtual human interviewers could increase disclosure of 

mental health symptoms among active-duty service members that just returned 

from a yearlong deployment in Afghanistan. Their ECA was based on the highly 

advanced Primer® platform (previously known as SimSensei®) that enabled the ECA 

ǘƻ ŘŜǘŜŎǘ ŦŀŎƛŀƭ ŜȄǇǊŜǎǎƛƻƴǎ ƻŦ ǳǎŜǊǎ ŀƴŘ ŘŜǊƛǾŜ ǘƘŜ ǳǎŜǊΩǎ ŜƳƻǘƛƻƴŀƭ ǎǘŀǘŜΦ ! ǾƛǊǘǳŀƭ 

human interviewer conducted a semi structured screening interview via spoken 

language. The interviewer did the interview in three phases: phase one: rapport 

building, phase two: the clinical phase during which the interviewer asked a series of 

questions about symptoms, and finally phase three: rounding of the interview and 

ōǊƛƴƎƛƴƎ ǘƘŜ ƛƴǘŜǊǾƛŜǿŜŜ ōŀŎƪ ǘƻ ŀ ƎƻƻŘ ƳƻƻŘΣ ōȅ ŀǎƪƛƴƎ ǉǳŜǎǘƛƻƴǎ ǎǳŎƘ ŀǎΥ ά²Ƙŀǘ 

ŀǊŜ ȅƻǳ Ƴƻǎǘ ǇǊƻǳŘ ƻŦΚέΦ {ŜǊǾƛŎŜ ƳŜƳōŜǊǎ ǊŜǇƻǊǘŜŘ ƳƻǊŜ ǎȅƳǇǘƻƳǎ ŘǳǊƛƴƎ ŀ 

conversation with a virtual human interviewer than on the official Post-Deployment 

Health Assessment (PDHA) symptom checklist on paper. However, the results 

approached but did not reach statistical significance. This study demonstrates that 

an eHealth ECA can potentially be the better alternative compared to paper. 

Moreover, this study has been conducted within a psychologically highly sensitive 

ŎƻƴǘŜȄǘ όǳǎŜǊΩǎ ŦŜŀǊ ƻŦ ǎǘƛƎƳŀύΣ ǿƘƛŎƘ ƳŀƪŜǎ ƛǘ ōƻǘƘ ŀƳōƛǘƛƻǳǎ ŀƴŘ ǳƴƛǉǳŜΦ IƻǿŜǾŜǊΣ 

as the ECA effects are not significant, the study does not provide hard evidence. 

Thus, again this study shows that the deployment of an ECA in eHealth is not a 

panacea. 

The relationship between synchronous behavior and rapport building  

¢ƘŜ ǇǊŜǾƛƻǳǎ ǎŜŎǘƛƻƴǎ ƘŀǾŜ ŘŜǎŎǊƛōŜŘ Ƙƻǿ 9/!Ωǎ ƘŀǾŜ ŘŜǾŜƭƻǇŜŘΣ ŜǎǇŜŎƛŀƭƭȅ ǿƛǘƘƛƴ 

an eHealth context. Furthermore, it was laid out that -despite that they have been 

studied for more than two decades- their full potential has not really been 
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demonstrated yet. Various studies (e.g. Bickmore & Picard, 2005; Veletsianos & 

Russell, 2014) have advised to run long-term ECA studies for the sake of getting a 

grip on the rapport (relationship) building process. But is that the whole story? Or 

are there alternative methods to create rapport?  Indeed, there are complementary 

views on rapport building. That is, human communication studies have reported on 

synchronous movement rhythms leading to feelings of rapport, and resulting 

experiences of being part of one and the same social unity (Marsh, Johnston, 

Richardson & Schmidt, 2009; Tickle-Degnen & Rosenthal, 1990; Lakens & Stel, 2011). 

Moving in synchrony is argued to influence the degree to which individuals are 

perceived as a social unit (Marsh et al., 2009; Yzerbyt, Corneille, Seron & Demoulin, 

2004). But also individuals themselves report experiences of being part of one and 

the same team. On a neural level this is explained by pathways that code for both 

action and perception (Overy & Molnar-Szakacs, 2009) which causes blurring of the 

self and the other. Altogether, based on the findings done within the human-human 

communication context, synchronous behavior is relevant for further exploration 

within the human-ECA context.  

Agent-Based Models as used to simulate Human Computer Interaction  

So far, primarily human-ECA studies have been described that use a rather traditional 

methodology. Typically, these studies mainly rely on post-experimental 

questionnaires that aim to capture all human-ECA interactions that take place during 

the experiment. However, in reality participants express a wealth of information, 

even during a small portion of a single experimental session. Facial and posture 

signals typically change on a short-term basis (10-40 seconds) and provide a rich 

ǎƻǳǊŎŜ ƻŦ ƛƴŦƻǊƳŀǘƛƻƴ ό5ΩaŜƭƭƻ & Graesser, 2012). That is, on a moment-to-moment 

basis it can be assessed what emotions an eLearning or eHealth user is actually 

expressing. Moreover, the dynamics of these emotions (e.g. do they change from a 

certain state to its opposite state? If so, how often? Do they also change back? If so, 

how quickly?) can be studied by making use of the tools provided by the Dynamical 

Systems Perspective. Note that the Dynamical Systems Perspective is a class of 

mathematical equations that describe time-based systems with particular properties 

such as complexity and non-linearity and can be simulated through Agent-Based 

Models. An agent-based model (ABM) is a class of computational 

models for simulating the actions and interactions of autonomous agents (both 

inter-individual and intra-individual) with a view to assessing their effects on the 

system as a whole (Klein, Marx & Fischbach, 2018; Davis, O'Mahony, Gulden, Osoba 

& Sieck, 2018). 

 

https://en.wikipedia.org/wiki/Computational_models
https://en.wikipedia.org/wiki/Computational_models
https://en.wikipedia.org/wiki/Computer_simulation
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Research Questions 
 

Altogether, based on the topics referred to in the previous sections, I have defined 

the following overarching question for this thesis: is it advisable to add an ECA to a 

self-guided eHealth intervention for the purpose of eHealth user adherence and if so, 

what are the necessary conditions and guidelines?  

In more detail, I have defined the following supportive questions: 

¶ RQ1: What does the scientific literature tell us about unaddressed eHealth 

user needs and ŀōƻǳǘ ǘƘŜ ŎŀǇŀōƛƭƛǘƛŜǎ ƻŦ 9/!Ωǎ ǘƻǿŀǊŘǎ ŀŘŘǊŜǎǎƛƴƎ ǘƘŜǎŜ 

needs? 

¶ RQ2: Do eHealth users appreciate ECA support in eHealth and if so, does 

the induction of experimental stress lead to higher appreciation levels? 

¶ RQ3: Can rapport between user and ECA be built through synchronous 

speech? 

¶ wvпΥ /ŀƴ ŀƴ ŜIŜŀƭǘƘ ǳǎŜǊΩǎ ŎƻƎƴƛǘƛǾŜ-affective states be computationally 

simulated and if so, can critically low user motivation states be repaired 

through ECA support? 
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Outline of the thesis 
 

The following five studies will be described in this thesis: 

Study one (Chapter two)  

The first study (Chapter two) is a Scoped Review. Taking a meta-perspective, this 

study examines user needs towards support as expressed by eHealth users, support 

ŎƘŀǊŀŎǘŜǊƛǎǘƛŎǎ ƻŦ 9/!Ωǎ ŀƴŘ Ŧƛƴŀƭƭȅ ŀ ƳŀǇǇƛƴƎ ƻŦ ǳǎŜǊ ƴŜŜŘǎ ƻƴ ǘƘŜ ǇƻǘŜƴǘƛŀƭ ƻŦ 9/!Ωǎ 

to address them. The outcome of this study is used as the basis for the experimental 

design of study 2 (Chapter three), study four (Chapter five) and for the simulation 

study 3 (Chapter four). 

Study 2 (Chapter three)  

In order to investigate whether an ECA can effectively provide the types of support 

stemming from study one, study two (Chapter three) has been set up. An ECA is 

deployed as an adjunct to a self-guided positive psychology psycho-education 

intervention. The agent provides instructions and motivational support in between 

the online learning modules as to mitigate the risk of distraction. By deploying three 

versions of an ECA, varying the features of animation, speech, and visibility it is 

investigated whether users have a more positive experience than with a fourth text-

only control condition. 

Study three (Chapter four)  

The lessons learned from study two are used for study three, being the second 

experimental ECA study. At the start of the experiment, stress is induced to one of 

the experimental conditions as a means to both increase the user need for external 

support and to make the experiment more life-like. A monologue-style ECA is 

deployed and compared with textual guidance as a control condition. The objective 

of this study is to find out whether stress induces a larger appreciation for ECA 

support amongst eHealth users. 

Study four (Chapter five)  

As a qualitative study, study four (Chapter five) explores the possibility to build 

rapport between user and ECA by simultaneously speaking out a series of phrases. It 

is known from human communication studies that doing the same thing at the same 

time (synchronizing) creates a bond. In daily life, this is experienced when carrying 

out the same dancing moves or when chanting together during rituals. A suitable 

synchronous task for human-ECA interaction would be to speak out textual phrases 

simultaneously. However, as far as we know, such as task has not yet been part of 
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an experimental context. So in short, study five examines the effect of simultaneous 

speech between user and ECA with the objective of creating a bond. The rationale is 

that the existence of such a bond will make the ECA more effective when it is 

deployed as adjunct within an eHealth intervention.  

Study five (Chapter six)  

The fifth study takes a fundamental different angle than the previous study. Not just 

by using a different research method, a simulation, but especially as it focusses on 

the dynamical aspects of user motivation. An exploratory Agent-Based Model (ABM) 

on user motivation during eHealth psycho-education is designed, based on the 

literature of both motivational psychology and agent-based modeling. Simulations 

are run to find out whether critical points of user motivation can be found. These 

critical points such as persistent frustration are considered as the immediate 

precursors of non-adherence, that should either be avoided or repaired. 
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Abstract 
 

Background: Web-based mental-health interventions have evolved from innovative 

prototypes to evidence-based and clinically applied solutions for mental diseases 

such as depression and anxiety. Open-access, self-guided types of those solutions 

hold the promise of reaching and treating a large population against reasonable 

costs. However, a considerable factor that currently hinders the effectiveness of 

these self-guided web-based interventions is the high level of non-adherence. The 

absence of a human caregiver apparently has a negative effect on user adherence. 

However, it is unknown what it is of this support that yields higher adherence and 

effectiveness.  

Objective: The objective of this paper is first to explore what is known in the 

literature about what support a user needs to keep motivated and engaged in an 

eHealth intervention. Second, the objective of the paper is to explore the current 

potential of Virtual Agents (VAs) to provide this support. 

Methods: This study reviews and interprets the available literature on support within 

e-health interventions and the potential of VAs by means of a scoping review. The 

rationale for choosing a Scoping Review is that the subject is broad, diverse and 

largely unexplored which warrants a scoping review methodology in which it is 

sought to present an overview of a such potentially large and diverse body of 

literature pertaining to a broad topic.   

Results: The results of the first part of this study suggest that during usage of self-

guided online interventions there are user needs in terms of support and empathy 

that currently remain largely implicit and unaddressed. These support needs can be 

categorized as  task related support and emotion related support. The results of the 

second part of this study suggest that VAs are capable of engaging and motivating 

users of IT applications in the domains of learning and behavioral change. However, 

especially longitudinal studies must be conducted to find out under what 

circumstances VAs can create and maintain a productive user relationship. Mapping 

the user needs  on the VA capabilities suggest that VAs may provide a solution for 

improving the adherence levels. 

Conclusion: Non-responsive VAs taking on an empathic role may be sufficient to 

create some positive impact on users. It is unclear, however, whether those type of 

VAs are competent enough and create sufficient believability amongst users to 

ŀŘŘǊŜǎǎ ǘƘŜ ǳǎŜǊΩǎ ŘŜŜǇŜǊ ƴŜŜŘǎ ŦƻǊ ǎǳǇǇƻǊǘ ŀƴŘ ŜƳǇŀǘƘȅΦ wŜǎǇƻƴǎƛǾŜ ±!ǎ Ƴŀȅ ōŜ 
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better suited for the job, but as they are costly to realize and maintain, further 

research should investigate whether this is a worthwhile path to take.  

Keywords: eHealth; web-based intervention; embodied conversational agent; 

virtual agent; virtual humans; adherence; attrition 

  



22 
 

Introduction 
 

Metaςanalyses have demonstrated that web-based interventions for mental health 

have become reasonably successful treatments against common mental health 

problems such as depression and anxiety [1-3]. However, it is a consistent finding 

that human-supported web-based therapeutic interventions outperform self-guided  

interventions [4] (in which there is no support from a human). The mere online, 

sometimes remote presence of a human being, delivering informational support, 

emotional support or a therapeutic service results in significantly higher effect sizes 

[5]. In addition, human-supported interventions achieve higher rates of adherence, 

that is more participants use the intervention as intended, e.g. by completing all the 

lessons of an intervention [2, 3, 6]. Non-adherence is an important issue in web-

based interventions for mental health [7] and becomes an even bigger problem 

when evidence-based therapies are deployed as free to access self-guided web-

based therapeutic interventions [8]. In these interventions, adherence, defined as 

the percentage of users who complete all lessons, falls to a level as low as 1% [7] or 

even 0.5% [8].  The higher rates of adherence in human-supported interventions can 

be explained in favor of therapists, who prove to do an effective job in motivating 

clients during their change process [5]. However, also positive effects of electronic 

interventions have been found by features such as reminders and tailored advice [9]. 

Interestingly enough, Talbot [10] describes in her meta-study that a key converging 

finding is that the involvement of a professional support provider, a therapist, is not 

necessary. What is key is a minimal level of non-guiding human contact. Irrespective 

of whether this type of contact is provided by a layperson or a professional, it has 

equally large positive effects on intervention adherence. Moreover, scheduling 

support can already have an effect of itself on treatment effectiveness. A telephone 

contact scheduled at the start of the treatment  to take place as soon as a self-help 

book has been read, yields surprisingly large completion rates and treatment 

outcomes [11]. This poses the question what this support is that is needed to achieve 

higher rates of adherence and effectiveness. A study of Cavanagh and Millings [12] 

provides evidence of built-ƛƴ ΨŎƻƳƳƻƴ ŦŀŎǘƻǊǎΩ ǎǳŎƘ ŀƴ ƎŜƴŜǊŀǘƛƴƎ ƘƻǇŜΣ ŜƳǇŀǘƘȅ 

and warmth, collaboration and feedback, that increase the effectiveness of 

interventions. However, there is no common definition of the kind of support or 

ΨŎƻƳƳƻƴ ŦŀŎǘƻǊǎΩ ǘƘŀt should be included in each intervention to be effective. The 

urgence of support is expressed by the statement of Kreijns et al. [13] who declare 

that the reason that digital learning environments fail is due to socio-emotional 

ǇǊƻŎŜǎǎŜǎ ōŜƛƴƎ άƛƎƴƻǊŜŘΣ ƴŜƎƭŜŎǘŜŘΣ ƻǊ ŦƻǊƎƻǘǘŜƴέΦ !ǎ ǿŜō-based health 

interventions share many characteristics with digital learning environments, it is a 
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fair assumption that the same socio-emotional processes play a role and should be 

subject to study in relation to adherence. 

Methods 
 

This study was performed by means of structured data collection within the Web of 

Science and Scopus databases. As research method the Scoping Review has been 

chosen. A Scoping Review aims to map the existing literature in a field of interest in 

terms of the volume, nature, and characteristics of the primary research [14]. The 

rationale for choosing a Scoping Review for the subject of this paper, is that research 

on web-based interventions forms a large and diverse body of literature in  which 

the role of support and its relationship to user motivation is barely explored and 

poorly understood. This is equally the case for system provided support provided by 

VAs within e.g. social learning contexts [15]. As far as to the best of our knowledge 

no studies have been conducted so far that systematically aimed to match user 

needs for web-based interventions to VA capabilities in order to find potential 

solutions for low adherence to the interventions. Having said that, seminal studies 

(e.g. [16] have suggested and indeed partly demonstrated that VAs have the 

potential to stimulate and motivate users which ultimately may have a positive effect 

on intervention adherence, which underscores the importance of the current study.  

The study is divided into two parts: 

¶ Part 1: a scoping review of meta studies on support in web-based 

interventions 

¶ Part 2: a scoping review of the opportunities of virtual coaches to deliver 

support within web-based interventions for health or learning 

Search strategy part 1: meta studies on support in web-based interventions  
¢ƘŜ {ŎƻǇǳǎ ŘŀǘŀōŀǎŜ ǿŀǎ ǎŜŀǊŎƘŜŘ ǿƛǘƘ ŀ ŎƻƳōƛƴŀǘƛƻƴ ƻŦ ǘƘŜ ŎƻƴŎŜǇǘǎ ΨǎǳǇǇƻǊǘΩΣ 

ΨǿŜō-ōŀǎŜŘ ƛƴǘŜǊǾŜƴǘƛƻƴΩΣ ŀƴŘ ΨǊŜǾƛŜǿΩΦ CƻǊ ŜŀŎƘ ƻŦ ǘƘŜ ŎƻƴŎŜǇǘǎΣ ƳǳƭǘƛǇƭŜ ƪŜȅ ǿƻǊŘǎ 

were used (see Appendix A).  

Inclusion criteria were: 

¶ Papers had to address  a web-based intervention for a mental and/or 

physical disorder in which support was subject of study  

¶ Papers had to review multiple interventions/studies, or present ideas based 

on literature or earlier work 



24 
 

 

Exclusion criteria were: 

¶ Papers that restricted themselves to a specific disease and/or intervention 

and did not generalize to eHealth within a broader context 

¶ Papers that described the creation of a web-based intervention and did not 

take the empirical evaluation in scope 

¶ Papers on social media and support solutions that were studied separate 

from the web-based intervention events 

¶ Papers that did not describe support in functional terms (e.g. praise, 

reassurance) but only in technical delivery terms (e.g. SMS, e-mail) 

¶ Papers that analyzed web-based interventions using high-level descriptive 

ŦŀŎǘƻǊǎ  όŜΦƎΦ άƛƴǘŜǊŀŎǘƛǾŜ ŎƻƳǇƻƴŜƴǘέΣ άǎǳǇŜǊǾƛǎƛƻƴέΣ άǘŀƛƭƻǊŜŘέύ ǿƛǘƘƻǳǘ 

going into more detail 

 

The search resulted in 93 articles. Based on our in- and exclusion criteria, we selected 

18 studies. By checking the references of these selected articles, we found another 

4 relevant papers. Finally, 22 papers were included. See Figure 1 for the selection 

process. 

 

Figure 1. Flow diagram of the study selection of part 1 of the scoping review 
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Data extraction part 1  

The entire content, including the introduction, discussion and references, of the 22 

ǎǘǳŘƛŜǎ ǿŀǎ ŎƘŜŎƪŜŘ ŦƻǊ ǘƘŜ ǳǎŜǊΩǎ ǇŜǊǎǇŜŎǘƛǾŜ ǊŜƎŀǊŘƛƴƎ ǳǎŀōƛƭƛǘȅ ŀƴŘ ǘƘŜ ƴŜŜds 

they expressed. Subsequently, the specific needs with regards to support and 

motivation that ςaccording to the authors- many self-guided web-based 

interventions were missing out on were listed and categorized within themes. 

Search strategy part 2: opportunities of virtual coaches to deliver support within 
web-based interventions for health or learning  
The search aimed to create a generic idea of the capabilities of VAs for supportive 

purposes. The Scopus and Web of Science databases were searched with a 

ŎƻƳōƛƴŀǘƛƻƴ ƻŦ ǘƘŜ ŎƻƴŎŜǇǘǎ ΨǾƛǊǘǳŀƭ ŀƎŜƴǘǎΣ ΨǿŜō-ōŀǎŜŘ ƛƴǘŜǊǾŜƴǘƛƻƴΩΣ ŀƴŘ ΨǎǳǇǇƻǊǘΩΦ 

For each of the concepts, multiple key words were used (see Appendix A). As VAs are 

often used within a e-learning context, it was decided to include studies on 

Intelligent Tutoring Systems (ITS) as well. ITS was included as a key-word within the 

ŎƻƴŎŜǇǘ ƻŦ ΨǿŜō-ōŀǎŜŘ ƛƴǘŜǊǾŜƴǘƛƻƴΩ  

Inclusion criteria were: 

¶ Papers had to address VAs interacting with users or studies on VAs 

interacting with users 

 

Exclusion criteria were: 

¶ Papers that solely focused on the effects of VAs in Virtual Reality. VA studies 

that addressed VAs in VR but also on regular screens were not excluded. 

¶ Papers that described computer simulations with agents/ during which 

interaction between human users and VAs were absent 

¶ Papers that described a set-up of a VA but did not take the empirical 

validation in scope 

The systematic search resulted in a limited number of studies (8). Moreover, these 

studies addressed a wide range of topics; from physical attributes [17], architecture 

[18], route planning [19], non-verbal behavior [20], virtual museum guide [21], 

empathy [22], to theoretical models [23] and articulation rates [24]. None of the 

studies provided a high-level picture of the capabilities of VAs with regards to 

support delivery. Therefore it was decided to expand the number of articles by 

means of hand search. We started the hand search by checking references within 

the 8 articles and searching on terms found within the 8 articles in Google Scholar. 

The hand search had the following aims: 
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a) Finding synthesizing information on VAs within a health or pedagogical 

context with a focus on the delivery of support and motivating users. We 

started with the information found in [22] and additionally searched for 

meta studies on VAs. 

b) Finding additional (founding) articles on the CASA effect as mentioned 

within [17] and [22]. 

c) Finding addition information on relationship building [24] and measures of 

relationship building as shortly described in [20, 24]. 

d) Finding additional information on theoretical models related to VAs as 

touched upon in [23]. 

 

The search procedure resulted in 53 included articles (Figure 2). 

 

Figure 2. Flow diagram of the study selection of part 2 of the scoping review 

Data extraction part 2 

The entire content, including the introduction, discussion and references of the 

articles were analyzed on the presence of VA features. Subsequently, the various VA 

features were categorized within themes. The themes were chosen as a means to 
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provide insight in the capacities of VAs first to communicate with users and secondly 

to motivate users.  

Results 

Part 1: results and themes found within the studies on the need for support in web-
based interventions 
The analyzed 22 studies suggest that a myriad of subtle interactions between users 

and computers play an important role in keeping a user motivated in continuing the 

web-based intervention. Although the elements of these interactions are very 

diverse, two common elements can be distinguished: 

1. Users express the need for concrete feedback on their performance. Within 

the literature, this need is described as the principle of closure: the 

confirmation that an action has been successfully performed. This indicates 

that users of web-based interventions could benefit from task-related 

ƛƴǘŜǊŀŎǘƛƻƴ ŀƴŘ ǎǳǇǇƻǊǘ όŜΦƎΦ ά¢Ƙŀƴƪ ȅƻǳ ŦƻǊ ǎǳōƳƛǘǘƛƴƎ ȅƻǳǊ ƘƻƳŜǿƻǊƪ ŦƻǊ 

ǘƘƛǎ ǿŜŜƪΦ ¸ƻǳ ǎŜƴǘ ƛǘ ǿŜƭƭ ƻƴ ǘƛƳŜΦέύΦ ²Ŝ Ŏŀƭƭ ǘƘƛǎ task related system 

support. 

2. Users express the need for interest and support for the issues they are 

dealing with. This suggests that users of web-based interventions could 

ōŜƴŜŦƛǘ ŦǊƻƳ ŜƳƻǘƛƻƴŀƭ ǎǳǇǇƻǊǘΣ ǘƘŀǘ ŀŎƪƴƻǿƭŜŘƎŜǎ ōƻǘƘ ǘƘŜ ǳǎŜǊΩǎ 

endeavors during the change program and the originating issue the user is 

dealing with. The dose and timing of the emotional support seems to have 

a large importance due to its intimate nature. Wrong timing could 

potentially harm the concept of user self-determination which is an 

appreciated feature of web-based self-guided interventions. We call this 

emotion related system support. 

 

Table 1 shows the user needs that became apparent in the included papers and 

which we related to the two common elements mentioned above. 
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Table 1. User needs and issues and common user support mechanisms  that can potentially fulfill these 

needs 

User need  

or Issue 

Common element Source 

1.Overcome user 

feelings of isolation 

Task related support can fulfill this need by 

setting and reviewing login goals, positively 

reinforcing login and site use and answering 

questions regarding the functionality of the site. 

 

Emotion related support can fulfill this need 

by establishing a supportive relationship, In 

case login goals are not met or any other sign of 

diminished use of the intervention appears, the 

system can intercede and encourage use of the 

online intervention  

[6, 25-28] 

 

 

 

 

[6, 25, 

27, 28] 

 

2.Interest in 

identity of user 

Emotion related support can fulfill this need 

by providing the user with the opportunity to 

talk about the impact of the disease on their live 

and their idea on having become a patient. 

[26, 29, 

30] 

 

3.Interest in 

concrete daily 

issues the user is 

struggling with 

Emotion related support can fulfill this need 

by asking the user about their daily experiences 

and issues and responding by expressing 

empathy towards the user.  

 

If the user expresses a need for concrete, 

practical advice, the system could provide it 

accordingly or ïfor more complex questions- 

refer to a nurse or doctor connected to the 

system. This can be considered as task related 

support in a broader context. 

[26, 31] 

 

 

 

 

4.The ability for the 

user to refine the 

communication 

process 

Emotion related system support provided 

alongside a more open interaction between user 

and system (e.g. by means of bi-directional free 

text or free speech) could potentially (and so far 

theoretically) increase the user feeling of 

contributing to its own change process 

[32, 33] 

 

5.The user need for 

encouragement 

Emotion related system support could be 

delivered in terms of praising the user, 

delivering rewards and by other types of 

encouraging behavior  

[6, 25, 

30-32, 

34-37] 
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6.Performance 

feedback 

mechanism for user 

responses 

Task related support can fulfill this need by  

reviewing the userôs contributions and by 

providing corrections in case the user made 

factual errors. This scenario is applicable for 

user performances that can be objectively 

graded (e.g. homework with factual 

information about an illness). 

In addition ïpreferably if opted so by the user- 

the userôs achievements can be plotted against 

the achievements of the userôs peer group. This 

scenario is applicable for e.g. user 

performances that can be measured in physical 

terms. 

[6, 34, 

38-40] 

 

 

7.Users coping 

with experiences of 

negative affect 

during their change 

process 

Emotion related system support can provide 

a dose of positive affect in case a phase of 

negative user affect that merits such a dose 

could be reliably distinguished. 

[41] 

 

8.Creating a setting 

of accountability 

towards the user 

Task related support can play a positive role 

by objective goal setting, measuring the goals 

set, reminding the user of their goals set and by 

indicating which of these goals have (not yet) 

been met. 

[27, 28, 

31, 36, 

37, 39, 

42-45] 

 

In the section below, the user needs from Table 1 will be discussed in more detail. 

Theme 1. Overcome user feelings of isolation.  

The anonymity of web-based interventions seems to play out as both strength and a 

weakness. Users feel encouraged to speak out, but sometimes also feel isolated due 

to its anonymous nature. Both task-related and emotion-related system support 

could potentially counteract feelings of isolation.  

Theme 2. Interest in identity of user.  

At a deeper level, users seem to expect (and probably need) a deeper interest in their 

identities. Knowles et al. [26] conclude as shortcomings found in 7 out of 8 studies: 

άǎŜƴǎƛǘƛǾƛǘȅ ǘƻ Ψ²Ƙƻ L ŀƳΩ ŀǎ ŀ patient, including different clinical needs such as 

ǇƘȅǎƛŎŀƭ ŎƻƳƻǊōƛŘƛǘȅΦέ  ¢Ƙƛǎ ƛǎ ŀ ŎŀǎŜ ŦƻǊ ŜƳƻǘƛƻƴ-related system support. 
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Theme 3. Interest in concrete daily issues the user is struggling with.  

Users seem to have wish for a form of deeper interest in their concrete daily issues. 

Described by Knowles et al [26] ŀǎ άǎŜƴǎƛǘƛǾƛǘȅ ǘƻ ΨIƻǿ L CŜŜƭΩΣ ǊŜŎƻƎƴƛȊƛƴƎ ǘƘŜ 

demands of depression on the user (such as emotional and motivational difficulties, 

ŀƴŘ ǇǊƻōƭŜƳǎ ǿƛǘƘ ŎƻƴŎŜƴǘǊŀǘƛƻƴύΦέ This is a case for emotion related system 

support. In case the user requests practical advice for daily issues, task related 

support in a larger domain than the intervention itself can also contribute. 

Theme 4. The ability for the user to refine the communication process.  

As reported by Donkin [32] users that were filling in questionnaires about how they 

felt, said that the questionnaire did not cover their feelings. Subsequently, these 

users had a strong wish to contextualize their answers. Indeed, an non-interactive 

tool as a questionnaire is perfectly fit for gathering experimental user data, but may 

ōŜ ƭŜǎǎ ǎǳƛǘŀōƭŜ ŀǎ ŀ ŎƻƳƳǳƴƛŎŀǘƛƻƴ ǘƻƻƭ ŀǎ ƛǘ ΨŦƻǊŎŜǎΩ ŀƴǎǿŜǊǎ ǘƻ ōŜ Ǉǳǘ ƛƴǘƻ ŀ 

restricted set of categories. Emotion-related system support provided alongside a 

more open interaction between user and system (e.g. by means of bi-directional free 

ǘŜȄǘ ƻǊ ŦǊŜŜ ǎǇŜŜŎƘύ ŎƻǳƭŘ ǇƻǘŜƴǘƛŀƭƭȅ όŀƴŘ ǎƻ ŦŀǊ ǘƘŜƻǊŜǘƛŎŀƭƭȅύ ƛƴŎǊŜŀǎŜ ǘƘŜ ǳǎŜǊΩǎ 

feeling of contributing to its own change process. 

Theme 5. The user need for encouragement.  

As reported by Donkin et al. [32] and as quoted by Mohr [28] άΦΦ ǇŀǘƛŜƴǘǎ ǿŀƴǘ 

ŦŜŜŘōŀŎƪ ƻƴ ǿƘŜǘƘŜǊ ǘƘŜȅ ŀǊŜ ƻƴ ǘƘŜ άǊƛƎƘǘ ǘǊŀŎƪέ ƛƴ ǘƘŜƛǊ ǿŜō-ōŀǎŜŘ ƛƴǘŜǊǾŜƴǘƛƻƴΦέ 

Encouraging users during the intervention  can likely be achieved by emotion-related 

system support. 

Theme 6. Performance feedback mechanism for user responses.  

Somewhat comparable to the statement of Donkin et al. [32], Helgadóttir [40] 

describes that many CCBT programs would benefit from a performance feedback 

ƳŜŎƘŀƴƛǎƳ ŦƻǊ ǳǎŜǊ ǊŜǎǇƻƴǎŜǎΦ ¢Ƙƛǎ ǿƻǳƭŘ ŜȄǇŀƴŘ ǘƘŜ ǎȅǎǘŜƳΩǎ ŀōƛƭƛǘȅ ǘƻ ŘƛǊŜŎǘ ǘƘŜ 

user during their change program. By providing a direct task-relaǘŜŘ ǊŜǎǇƻƴǎŜ άL ƘŀǾŜ 

received your answers, thank you for your time and effort. Please allow me to 

ŎƻƳƳŜƴǘ ƻƴ ȅƻǳǊ ŀƴǎǿŜǊǎέ ƛǘ ǿƻǳƭŘ ŀŎƪƴƻǿƭŜŘƎŜ ǘƘŜ ǳǎŜǊΩǎ ŜŦŦƻǊǘ ƛƴǾŜǎǘŜŘΦ .ȅ ƭŀǘŜǊ 

analyzing the user responses and by providing feedback via e-mail, a second task-

related support mechanism could be implemented.  

Theme 7. Users coping with experiences of negative affect during their change 

process.  

Kraft et al. [41] suggest that individuals should be assisted in coping with experiences 

of negative affect during their change process. They make a claim that many change 

program users struggle with the tension between their aspirations and their actual 
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ǎǘŀǘǳǎ ŀƴŘ ōŜƘŀǾƛƻǊΦ 5ǳǊƛƴƎ ǘƘƛǎ ǎǘǊǳƎƎƭŜΣ ǘƘŜ ŎƭƛŜƴǘΩǎ ƛƴǘŜǊƴŀƭ ǇǊƻŎŜǎǎ ƻŦ ǎŜƭŦ-

regulation is activated in order to alleviate the tension. Too much burden on the self-

regulation process  leads to ego-depletion [41],  a status of a low level of mental 

energy. This status often results in increased relapse vulnerability of which therapy 

non-adherence can be considered as a special case. As a way to reverse this ego-

depletion process, Kraft et al. [41] recommend a dose of positive affect, next to a 

period of rest for recovery. Emotion-related system support could provide such a 

dose of positive affect. The challenge would be to determine the moment that ego-

depletion could be close. 

Theme 8. Creating a setting of accountability towards the user.  

In order to obtain adherence to web-based interventions that include human 

support, Mohr et al. [37] stress the importance of creating a setting of accountability 

ǘƻǿŀǊŘǎ ǘƘŜ ǳǎŜǊΣ άǘƘŜ ƛƳǇƭƛŎƛǘ ƻǊ ŜȄǇƭƛŎƛǘ ŜȄǇŜŎǘŀǘƛƻƴ ǘƘŀǘ ŀƴ ƛƴŘƛǾƛŘǳŀƭ Ƴŀȅ ōŜ 

ŎŀƭƭŜŘ ǳǇƻƴ ǘƻ ƧǳǎǘƛŦȅ Ƙƛǎ ƻǊ ƘŜǊ ŀŎǘƛƻƴǎ ƻǊ ƛƴŀŎǘƛƻƴǎέΦ CƻǊ ǎǳŎƘ ŀ ǎŜǘǘƛƴƎΣ ŎŜǊǘŀƛƴ 

preconditions are necessary, such as participants that understand and agree with the 

benefits of their expected future behavior. Other preconditions are concrete goal 

setting and performance monitoring. Task-related machine support can play a 

positive role by reminding the user of their goal set and by indicating which of these 

goals have (not yet) been met. One should keep in mind that accountability might be 

harder to trigger amongst users who have been assigned to health interventions by 

their doctors and who did not primarily opt to participate by themselves. 
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Part 2: results and themes found within the studies on VAs with motivational 
capabilities 
Table 2 below shows the results and the themes that were found in the selected 

studies.  

Table 2. Themes on supportive VAs 

Theme Explanation Sources 

1. Computers As 

Social Actors (CASA) 

Humans treat media in the 

same way as they treat other 

humans 

Systematic search: [22] 

Hand Search: [46-50] 

 

2. Open dialogue 

between user and 

computer 

VAs have the ability to have 

an open verbal dialogue with 

users 

Systematic search: [21] 

Hand Search: [51-53] 

3.Visible conversation 

partner 

Interaction with a ótalking 

faceô leads to more trust and 

believability.  

Systematic search: [17, 

19, 22, 23] 

Hand Search:[54-64] 

4. Human-Computer 

relationship 

Interactions with an agent 

can lead to a relationship, 

which is important to keep 

users engaged over time 

Systematic search: [24] 

Hand Search:[16, 65-71] 

5. Measures of the 

Human-Computer 

relationship. 

Human-VA relationship 

quality can be measured  

Systematic search: [20] 

Hand Search: [16, 67, 

72] 

6. Responsive verbal 

and non-verbal 

communication 

Computers should have the 

ability to notice and respond 

to verbally and non-verbally 

expressed emotions from 

their user, in order to create a 

more natural interaction 

Systematic search: [22] 

Hand Search: [62, 73-80] 

 

7. Impact of VAs on 

User motivation  

There is evidence that VAs 

can motivate users, which is 

highly dependent on VA 

implementation, context, 

task etc. 

Systematic search: [18] 

Hand Search: [56, 73, 

81-83] 

 

8. Methodological 

issues within VA 

research 

Most experiments into VAs 

face similar methodological 

issues which have to be taken 

into account when 

interpreting the research. 

Hand Search: [84-88] 
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Theme 1: Computers as Social Actors (CASA)  

A large body of studies on VAs refer to the CASA  effect [48, 50] as a cornerstone for 

studying human-computer interactions and especially human-VA interactions. The 

CASA effect demonstrates that humans treat media ς in some respect-  in the same 

way as they treat other humans. Various manifestations of this effect have been 

described such as: 

¶ Computers that display flattery texts towards their users are preferred by 

their users compared to computers that do not display such texts 

¶ Computers that textually praise other computers are better liked than 

computers that praise themselves, and computers that ΨŎǊƛǘƛŎƛȊŜΩ ƻǘƘŜǊ 

computers are disliked compared to computers that criticize themselves 

¶ Users who are partnered with an computer on basis of a color (e.g. the blue 

team) will have a more positive opinion on the computer and cooperate 

more with it than users who have to partner with a computer of the 

opposite, differently colored team 

As an explanation of the CASA effect, it has been proposed that humans have a 

strong innate tendency to make social connections with other humans and other 

living creatures such as pets. This human tendency becomes real when objects such 

as personal computers demonstrate activities that could be socially interpreted by 

their users [50]Φ !ƭǘƘƻǳƎƘ ǇŎΩǎ Ŏŀƴ ŀŎǘ ǎƻŎƛŀƭƭȅΣ ƘǳƳŀƴ ǳǎŜǊǎ ŀǊŜ ƭƻƎƛŎŀƭƭȅ ŀǿŀǊŜ ƻŦ 

their non-social and non-living status. This seems a paradox: why would a human 

user socially respond to a pc while at the same time realizing that a pc does not 

warrant it?  Nass and Moon [47] ǊŜŦŜǊ ǘƻ ΨƳƛƴŘƭŜǎǎΩ όŀǳǘƻƳŀǘƛŎΣ ƭŀǊƎŜƭȅ ǳƴŀǿŀǊŜύ 

human behavior that the machine can trigger. This mindless behavior will be 

displayed as long as it remains socially acceptable. This phenomenon is also 

ŀǎǎƻŎƛŀǘŜŘ ǿƛǘƘ ǘƘŜ ƴƻǘƛƻƴ ƻŦ ΨǎǳǎǇŜƴǎƛƻƴ ƻŦ ŘƛǎōŜƭƛŜŦΩΣ ƳŜŀƴƛƴƎ ǘƘŀǘ ǳǇ ǘƻ ŀ ŎŜǊǘŀƛƴ 

point humans are willing to apply social rules to non-human yet communicative 

objects, irrespective of their non-living status.  

Theme 2: Open Dialogue between user and computer 

A following theme is the ability of computers and VAs to have an open verbal (textual 

or speech) dialogue with users. Within regular, day to day Human-Computer 

Interaction events, a user who interacts with their IT system will typically activate 

pre-ŘŜŦƛƴŜŘ ƳŜƴǳ ƻǇǘƛƻƴǎ ǎǳŎƘ ŀǎ ǘƘŜ ΨǎŀǾŜ ŀǎΩ ƻǇǘƛƻƴ ǿƛǘƘƛƴ aƛŎǊƻǎƻŦǘ ²ƻǊŘΦ 

Subsequently, the computer will respond to the request by presenting a pop-up 

window which will enable the user to type in the file name of the document. In such 

a closed dialogue scenario, the interactions between user and software traditionally 

have a task-specific character (e.g. serve to reach a specific goal such as saving a 
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document), have a short duration and are typically initiated by the user (and not by 

the computer). In contrast, VAs enable more open-ended and more relationship-

oriented interactions. Interactions between VAs and users can span multiple 

question and answer pairs and can therefore be interpreted as a dialogue.  

The ELIZA study [53] described an early version of a textual psychotherapists that 

ƎŀǾŜ ΨŎŀƴƴŜŘΩ ǊŜǎǇƻƴǎŜǎ ǘƻ ǳǎŜǊ ǉǳŜǎǘƛƻƴǎ ŀǎ ŀ ǊŜǎǳƭǘ ƻŦ ǉǳƛŎƪƭȅ ǇǊƻŎŜǎǎƛƴƎ ǘƘŜ ƛƴǇǳǘ 

text provided and create a response out of it without realizing what the user had said 

όŜΦƎΦ ŀ ǉǳŜǎǘƛƻƴ ƭƛƪŜΥ ά9ƭƛȊŀΣ L ŦŜŜƭ ƳƛǎŜǊŀōƭŜ ǘƻŘŀȅέ ŀƴŘ ŀƴ ŀƴǎǿŜǊΥ έIƻǿ ƻŦǘŜƴ Řƻ 

ȅƻǳ ŜȄǇŜǊƛŜƴŎŜ ŦŜŜƭƛƴƎǎ ƻŦ ōŜƛƴƎ ƳƛǎŜǊŀōƭŜΚέύΦ Later studies create richer dialogue 

contexts to explore the capabilities of computers interacting with humans. Examples 

are first a study that has shown that a robot taking the role of museum guide who 

uses e.g. empathy and humor in his conversation style led to a more positive attitude 

towards the robot than the same robot without this enhanced conversation style 

[21]. A second study showed that a VA with high dialog capabilities reached more 

accurate answers when interviewing a subject than an agent with less dialog 

capabilities [51]. A third study [52] aimed to explore where open-dialogue options 

between users and VAs would lead to. The authors report that when learners are 

given opportunities to guide  an open conversation, they especially ask off-topic 

questions. For example, learners often want to know about the agenǘǎΩ ƻǇŜǊŀǘƛƴƎ 

systems, design, purpose, and capabilities. Such conversations seem to serve the 

ΨǘŜǎǘƛƴƎΩ ƻŦ ŀƎŜƴǘǎΩ ŀōƛƭƛǘƛŜǎ ŘǳǊƛƴƎ ǿƘƛŎƘ ƭŜŀǊƴŜǊǎ ŀǊŜ ŀǘǘŜƳǇǘƛƴƎ ǘƻ ŘƛǎŎƻǾŜǊ ǘƘŜ 

ōƻǳƴŘŀǊƛŜǎΣ ƭƛƳƛǘǎΣ ŀƴŘ ŎŀǇŀōƛƭƛǘƛŜǎ ƻŦ ŀƎŜƴǘǎ ǘƘǊƻǳƎƘ ΨƎŀƳŜ-ƭƛƪŜΩ ƛƴǉǳƛǊȅΦ  

Theme 3: Visible conversational partner 

The following theme is the visibility of the conversational computer depicted as a 

(either static or animated) human face. According to Lisetti [59] the human face has 

a special status in human to human communication as it has often been identified as 

the most important channel for conducting trust and believability. As Lisetti states, 

the face as a communication channel has a higher status than bodily regions such as 

posture and gesture [55]. Multiple studies have supported this notion by 

demonstrating that users prefeǊǊŜŘ ǘƻ ƛƴǘŜǊŀŎǘ ǿƛǘƘ ŀ ΨǘŀƭƪƛƴƎ ŦŀŎŜΩ ƛƴǎǘŜŀŘ ƻŦ ŀ ǘŜȄǘ 

only interface [63], an anthropomorphic agent together with a human voice has led 

to greater agent credibility [54], visible agents have led to greater positive 

motivational outcomes [62]) and task performance [64]. Besides empirical research, 

there are multiple theories that support this notion. The theories that were 

mentioned in the included sources are listed and explained in Table 3.  

 

 



35 
 

Table 3. Main theories and effects of visible VAs 

Theory Explanation Source 

Theory of 

Social 

Inhibition/ 

Facilitation 

When in the presence of others, people perform 

learned tasks better and novel tasks worse. Empirical 

results have demonstrated that this principle also 

applies for the presence of VAs. 

[64] 

Social 

Agency 

Theory 

By adding a visible VA as a screen tutor the social 

interaction schema is primed, which will cause the 

learner to try to understand and deeply process the 

computer delivered instructions 

[60] 

Social 

Modelling/ 

Social 

Learning 

Theory 

Humans derive their knowledge, attitudes, behavior 

and goals by observing and imitating the surrounding 

social agents. 

[17, 23] 

 

Situational 

Dependency 

Pedagogical agents are helpful when there is a need to 

increase companionship and decrease complexity 

[56] 

Social 

Exchange 

Theory 

People prefer equitable relationships in which the 

contribution of rewards and costs are roughly equal.  

This equity principle also applies to human-computer 

relationships. 

[57] 

Persona 

Effect 

The presence of a lifelike character in an interactive 

learning environmentðeven one that is not 

expressiveð can have a strong positive effect on 

studentôs perception of their learning experience 

[58] 

Image 

principle 

Image of a VA is not a key factor for learning, the level 

of animation of the VA is the key factor for learning. 

[60] 

 

Despite these positive experimental results and theoretical support for a visible, 

human-like personal computer, the visibility subject is somewhat controversial. 

Strong claims against the human face are provided by Norman [49] by his statement 

that a human face triggers false mental models and thus creates wrong user 

expectations. Other critique  is provided by Rajan et al. [61] who demonstrated that 

it is first and foremost the voice (and not the visibility of the VA) that is responsible 

for positive learning effects.  

Theme 4: Human-VA Relationship  

A fourth theme is the concept that regular human-computer interaction events 

result in a relationship. Routine interactions between a user and their computer 

should be regarded as contributions to this human-computer relationship, as is 
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argued by Bickmore et al. [16]. Although this relationship may be implicit, it has an 

impact on the user. The relationship plays a role even in case no relationship skills 

(e.g. empathy, humor) have been designed and built into the machine.  

The question arises whether a VA with a relationship-focused design could behave 

and be perceived as a competent social actor.  This quality of the VA as a 

conversational partner is impacted by: 

¶ Interaction duration. As described by Krämer et al. [70] getting people 

engaged with VAs is easy, but keeping then engaged over time is much more 

challenging. Bickmore et al. [16] (on physical activity) and Creed et al. [66] 

(on fruit consumption) conducted emotional virtual coach studies that 

spanned more than 28 days. They both found that deploying the emotional 

VA did not result in user behavior changes, but that users in general 

preferred to interact with the emotional virtual coaches.  

¶ Natural vs forced interaction. Gulz [68] suggests that most VAs studies force 

the human-computer relationship too much.  Users have no other option 

than to interact with the VAs they are confronted with.   

¶ User personality. Von der Pütten et al. [71] make clear that it depends on 

the personality of the user how the human-computer relationship will 

develop. They demonstrated that 5 user personality factors were better 

predictors for the evaluation outcome of VAs than the actual behavior of 

the VA. 

Theme 5: Measures of the Human-VA Relationship 

The literature found mentions two regular measures with regards to the Human-VA 

Relationship. 

¶ Measure 1: Working Alliance 

Working Alliance is a construct that originates from the psychotherapy 

literature and hŀǎ ōŜŜƴ ŘŜǎŎǊƛōŜŘ ŀǎ άǘƘŜ ǘǊǳǎǘ ŀƴŘ ōŜƭƛŜŦ ǘƘŀǘ ǘƘŜ ƘŜƭǇŜǊ 

and patient have in each other as team-member in achieving a desired 

ƻǳǘŎƻƳŜέ [72]. Bickmore et al. [65] applied the working alliance inventory 

in their 30-day longitudinal study with a VA acting as an exercise coach. 

Participants who interacted with a VA with relational behavior enabled 

(empathy, social chat, form of address, etc.) scored the VA significantly 

higher on the Working Alliance Inventory compared to participants who 

interacted with the same VA with the relational behaviors disabled. 

¶ Measure 2: Rapport 

A second important human-computer relationship measure is rapport. 

wŀǇǇƻǊǘ Ƙŀǎ ōŜŜƴ ŘŜǎŎǊƛōŜŘ ŀǎ άǘƘŜ ŜǎǘŀōƭƛǎƘƳŜƴǘ ƻŦ ŀ ǇƻǎƛǘƛǾŜ ǊŜƭŀǘƛƻƴǎƘƛǇ 
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among interaction partners by rapidly detecting and responding to each 

ƻǘƘŜǊΩǎ ƴƻƴǾŜǊōŀƭ ōŜƘŀǾƛƻǊέ [67]. Measurement of rapport has been 

conducted by Gratch et al. [67] in their evaluative VA study. Their results 

showed that the experience of rapport was of a comparable level compared 

to a face-to-face (i.e human interlocutor) condition.   

Theme 6: Responsive verbal and non-verbal communication 

Within human to human communication, the exchange of non-verbal information 

plays a key role. Social psychologists assert that more than 65% of the information 

exchanged during a person-to-person conversation is conveyed through the non-

verbal band [74, 80]. The non-verbal channel is said to be especially important to 

communicate socio-emotional information. Socio-emotional content [75] is vital for 

building trust and productive human relationships that go beyond the purely factual 

and task-ƻǊƛŜƴǘŜŘ ŎƻƳƳǳƴƛŎŀǘƛƻƴΦ 5ΩaŜƭƭƻ Ŝǘ ŀƭΦ [75] describes the mutual impact 

of user and (synthetic) computer emotions as an affective loop which is pictured as 

follows: 

¶ The user first expresses their emotion through verbal and physical 

interaction with the machine, e.g. through detectable gestures, usage of the 

keyboard or spoken language 

¶ Then, the system responds by generating affective responses, through 

words, speech, animation and theoretically also colors and haptics 

¶ This response affects the user in such a way that they become more 

involved in their further interaction with the computer 

 

Concerning the importance of the affective loop, there are two stances: 

¶ Stance 1: Responsiveness of VAs (affective loop) is a critical condition for 

prolonged user interaction. Doirado et al. [77] confirm the importance of 

the affective loop mechanism and state that a VA that lacks the capacity to 

understand the user and the capability to adapt its behavior (a non-

ǊŜǎǇƻƴǎƛǾŜ ±!ύ ǿƛƭƭ ōǊŜŀƪ ǘƘŜ ǳǎŜǊΩǎ ǎǳspension of disbelief. 

¶ Stance 2: Autonomy of VAs (no affective loop) is a sufficient condition for 

prolonged user interaction. Rosenberg-Kima et al. [62] deployed an 

autonomous (i.e. non-responsive) VA that introduced itself and provided a 

twenty-minute narrative about four female engineers, followed by five 

benefits of engineering careers. The VA was animated and its voice and lip 

movements were synchronized. The VA acted autonomously ; interaction 

between participants and VA was purely restricted to the user clicking on 
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the button for text topic. The results showed that the self-efficacy of the 

users and of their interest in the subject presented was significantly higher 

within the VA + voice condition compared to the voice-only condition. In 

support of these results, Baylor et al. [54] state that people are willing to 

interact with anthropomorphic agents even when their functionality is 

limited. As she indicates the mere visual presence and appearance will in 

some contexts be the determining factor and not so much its supportive, 

conversational or animation capabilities. 

Theme 7: Impact of VAs on user motivation 

Meta-studies and reviews [68, 80, 84, 85, 88] have reported on claims and evidence 

for positive VAs effects on learning, engagement and motivation. 

Schroeder et al. reviewed 43 studies and conclude that pedagogical agents have a 

small but significant effect on learning as ultimate outcome. Within their study, 

Schroeder et al. [80] did not make a distinction between responsive and non-

responsive VAs. Specific research with regard to motivating users has also been 

conducted by deploying responsive VAs with the  task to notice user frustration and 

empathically respond to it. Autonomous delivery of warmth and empathy by VAs 

towards users has shown positive effects, and studies show that this effect may be 

larger at the time the user experiences frustration [73, 85, 87]. All together the 

evidence for VAs that are capable of motivating users is mixed and inconclusive. VAs, 

whether they are non-responsive or responsive, provide a positive user experience 

as a result of their entertainment capabilities. Responsive VAs when specifically 

designed to detect user frustration and to empathically respond to it, have also 

empirically demonstrated positive effects on user attitudes. However, these positive 

effects have not yet been found in ecologically valid context but only within 

constrained contexts such as games with clear win and lose rules and as a result of 

system-generated moments of user frustration. 

Theme 8: Methodological issues within VA research 

The inconclusiveness regarding VA evidence as mentioned within the previous 

theme is claimed to be caused by methodological issues [85, 88].  Methodological 

issues make it difficult to compare study results and to draw generic conclusions. 

One of those issues is the difference in set-ups amongst VA studies. To name a few: 

¶ Different modalities used for output: (synthesized or natural) speech or text 

¶ Different levels of responsive emotional behavior; from textual responses 

projected alongside a static VA to fine-grained VA facial expressions 

ƛƴǘŜƴŘŜŘ ǘƻ ƳƛǊǊƻǊ ǘƘŜ ǳǎŜǊΩǎ ŦŀŎƛŀƭ ŜȄǇǊŜǎǎƛƻƴǎ 

¶ Different roles: tutor, peer, interviewer, coach 
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¶ Different implementations/ different computer code  applied as Artificial 

Intelligence to steer the VA with code based on different behavioral 

theories 

 

Many of these issues can be resolved by using a common, open research platform 

for VAs, such as the  Virtual Human platform as provided by USCT [86]. Other issues 

can potentially be resolved by a common design framework for VAs as proposed by 

Veletsianos et al. with their EnALI framework [87]. Concerning the duration of the 

change programs several studies (e.g. [65, 66]) stress that the majority of virtual 

coaching studies concern short time spans of hours, which makes it difficult to study 

the development of the human-computer relationship and to realize effects on user 

behavior. Both Bickmore et al. and Creed et al. [65, 66] conducted emotional virtual 

coach studies that spanned more than 28 days. They both found that deploying the 

emotional VA did not result in user behavior changes, but that users in general 

preferred to interact with the emotional virtual coaches. Altogether Dehn and van 

Mulken [85] ǎǳƳƳŀǊƛȊŜ ǘƘŜ ǎƛǘǳŀǘƛƻƴ ŀǎ ŦƻƭƭƻǿǎΥ άΧ ǘƘŜ ǎƛƳǇƭŜ ǉǳŜǎǘƛƻƴ ŀǎ ǘƻ 

whether an animated interface improves human-computer interaction does not 

appear to be the appropriate question to ask. Rather, the question to ask is: what 

kind of animated agent used in what kind of domain influence what aspects of the 

ǳǎŜǊΩǎ ŀǘǘƛǘǳŘŜǎ ƻǊ ǇŜǊŦƻǊƳŀƴŎŜ άΦ 
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Discussion 
 

Part 1 of this Scoping Review aimed to explore what is known within the literature 

about what support a human needs to keep on being motivated and engaged during 

usage of an eHealth intervention. We found various user needs and issues related to 

support, which we divided into the following two main categories: 

¶ Task related system support; concrete performance related feed-back  

¶ Emotion related system support; support that had a empathic nature  

It appeared that both task related support and emotion related support are regularly 

expressed user needs. Both needs therefore merit further attention in terms of 

research that aims to improve user adherence. 

 

Part 2 of this Scoping Review aimed to give insight into the potential of VAs to deliver 

effective task related or emotion related support to humans.  

On a high level, the following two kinds of VAs were distinguished: 

¶ Non-responsive (autonomous) VAs. These VAs are not endowed with senses  

ǘƻ ΨǎŜŜΩ ƻǊ ΨƘŜŀǊΩ ǘƘŜ ǾŜǊōŀƭ ƻǊ ƴƻƴ-verbal signals that the user expresses, 

and logically also lack the capacity to interpret these signals. The VA is 

visually present to send out motivational messages intended to keep the 

spirits up. Advantages are that these kinds of VAs have demonstrated that 

they can engage users. Disadvantages are that forced presence of the VA 

runs the risk of annoying the user and can therefore become counter-

productive.  

¶ Responsive VAs. These VAs have the capability to capture and analyze the 

verbal and/or non-verbal signals sent by the user and emotionally respond 

to them. These VAs are set up with the intention to understand the user 

and to adapt their behavior accordingly. Advantages are that these VAs can 

tap into the rich sources of verbal and non-verbal information as 

spontaneously and freely provided by humans. However, disadvantages are 

that realizing a VA that does understand the user is a heavy task, requiring 

costly computational modeling of user BDI (Believe, Desire and Intentions) 

and affective loop facilities with a high chance of failure. 

 

Table 4 below associates the themes from part 1 with the themes addressed within 

part 2, and indicates if responsive or non-responsive VAs can address the user need. 
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Table 4. User needs with supportive elements, associated VA features and the needed level of 

responsiveness of the VA 
 

User need or 

issue  

Supportive Element Associated VA Features  Needed 

responsive-

ness 

1. Overcome 

user feelings of 

isolation 

 

Task related support can fulfill this 

need by setting and reviewing login 

goals 

Emotion related support can fulfill 

this need by establishing a 

supportive relationship 

- Computers as social actors 

- Visible conversation partner 

- Human-computer 

relationship 

A non-

responsive 

VA is 

sufficient   

2. Interest in 

identity of user 

 

Emotion related support can fulfill 

this need by providing the user with 

the opportunity to talk about the 

impact of the disease on having 

become a patient. 

- Computers as social actors 

- Open dialogue 

- Visible conversation partner 

- Human-computer 

relationship 

- Responsive verbal and non-

verbal communication 

Not any VA 

is currently 

likely able to 

address this 

user need.  

3. Interest in 

concrete daily 

issues the user is 

struggling with 

 

Emotion related support can fulfill 

this need by asking the user about 

their daily experiences and issues. 

- Computers as social actors 

- Open dialogue 

- Visible conversation partner 

- Human-computer 

relationship 

- Responsive verbal and non-

verbal communication 

A responsive 

VA is 

necessary, 

further 

research is 

advised.  

 

 

 

4. The ability for 

the user to refine 

the 

communication 

process 

 

Emotion related support provided 

alongside a more open interaction 

between user and system 

- Open dialogue 

 

A responsive 

VA is 

necessary, 

further 

research is 

advised.  

5. The user need 

for 

encouragement 

Emotion related support could be 

delivered in terms of e.g. praising the 

user 

- Motivational effects A non-

responsive 

VA is 

sufficient 

6. Performance 

feedback 

mechanism for 

user responses. 

Task related support can fulfill this 

need by  

reviewing the userôs contributions 

and by providing corrections in case 

the user made  factual errors 

- Computers as social actors 

- Visible conversation partner 

- Human-computer 

relationship 

A non-

responsive 

VA is 

sufficient 

7. Users coping 

with 

experiences of 

negative affect 

during their 

change process 

Emotion related support in the sense 

of providing a dose of positive affect 

at the right moment 

- Responsive verbal and non-

verbal communication  

- Motivational effects 

A responsive 

VA is 

necessary, 

further 

research is 

advised.  

8. Creating a 

setting of 

accountability 

towards the user 

Task related support can play a 

positive role by objective goal 

setting 

Computers as social actors 

Human-Computer 

Relationship 

A non-

responsive 

VA is 

sufficient 
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Principal Results 

Non-responsive VAs 

As described within table 4 above, non-responsive VAs are capable of helping out 

users with lighter/ more straightforward motivational tasks as described within the 

themes 1, 5, 6 and 8. Non-responsive VAs provide a likely solution to engage users 

which will de-isolate these users to some extent.  A non-responsive VA can provide 

task-related support such as setting and reviewing login goals and emotion-related 

support by the delivery of supportive messages (theme 1). Non-responsive VAs are 

capable of motivating users by techniques such as praising (theme 5),  delivering 

performance feedback (theme 6), and setting an expectation level towards the user 

(theme 8). 

Responsive VAs 

In contrast to non-responsive VAs, responsive VAs are capable of performing more 

complex motivational tasks as described within the themes 3, 4 and 7. First, 

responsive VAs are capable of having  a dialogue with the user during which concrete 

daily issues the user is facing, can be effectively discussed (theme 3). Further 

research should focus on effective counter measures for users losing interest 

interacting with responsive VAs during longer-term interactions (e.g. 4-10 weeks 

with daily contact [65]. Logically, only with maintained user interest, concrete daily 

issues will be discussed and VAs can prove to be effective interlocutors.  Second, 

during a dialogue the user can communicate what they are experiencing, which can 

serve as an alternative to filling in a questionnaire. This provides the user with the 

ability to refine the communication process (theme 4). Further research should focus 

on the accompanying technical and conversational complexities of such a refining 

dialogue. Thirdly, a responsive VA is capable of assisting users who cope with 

experiences of negative affect during their change process (theme 7). However, 

current experimental set-ups can only artificially create an subsequently mitigate a 

moment of frustration. Further research on VAs that detect and respond to 

spontaneous user emotion, should be conducted.  

Not addressable by either responsive or non-responsive VAs 

Dialogues between user and VA on deep, personal issues and identity related  

matters (theme 2) are currently technically too complex to realize. Smooth 

interactions are a necessary condition for VAs to become and remain a trustworthy 

counterpart. None of the VAs found is capable of truly meeting this condition of 

smoothness. These dialogues could therefore at present be best carried out by a 

human support provider.  
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Design factors for both responsive and non-responsive VAs 

The VA literature of part 2 e.g. [55, 73] gave indications on successful design of VAs. 

Some design factors seems to be generically of value, irrespective of deploying either 

a responsive or non-responsive VA within an eHealth intervention. First, it is 

recommended [73] to communicate the intention, capabilities and limitations of the 

VA to the user. That is: The VA presents itself (e.g. as a coach, tutor or peer) before 

the start of the intervention and behaves according to its role and does so 

consistently. This way, the user will have clear expectations.  Secondly, it is 

recommendable to provide users with the control over the presence of the VA, 

especially during longer term interactions. This will avoid annoyance amongst some 

users as reported by [16]. Thirdly, it is recommendable that the VA has short 

dialogues with the user thŀǘ ŀǊŜ ǊŜǎǘǊƛŎǘŜŘ ǘƻ άƎǊŜŀǎƛƴƎ ǘƘŜ ǿƘŜŜƭǎέ ǿƛǘƘ ǊŜƎŀǊŘǎ ǘƻ 

the user following the eHealth program. Systems that permit open dialogues with 

VAs often result in dialogues during which the VA is playfully tested [52]. By limiting 

the scope and length of the dialogues, the VA will more likely keep up its credibility 

as limited yet helpful interlocutor. 

Limitations 
This review has several limitations. No quantitative analyses were done and selection 

of the articles was done by interpretation of the researchers.  
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Conclusion 
 

¢Ƙƛǎ ǎǘǳŘȅ ŀƛƳŜŘ ǘƻ ƭƛƴƪ ΨŘŜƳŀƴŘΩ ŦƻǊ ǎǳǇǇƻǊǘ ƛƴ ǿŜō-based mental health 

ƛƴǘŜǊǾŜƴǘƛƻƴǎ ǘƻ ǘƘŜ ΨǎǳǇǇƭȅΩ ƻŦ ǎǳǇǇƻǊǘ ŦǊƻƳ ±!ǎΦ   

Spontaneous empathy and the explicitly expressed intention of non-responsive VAs 

to deliver user support is likely to resolve some of the lighter motivational issues 

eHealth users are currently dealing with. Responsive VAs have even larger potential. 

However, they are more costly to realize and they create higher user expectations, 

which lead to a higher risk of failure. It may therefore be reasonable to first further 

explore the possibilities of non-responsive VAs and investigate what their added 

value may be in real world web-based mental health interventions. As a second step, 

it could then be explored if there is a need for responsive VAs and in what contexts. 

Krämer et al. [57, 70] suggest that humans prefer equitable human-computer 

relationships in which the contribution of rewards and costs are roughly equal. It is 

therefore an interesting hypothesis to empirically investigate whether such VA 

behavior can contribute to a more balanced human-computer relationship. 

Especially within a context during which users are asked to perform effort requiring 

tasks (such as learning or working on behavior change), a dose of positive affect may 

serve as an effective counterbalance to the user effort invested. Put differently; in 

case that the computer is not only demanding the user to perform tasks and invest 

time and effort but also actively providing support, the human-computer 

relationship may become more equipollent. Such an equipollent relationship will 

hypothetically last longer and stimulate web-based intervention adherence. 

Conflicts of Interest 
None declared 
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Abstract 
 

Background: Prior research has shown that the more patients know about their 

disease, health, and lifestyle the better the health outcomes are. Patients who are 

suffering from either physical diseases with mental consequences or from mental 

illnesses can independently contribute to their own feeling of mental well-being by 

following evidence-based online, self-guided therapeutic interventions. These self-

guided therapeutic interventions during which there is no contact with a care 

provider have shown high effectiveness. However, users (patients) of self-guided 

eHealth interventions have difficulties fulfilling the entire trajectory as is mirrored in 

high non-adherence rates. Users have reported a need for support, that is 

traditionally provided by human care providers. This study investigates the 

opportunities from within the technology to increase its support level toward the 

user. Lǘ ƛǎ ƪƴƻǿƴ ǘƘŀǘ 9ƳōƻŘƛŜŘ /ƻƴǾŜǊǎŀǘƛƻƴŀƭ !ƎŜƴǘǎ ό9/!Ωǎύ Ŏŀƴ ǇǊƻǾƛŘŜ ǎǳŎƘ 

support towards users of eHealth interventions 

Objective: The objective of this paper is to experimentally explore the potential of 

an Embodied Conversational Agent to support an user of an eHealth intervention. 

Methods: We deployed a pedagogical agent acting as an adjunct to a self-guided 

positive psychology psycho-education intervention. This agent provided instructions 

and user support in between and explicitly not during the online learning modules 

as to avoid the risk of distraction. By deploying three versions of a pedagogical agent, 

varying the features of animation, speech, and visibility we investigated whether 

users felt more supported than by a fourth text-only control condition. All four 

conditions provided similar task-related support and emotion-related support to the 

user. 

Results: The results of showed that our pedagogical agent made users feel guided 

and supported with respect to fulfilling their tasks. However, our pedagogical agents 

was not able to demonstrate effects of emotion-related support resulting in higher 

user motivation and an improved learning experience. Significant effects of visibility 

and voice were found, but animation of our pedagogical agent had no effect. On the 

feedback outcome variable we found a gender effect. Male participants graded the 

visible 9/!Ωǎ higher than female participants and graded the non-visible ECA lower 

than female participants. 

Conclusion: Our experiment showed positive ECA effects when providing task-

related support to users of a psycho-education environment. The ECA as a GUI 

seemed to make the task easier than text. However, our ECA was not capable of 
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demonstrating effects as a result of its emotion-related support. This may be due to 

the friendly set-up of our experiment, that failed to bring users to a distressed, need-

for-support mental state.  

Keywords: eHealth; web-based intervention; embodied conversational 

agent; virtual agent; virtual humans; adherence; attrition 
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Introduction 
 

eHealth is about the use of information and communication technology to 

reinforce health and health care. It refers to forms of prevention and education, 

diagnostics, therapy and care delivered through digital technology, independently 

of time and place. An important branch of eHealth consists of technological self-

care solutions such as home telemonitoring applications that provide patients with 

direct insights through self-monitored data. Other self-care solutions focus on 

teaching indirect insights, leading to competence (disease knowledge) or disease 

management (making choices, acting responsibly) (Peeters et al, 2013). Research 

showed that the more patients know about their disease, health, and lifestyle the 

better the health outcomes are (Kennedy et al. 2017). Technological self-care (e.g. 

for chronic diseases) often goes hand in hand with self-management as a practice: 

the ability to actively participate in the management of health with the emphasis 

on physical and mental well-being. This involves medical management; changing, 

maintaining, and creating meaningful behaviors and dealing with the emotions of 

suffering from chronic disease(s) (Lorig and Holman, 2003). The question is 

whether self-management can be independently done by patients, that is without 

the help and support of a care provider. More precisely, the question is whether 

patients who are suffering from either physical diseases with mental consequences 

or from mental illnesses can independently contribute to their own feeling of 

mental well-being. Meta-analytic studies (Barak et al., 2008, Spek et al. 2007) have 

demonstrated the effectiveness of self-guided therapeutic interventions during 

which there is no contact with a care provider. Despite the effectiveness, patients 

show mixed opinions on these self-guided interventions. On the one hand patients 

report positive experiences with self-guided interventions (Walsh et al. 2018). 

However, disadvantages have also been reported by patients,  

such as the lack of human contact (Flynn et al., 2009).  

Especially in case of self-guided e-mental Health interventions against depression, 

adherence can be low (Schubart et al., 2011). Low adherence is sub-optimal as 

greater exposure to website content is associated with increased benefit (REF 

Christensen Helen et al, 2004).  Obvious follow-up questions are therefore why 

users do not adhere and even more how adherence can be stimulated. There seem 

to be no final answers to these questions but cues are certainly available.  

A meta-analysis of the effectiveness of diabetes interventions suggests that 

ǇŀǊǘƛŎƛǇŀƴǘǎΩ ŘƛŦŦƛŎǳƭǘƛŜǎ ƛƴ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ǘƘŜ ǳǎŜ ƻŦ ²Ŝō-based interventions  

led to higher non-adherence rates (Lie et al., 2017) 

In addition, some studies relate disease-specific effects such as severity to 
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adherence, with a high level of emotional distress leading  

to early dropout (Davis and Addis, 1999).   

In terms of solutions, the provision of support to enable patients to be confident 

and capable in managing health conditions is generally considered an important 

factor (de Silva, 2011, Wilkinson and Whitehead, 2009). In addition, there is 

empirical evidence that the lack of such a supportive relationship is associated with 

low levels of motivation to engage in self-care and may as such lead to non-

adherence. (Bickmore, 2010, Drench et al. 2007).  

In conclusion, user support is a relevant topic for user adherence. The next 

question is what kind of support users need. In order to answer this question, in an 

earlier study, we have analyzed (Scholten et al, 2017) studies on support needs as 

expressed by eHealth users. We found that users have a need to be encouraged 

(emotion-related support) but also value practical support (task-related support). 

Emotion-ǊŜƭŀǘŜŘ ǎǳǇǇƻǊǘ ŀŎƪƴƻǿƭŜŘƎŜǎ ōƻǘƘ ǘƘŜ ǳǎŜǊΩǎ ŜƴŘŜŀǾƻǊǎ ŘǳǊƛƴƎ ǘƘŜ 

change program and the originating issue the user is dealing with. It can be 

delivered in terms of praising the user, and by other types of encouraging behavior. 

In contrast, task-related support consists of actions such as setting and reviewing 

log-in goals of eHealth interventions, positively reinforcing log-in and intervention 

use and providing answers to users on questions regarding the functionality of the 

eHealth solution. 

We suggested that fairly simple non-responsive Embodied Conversational Agents 

ό9/!Ωǎύ Ŏŀƴ ǇǊƻǾƛŘŜ ŀ ƳŜŀƴǎ ŦƻǊ ǘŀǎƪ-related support in order to make self-guided 

interventions a better experience. Embodied Conversational Agents are computer 

ŀƴƛƳŀǘƛƻƴǎ ƻŦ ŦŀŎŜǎ ƻǊ ōƻŘƛŜǎΣ ΨǊƻōƻǘǎ ƻƴ ǎŎǊŜŜƴΩΦ ¢ƘŜȅ Ŏŀƴ ŜƴǊƛŎƘ ǘƘŜ Ƴƻǎǘƭȅ ǘŜȄǘ 

and video based self-guided eHealth interventions with an interface that has 

stronger similarities with a human face. Furthermore, they personify the interface 

and can contribute to a feeling of trust in the system. (Andre and Pelachaud, 2010). 

9/!Ωǎ ŀǊŜ ŀǇǇƭƛŜŘ ǿƛǘƘƛƴ ǾŀǊƛƻǳǎ ŎƻƴǘŜȄǘǎΤ ŦǊƻƳ ŎƻƳǇǳǘŜǊ ƎŀƳŜǎ ό.ƻǎǘŀƴ ŀǘ ŀƭΣ 

2009), intelligent tutoring systems (D'Mello et al, 2007), museum guides (Kopp et 

al, 2005) conducting medical interviews (Kobori et al, 2018), and providing therapy 

for depression and anxiety (Fitzpatrick et al, 2017) 

²ƛǘƘƛƴ ŀƭƭ ǘƘƛǎ 9/! ǾŀǊƛŜǘȅΣ ǿŜ ŦƻŎǳǎ ƛƴ ǘƘƛǎ ǇŀǇŜǊ ƻƴ 9/!Ωǎ ǘƘŀǘ ǘŀƪŜ ƻƴ ǘƘŜ ǊƻƭŜ ƻf 

learning coach or tutor within e-learning environments as a) e-learning (psycho-

education) is one of the cornerstones of self-guided e-health interventions and b) 

ŎƻƴǎƛŘŜǊŀōƭŜ ǇǊƻƎǊŜǎǎ ƛƴ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ƻŦ 9/!Ωǎ ǿƛǘƘƛƴ ǘƘŜ ǎŎƛŜƴǘƛŦƛŎ ŘƻƳŀƛƴ ƻŦ Ŝ-

learning has been made, which has created a solid basis for further research. 
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/ǳǊǊŜƴǘ ŜǾƛŘŜƴŎŜ ŦƻǊ 9/!Ωǎ ŀǎ ǘǳǘƻǊǎ ǿƛǘƘƛƴ Ŝ-learning   

Indeed, promising ECA effects have been found on e-learning. Within the meta-study 

of Schroeder et al. (2013) on 43 studies including 3,088 participants, a small but 

significant effect was reported on learning. The participants learned more from a 

system with a pedagogical agent, than a system without one. Next to learning, 

ǇƻǎƛǘƛǾŜ ŜŦŦŜŎǘǎ ƻŦ 9/!Ωǎ ƘŀǾŜ ōŜŜƴ ŦƻǳƴŘ ƻƴ ǳǎŜǊ ƳƻǘƛǾŀtion. The meta-study of 

Veletsianos and Russell (2014) reports on studies in which learner motivation and 

learning outcomes are promoted by pedagogical agents. However, the evidence is 

not equivocal as their meta-study also refers to studies in which the pedagogical 

agents did not demonstrate added value compared to text only conditions. They 

summarized these mixed results as a conundrum which is open for future research 

to resolve. A research topic that often goes together with the effectiveness of 

pedagogical agents is that of the modalities (eg speech, animation) of the agents 

used. The relevance of the modalities for learning is expressed by the social cue 

hypothesis (Domagck, 2010) that states that the presence of social cues cause 

learners to engage in sense-making processes and processing the learning material 

ŘŜŜǇƭȅΦ {ƻŎƛŀƭ ŎǳŜǎ ŀǎ ǊŜǇǊŜǎŜƴǘŜŘ ōȅ ǘƘŜ 9/!Ωǎ ƳƻŘŀƭƛǘƛŜǎ ƻŦ ŜΦƎΦ ǾƛǎƛōƛƭƛǘȅΣ ǎǇŜŜŎƘ 

and animation should -according to this hypothesis- have a positive impact on the 

learning process compared to a sheer textual environment. 

Effects of ECA modalities of speech and visibility on e-learning  

9ǉǳŀƭ ǘƻ ǘƘŜ ŜŦŦŜŎǘǎ ƻŦ 9/!Ωǎ ŀǎ ŀ ǿƘƻƭŜΣ ǘƘŜ ŜǾƛŘŜƴŎŜ ŦƻǊ ǘƘŜ ŜŦŦŜŎǘǎ ƻŦ ǎǇŜŜŎƘ ŀƴŘ 

Ǿƛǎƛōƛƭƛǘȅ ǿƛǘƘƛƴ 9/!Ωǎ ƛǎ ƳƛȄŜŘΦ !ǘƪƛƴǎƻƴ όнллнύ ŦƻǳƴŘ ǘƘŀǘ ŀƴ 9/! ǳǎƛƴƎ ǎǇŜŜŎƘ 

performed better than an e-learning environment that lacked an ECA. This positive 

effect was replicated by Lusk and Atkinson (2007) and also Graesser et al. (2004) 

came to the same conclusion. In contrast, Louwerse et al. (2005) report on studies in 

which pedagogical agents using speech had no additional effect compared to speech 

alone. Stated differently: those studies suggest that it is solely the speech that 

determines the learning effect and not the visual presence of the ECA. Schroeder 

(2013) found that speech-ŜƴŀōƭŜŘ 9/!Ωǎ ǇǊƻǾƛŘŜ ŀ ōŜǘǘŜǊ ǎƻƭǳǘƛƻƴ ƻƴ ƭŜŀǊƴƛƴƎ 

ƳŜŀǎǳǊŜǎ ǘƘŀƴ Ψ9/!-ƭŜǎǎΩ ƭŜŀǊning environments. Schroeder therefore suggested 

that -contrary to the Louwerse et al statement- ǘƘŜ 9/!Ωǎ Ǿƛǎƛōƛƭƛǘȅ ŎƻƳōƛƴŜŘ ǿƛǘƘ 

their voice is more beneficial than voice alone. A potential way to reconcile these 

ŎƻƴŦƭƛŎǘƛƴƎ ǊŜǎǳƭǘǎ ƻƴ ǘƘŜ 9/!Ωǎ Ǿƛǎƛōƛƭity may be provided by the concept of 

distraction, which is also described as the split-attention principle (Louwerse et al., 

2005). According to this principle, users are hindered to engage themselves in the 

learning process, when they are obliged to simultaneously interact with an ECA. Van 

aǳƭƪŜƴΣ Ŝǘ ŀƭΦ όмффуύ ŦƻǳƴŘ ǘƘŀǘ 9/!Ωǎ ŀǊŜ ƛƴŘŜŜŘ ŘƛǎǘǊŀŎǘƛƴƎΣ ōǳǘ ŀƭǎƻ ƳƻǘƛǾŀǘƛƴƎΦ  

aƻǊŜƴƻ ŀƴŘ aŀȅŜǊ όнллтύ ŎƭŀƛƳ ǘƘŀǘ ǘƘŜ 9/!Ωǎ ƳƻǘƛǾŀǘƛƻƴ ǎƘƻǳƭŘ ōŜ ƎǊŜŀǘŜǊ ǘƘŀƴ 
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their distraction in order to facilitate learning.  We are unaware of studied on design 

guidelines for optimizing user motivation while minimizing user distraction. 

However, there are solutions to the attention split. An ECA can provide motivating 

instructions in advance of an e-learning topic, somewhat comparable to a traditional 

teacher in a classroom. Then, the user is asked to start working on the topic, without 

further interference of the ECA.  As a consequence, the user can both dedicate their 

full attention to first the ECA and then to their own learning process.   

Finally, a design argument in favor of a visible ECA, as a source for either speech or 

text, is provided by Cassell (2001). Cassell states that properly designed interfaces 

have affordances and visual clues that are in accordance with their role. Speech does 

not appear spontaneously; it therefore makes sense to present the ECA as its visible 

source. 

Effect of the ECA modality of animation on e-learning  

Technological advances have also made it easier to animate agents, instead of 

presenting them as a still image. However, limited knowledge is available on whether 

these animations have advantages. Baylor et al (2003) investigated the effects of 

pedagogical agent speech (human, machine-generated) and animation (present, 

absent) on learning and motivation, Animation gave somewhat contradictory 

results: participants learned significantly more but also reported that the agent was 

significantly less facilitative than when it was still. In addition, animation made the 

participants significantly less motivated about the topic. In contrast to these results, 

{ŎƘǊƻŜŘŜǊ Ŝǘ ŀƭ ǊŜǇƻǊǘŜŘ ǘƘŀǘ ǎǘƛƭƭ 9/!Ωǎ ǇǊƻŘǳŎŜŘ ŀ ǎƳŀƭƭ ōǳǘ ǎƛƎƴƛŦƛŎŀƴǘ ƭŜŀǊƴƛƴƎ 

ŜŦŦŜŎǘΣ ǿƘŜǊŜŀǎ ŀƴƛƳŀǘŜŘ 9/!Ωǎ ƴŜƛǘƘŜǊ ǇǊƻŘǳŎŜŘ ŀ ǇƻǎƛǘƛǾŜ ƴƻǊ ŀ ƴŜƎŀǘƛǾŜ ŜŦŦŜŎǘΦ   

Expectations on ECA research within the domain of self-guided e-health 

interventions 

In summary, the literature tells us that a visible speech-enabled or text-enabled ECA 

has e-learning benefits compared to no ECA at all. An important pre-condition is that 

the ECA will make a clear distinction between the moment it communicates to (or 

interacts with) the user and the moment they let the user learn. Whether an 

animated or still ECA is the better solution is open for further investigation. Within 

the context of this paper, we will concentrate on the e-learning domain within an e-

mental health context, with patients as the targeted user group. Within this 

perimeter we will define what we can and should expect from an ECA. For this, please 

see the schematic picture of the research domain that we present below in figure 1. 
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Figure 1. ¢ƘŜ ƭŜŦǘ ŀƴŘ ǊƛƎƘǘ ōƻǳƴŘŀǊƛŜǎ ŦƻǊ 9/!Ωǎ ŀǎ ŀŘƧǳƴŎǘǎ ƛƴ Ŝ-mental Health 

On the left side we place a classic self-guided e-health intervention, such as 

MoodGym (https://moodgym.com.au/). Within this type of intervention, the user is 

typically asked to read information and do exercises in order to improve their mental 

being. The ƛƴǘŜǊǾŜƴǘƛƻƴ ŘƻŜǎ ƴƻǘ ΨǎŜŜΩ ƻǊ ΨƘŜŀǊΩ Ƙƻǿ ǘƘŜ ǳǎŜǊ ƛǎ ŘƻƛƴƎΣ ǿƛƭƭ ƴƻǘ 

understand the user and will therefore not be capable of expressing personal 

interest. On the right side we position a (idealized) human care provider who can 

and will interact with the user. He/she can hear and see the user, will take their 

emotions into account and respond appropriately by eg expressing empathy. 

²ƛǘƘƛƴ Ƴŀƴȅ ŜȄǇŜǊƛƳŜƴǘŀƭ ǎǘǳŘƛŜǎΣ 9/!Ωǎ ŀǊŜ ǎŜǘ ǳǇ ǿƛǘƘ ǘƘŜ ƛƴǘŜƴǘƛƻƴ ǘƻ ǎƛƳǳƭŀǘŜ 

processes that hinge to the right side of tƘŜ ǎǇŜŎǘǊǳƳΦ ¢ƘŜǎŜ 9/!Ωǎ ƘŀǾŜ ǘƘŜ ǇǳǊǇƻǎŜ 

of triggering social mechanisms that play a role within two-way human to human 

communication. Within this paper we opt for a different approach. Our aim is to find 

out whether we can make improvements on the left side: can we realize user 

experience improvements on a text- and video-based self-guided e-mental health 

intervention by adding an ECA that makes users more engaged and motivated? We 

choose this approach for the following reasons: 

¶ Most evidence-based self-guided e-health interventions are text- and 

video-ōŀǎŜŘ ŀƴŘ ǳƴŀǿŀǊŜ ƻŦ ǳǎŜǊǎΩ ŜƳƻǘƛƻƴǎΦ {ƻΣ ǘƘŜȅ ŀǊŜ ǘȅǇƛŎŀƭ ΨƭŜŦǘ-ǎƛŘŜΩ 

interventions. If we want to improve adherence to the present base of e-

health solutions, and build upon the existing work done, we have to start 

left. 

¶ By separating the therapeutic content from the user support aspects, 

existing evidence-based self-guided e-health interventions can remain 

ǳƴŀƭǘŜǊŜŘΦ 9/!Ωǎ Ŏŀƴ ōŜ ŀŘŘŜŘ ŀǎ ŀŘƧǳƴŎǘǎ ŦƻǊ ǇǊƻǾƛŘƛƴƎ ŘƛǊŜŎǘƛƻƴǎ ŀƴŘ ǳǎŜǊ 
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support, without interfering with the functionality and evidence for the 

intervention.  

¶ ¢ƘŜ 9/!Ωǎ ǿŜ ŜƴǾƛǎƛƻƴ ŀǊŜ ǿƛŘŜƭȅ ŀǾŀƛƭŀōƭŜΦ LŦ ǿŜ ǿƻǳƭŘ ōŜ ŀōƭŜ ǘƻ ŦƛƴŘ ŀ 

positive ECA effect they can be fairly easily implemented within web-based 

environments. 

The aim of our study is to investigate whether a straightforward, non-responsive ECA 

that delivers both task- and emotion-related support to users of a psycho-education 

intervention, will result in higher learning motivation amongst users as a remedy to 

enlarge adherence. 

 

Material and Methods 

Recruitment of participants   

We started the recruitment process by adding the experiment as an option to the 

university of Twente e-health MOOC that is offered on the FutureLearn online course 

platform (https://www.futurelearn.com/). As the recruitment process of 

participants did not have the required pace, we decided to expand it. We recruited 

bachelor and master psychology students at the university of Twente]. In total 230 

participants were included. As an inclusion criterion we set a high level of mastery of 

English. As an exclusion criterion we set participation in a pre-study with the ECA. 

The study protocol was reviewed and approved by the Twente Institutional Review 

Board. 

Design 

To investigate tƘŜ ŘƛŦŦŜǊŜƴǘƛŀƭ ƻǳǘŎƻƳŜ ŜŦŦŜŎǘǎ ƻŦ 9/!Ωǎ ǿƛǘƘ ŘƛŦŦŜǊŜƴǘ ƳƻŘŀƭƛǘƛŜǎ ŀǎ 

mentioned within the ECA literature, speech, visual presence of the ECA, and the 

level of animation, we set up conditions with the following distinctive ECA features: 

¶ The ECA is animated (1) vs the ECA is a still image (2) vs the ECA is not visible 

(3) 

¶ The ECA expresses itself via speech (1) vs text (2) 

Out of the six combinations, we left out animated, text (non-speech) as a key 

ŜƭŜƳŜƴǘ ƻŦ ǘƘŜ 9/!Ωǎ ŀƴƛƳŀǘƛƻƴ ŎƻƴǎƛǎǘŜŘ ƻŦ ǘƘŜ ƭƛǇ sync which we would lose 

without speech. In addition, we left out the option not visible, speech as a voice 

without a visible source would create an unusual set-up. 

 

 

https://www.futurelearn.com/
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This way, we created the following 4 conditions: 

1. AS = animated, speech (non-text),  

2. SS = still, speech (non-text) 

3. ST = still, text (non-speech) 

4. TO (control condition) = text only 

The study design was a between-subjects experiment with the before-mentioned 

four conditions to which participants were randomly assigned using randomization 

software; AS (58 participants; 44 female, 14 male) SS (58 participants; 46 female, 12 

male) ST (55 participants; 49 female, 6 male) TO (59 participants; 43 female, 16 

male). 

Intervention 

An e-learning intervention for making people knowledgeable about positive 

psychology was set up. Positive psychology focuses on the abilities of people and 

their potential to flourish. Positive psychology was chosen, being a relevant topic 

within the e-health domain; a number of treatments against depression are based 

on positive psychology principles (Hayes, 1999). In addition, positive psychology and 

happiness are subjects that are of general human interest. As we assumed, this 

would make it easier for participants to engage with our experimental set-up. 

The self-guided intervention was developed by analyzing the positive psychology 

topic (Gable, 2005) and creating a combination of theory and exercises, including the 

ǊŜƳǳƴŜǊŀǘŜŘ ΨǘƘǊŜŜ ƎƻƻŘ ǘƘƛƴƎǎ ŜȄŜǊŎƛǎŜΩ όƘǘǘǇǎΥκκƎƎƛŀΦōŜǊƪŜƭŜȅΦŜŘǳκǇǊŀŎǘƛŎŜκǘƘǊŜŜ-

good-thingsύ ŀƴŘ ΨōŜǎǘ ǇƻǎǎƛōƭŜ ǎŜƭŦ-ŜȄŜǊŎƛǎŜΩ όwŜƴƴŜǊ Ŝǘ ŀƭΣ нлмпύ 

A WordPress website (version 4.9.7) (https://wordpress.org ) with 4 webpages was 

created, each representing a condition. The e-learning intervention on positive 

psychology was embedded as an online Microsoft PowerPoint presentation® and 

placed on the left side on each of the 4 webpages. On the right side of the 4 

webpages the user support content was added, as to represent the 4 conditions. The 

user support consisted of task-ǊŜƭŀǘŜŘ ǎǳǇǇƻǊǘ όŜΦƎΦ άǿƛǘhin this experiment you will 

ǊŜŀŘ ŀōƻǳǘ ǇƻǎƛǘƛǾŜ ǇǎȅŎƘƻƭƻƎȅ ŀƴŘ ȅƻǳ ǿƛƭƭ Řƻ ǎƻƳŜ ŜȄŜǊŎƛǎŜǎέύ ŀƴŘ ŜƳƻǘƛƻƴŀƭ 

ǎǳǇǇƻǊǘ όŜΦƎΦ άǿŜƭƭ ŘƻƴŜΗέύΦ Lƴ ŀŘŘƛǘƛƻƴΣ ǘƘŜ ǳǎŜǊ ǿŀǎ ǎǘƛƳǳƭŀǘŜŘ ǘƻ ǘŀƪŜ ŀŘǾŀƴǘŀƎŜ 

of the exercises outside of the experiment. An explicit distinction was made between 

the instruction as delivered by either the ECA or the text-only control condition on 

the one hand and the user learning activities on the other hand. This was done to 

avoid the split-attention effect (Louwerse et al., 2005). During instruction on the 

right side of the webpage, the user was told what learning modules would come 

next. Then the user was asked to click on the left side of the webpage and do the e-

learning. When the e-learning module had come to an end, the user was asked to go 
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to the right side of the webpage for new instructions. For the animated (AS) 

condition an ECA was created through the Voki application (https://www.voki.com), 

see figure 2 below. For the other 3 conditions, a second Microsoft PowerPoint 

presentation was embedded on the right side of the page and added a still of the 

ECA (SS and ST conditions) and speech fragments (ST condition) or textual 

information (ST and TO conditions).  

 

Figure 2.  The e-learning intervention. On the left side of the webpage the educational content is 

displayed, on the right side the support condition with directions (task-related support) and 

encouragement (emotion-related support) in presented. The example shown is the AS condition; 

animated, speech. 

Procedure 

The webpages were put online and the study was run without human supervision to 

simulate the self-guided e-health intervention context. Users were provided with a 

URL that led to the Qualtrics system (https://www.qualtrics.com). A randomization 

software module redirected the users to one of four webpages. On right side of the 

webpage, the users received instructions through the ECA or instructional 

PowerPoint. They were asked to do the reading of the Positive Psychology 

PowerPoint on the left side and then to come back to the instructional side of the 

page for following instructions. This way, the users received instructions, performed 

an experimental task, received positive feedback and new instructions. After the 

introduction, this cycle was repeated twice. Then the users were redirected from the 

WordPress website to the Qualtrics environment to fill in the questionnaires. 

Outcome measures  

For the outcome measures, a variety of scales was selected. First, the EGameFlow 

scale (Fu et al, 2009) was selected, which measures learnŜǊǎΩ ŜƴƧƻȅƳŜƴǘ ƻŦ Ŝ-learning 

games. The developers of this scale refer to the application of flow theory within 
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education (Whalen and Csikszentmihalyi, 1991) and argue that the flow experience 

is a pre-condition for successful e-learning. Autonomy and feedback have been 

implemented in the EGameFlow scale as a means to measure task-related support 

as provided by the Graphical User Interface (GUI) of the e-learning environment. This 

suited very well with the purpose of this experiment, in which there was an aim to 

ƳŜŀǎǳǊŜ ǘƘŜ ŘƛŦŦŜǊŜƴǘƛŀƭ ŜŦŦŜŎǘǎ ƻŦ 9/!Ωǎ ŀǎ ǘŀǎƪ-related and emotion-related 

support provider. From both the feedback and autonomy scale three items on the 

basis of validation were selected and on the basis of the distinctive formulation of 

the questions. Both scales use a seven-Ǉƻƛƴǘ [ƛƪŜǊǘ ǎŎŀƭŜ ǊŀƴƎƛƴƎ ŦǊƻƳ ΨǎǘǊƻƴƎƭȅ 

ŘƛǎŀƎǊŜŜΩ ǘƻ ΨǎǘǊƻƴƎƭȅ ŀƎǊŜŜΩΦ ²ƛǘƘƛƴ ǘƘŜ ǿƻǊŘƛƴƎ ƻŦ ǘƘŜ ǎǳōǎŎŀƭŜǎ ǘƘŜ ǿƻǊŘ άƎŀƳŜέ 

ǿŀǎ ǊŜǇƭŀŎŜŘ ōȅ άƻƴƭƛƴŜ ǘǊŀƛƴƛƴƎέΦ Next, the Instructional Materials Motivation 

Survey (IMMS) was selected. This scale measures students' motivational reactions to 

self-directed instructional materials and is derived from the ARCS model (Keller, 

1987). This model Ƙŀǎ ōŜŜƴ ŀǇǇƭƛŜŘ ǘƻ 9/!Ωǎ ƛƴ Ŝ-learning settings, e.g. (Shen, 2009). 

!w/{Ω A refers to gaining and keeping the ƭŜŀǊƴŜǊΩǎ attention and stimulate their 

desire to ƭŜŀǊƴΦ !w/{Ω w ƛǎ ŀōƻǳǘ making the instruction relevant to the learners 

personal experience, needs and goals. The attention (12 items) and relevance (9 

items) scales both use a five-poiƴǘ [ƛƪŜǊǘ ǎŎŀƭŜ ǊŀƴƎƛƴƎ ŦǊƻƳ Ψƴƻǘ ǘǊǳŜΩ ǘƻ ΨǾŜǊȅ ǘǊǳŜΩΦ 

Subsequently, Involvement was selected. The Personal Involvement Inventory 

(Zaichkowsky, 1994) is a context-free measure applicable to involvement with 

products, with advertisements, and with purchase situations. It has been applied 

ōŜŦƻǊŜ ŦƻǊ ƳŜŀǎǳǊƛƴƎ ǘƘŜ ŜŦŦŜŎǘƛǾŜƴŜǎǎ ƻŦ ŜƴǾƛǊƻƴƳŜƴǘǎ ǿƛǘƘ 9/!Ωǎ ό[ƻ ŀƴŘ /ƘŜƴƎΣ 

2010). It was selected for this experiment to measure user motivation in general. The 

scale consists of 10 items and uses a seven-point Likert scale with varying category 

ƴŀƳŜǎ ǎǳŎƘ ŀǎ ΨŀǇǇŜŀƭƛƴƎΩ ǾŜǊǎǳǎ Ψƴƻǘ ŀǇǇŜŀƭƛƴƎΩ ŀƴŘ ΨƳŜŀƴǎ ƴƻǘƘƛƴƎΩ ǾŜǊǎǳǎ ΨƳŜŀƴǎ 

ŀ ƭƻǘ ǘƻ ƳŜΩΦ Last, the Rapport scale was selected. Rapport is an umbrella term for 

generic positive interactions between human counterparts, which as a term is also 

associated to terms as harmony, fluidity, synchrony and flow. Many studies have 

demonstrated that, when established, rapport facilitates a wide range of social 

interactions between humans including psychotherapy (Tsui and Schultz, 1985) 

teaching (Fuchs, 1987) and caregiving (Burns, 1984). Rapport has been used as 

outcome measure in studies with users interacting with an ECA (Gratch et al, 2007). 

!ŘǾŀƴŎŜŘ 9/!Ωǎ ǘƘŀǘ ǊŜǎǇƻƴŘ ǘƻ ǘƘŜ ǾŜǊōŀƭ ŀƴŘ ƴƻƴ-verbal behavior of the user in a 

contingeƴǘ ƳŀƴƴŜǊ ƘŀǾŜ ƛƴŘŜŜŘ ǎǳŎŎŜǎǎŦǳƭƭȅ ŎǊŜŀǘŜŘ ǊŀǇǇƻǊǘΦ CƻǊ ǘƘƛǎ ŜȄǇŜǊƛƳŜƴǘǎΩ 

non-ǊŜǎǇƻƴǎƛǾŜ 9/!Σ ǿŜ ŘƛŘƴΩǘ ŜȄǇŜŎǘ ŜŦŦŜŎǘǎ ƻŦ wŀǇǇƻǊǘΣ ōǳǘ ǘƘŜ ƻǳǘŎƻƳŜ ƳŜŀǎǳǊŜ 

was added for exploratory and verification purposes. The Rapport scale (Cerekovic 

et al, 2014) consists of fifteen items and uses a five-point Likert scale ranging from 

((1) ς Disagree strongly to (5) - Agree strongly). 
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Analysis 

Visibility, Speech and Animation as ECA modality features  

As a first step, conditions on common features were categorized. The AS, SS and ST 

conditions were put together in the Visible ECA category (171 participants) and 

compared to the Non-visible category (59 participants) that solely consisted of the 

TO condition. Furthermore, the AS and SS conditions were put together in the Speech 

ECA category (116 participants) and were compared to the Text category (114 

participants) that consisted of both the ST and TO condition. The Rapport outcome 

variable was only measured for the ST condition. Last, the AS represented the 

Animated ECA category (58 participants) and was compared to the Non-Animated 

ECA category (113 participants) that consisted of the SS, ST.  Obviously, the TO 

condition was not part of this analysis as it did not contain a visible ECA. We used a 

two-way analysis of variance (two-way ANOVA) to calculate differential effects 

ōŜǘǿŜŜƴ ǘƘŜ ƳƻŘŀƭƛǘȅ ŦŜŀǘǳǊŜǎ ŀƴŘ ǘƻ ŎŀƭŎǳƭŀǘŜ ƛƴǘŜǊŀŎǘƛƻƴ ŜŦŦŜŎǘǎ ƻƴ ǘƘŜ 9/!Ωǎ 

feature and the gender of the participant. Although, prior to the analysis, we did not 

expect that gender would have an effect, a pre-analysis on gender showed 

differently.   

Four conditions  

Last, a two-way analysis of variance (ANOVA) on the four non-categorized conditions 

and their interaction with gender was conducted. This was done in order to look for 

effects of combinations of modalities, were combinations could be stronger (or less 

strong) than the individual modality effects. Additionally, t-tests were performed to 

look out for significant differences between individual conditions in combination 

with gender type. 
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Results 

Visible vs non-visible ECA  

The means and SD values of all outcome variables are shown in Table 1. 

Table 1. Mean scores and standard deviation on the visibility- non-visibility distinction 

  Visible ECA Non-visible ECA 

  

Female 

(n=139) 
Male (n=32) 

All 

(n=171) 

Female 

(n=43) 

Male 

(n=16) 

All 

(n=59) 

Feedback Mean 

(SD) 

4.48 

(1.20)** 

4.90 

(1.22)** 

4.56 

(1.21)* 

4.50 

(1.17)** 

3.98 

(0.98)** 

4.36 

(1.14)* 

Autonomy 

Mean (SD) 

5.39 

(1.01) 
5.66 (0.83) 

5.44 

(0.98)** 

5.29 

(1.00) 

4.97 

(0.96) 

5.20 

(0.99)** 

Attention Mean 

(SD) 

3.69 

(0.62) 
3.65 (0.46) 

3.68 

(0.59) 

3.70 

(0.62) 

3.46 

(0.57) 

3.64 

(0.61) 

Relevance 

Mean (SD) 

3.60 

(0.67) 
3.55 (0.59) 

3.59 

(0.66) 

3.85 

(0.57) 

3.55 

(0.50) 

3.77 

(0.57) 

Involvement 

Mean (SD) 

5.30 

(1.12) 
5.30 (1.07) 

5.30 

(1.10) 

5.35 

(0.97) 

5.10 

(0.63) 

5.28 

(0.90) 

Rapport Mean 

(SD) 

4.85 

(0.69) 
4.73 (0.74) 

4.83 

(0.70) 
n.a. n.a. n.a. 

*significant effect of p=.03, ** significant effect of p=.02 

Comparing the visible and non-visible ECA, significant main effects were found on 

the outcome variables feedback* (F=4.64; p=.03), and autonomy** (F=5.17; p=.02); 

in both cases the visible ECA category resulted in significantly higher scores than the 

non-visible ECA.   

No significant main effects were found for the other outcome variables: attention 

(F=0.65, p=0.42), relevance (F=1.14, p=0.29), involvement (F=0.15, p=0.70). 

Subsequently, the interaction between the visibility distinction and gender type was 

analyzed. A significant interaction effect between visibility*gender was found for the 

outcome variable feedback** (F=5.26, p=.02). The interaction effect is visually 

presented in figure 3 below; male participants graded the visible ECA higher than 

female participants but graded the non-visible ECA lower than female participants.  
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Figure 3. Feedback: interaction effect of visibility*gender type 

Contrary to the feedback outcome variable, for the autonomy outcome variable a 

significant interaction effect between visibility and gender was not found (F=2.92, 

p=0.09) within the two-way ANOVA. In addition the two-way ANOVA showed that 

no significant interaction effects with gender were found for the other outcome 

variables; attention*gender: (F=0.86, p=0.36), relevance*gender (F=1.21, p=0.27), 

involvement*gender (F=0.45, p=0.50).  

Text versus speech  

For the means and SD values of the distinction of an ECA that communicates via 

speech or text, see table 2 below. 

Table 2. Mean scores and standard deviation on the speech-text distinction  

  Speech Text 

  

Female 

(n=90) 

Male 

(n=26) 

All 

(n=116) 

Female 

(n=92) 

Male 

(n=22) 

All 

(n=114) 

Feedback Mean (SD) 
4.53 

(1.22) 

4.96 

(1.28) 

4,63 

(1.24)*  

4.44 

(1.17) 

4.17 

(1.00) 

4,38 

(1.14)* 

Autonomy Mean 

(SD) 

5.37 

(0.97) 

5.65 

(0.87) 

5.43 

(0.96) 

5.36 

(1.04) 

5.16 

(0.93) 

5.33 

(1.02) 

Attention Mean (SD) 
3.70 

(0.64) 

3.67 

(0.45) 

3.69 

(0.60) 

3.68 

(0.60) 

3.48 

(0.55) 

3.64 

(0.60) 

Relevance Mean 

(SD) 

3.64 

(0.63) 

3.57 

(0.42) 

3.62 

(0.59) 

3.69 

(0.68) 

3.53 

(0.70) 

3.66 

(0.68) 

Involvement Mean 

(SD) 

5.21 

(1.10) 

5.37 

(1.02) 

5.25 

(1.08) 

5.40 

(1.06) 

5.07 

(0.83) 

5.34 

(1.03) 

Rapport Mean (SD) 
4.90 

(0.07) 

4.67 

(0.14) 

4,85 

(0.70) 

4.76 

(0.10) 

5.02 

(0.29) 

4,79 

(0.72) 

*significant effect of p=.02 

3,80

4,30

4,80

5,30

Visible ECA Non-Visible ECA

Interaction between visibility of the ECA 
and gender type of the participant as 

measured on feedback

Male participants Female participants
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A significant effect on feedback* (F=5,32, p=.02) was found; speech led to 

significantly higher scores than text. For the other variables no significant effects 

were found; autonomy (F=2.40, p=.12), attention (F=1.19, p=0.28), relevance 

(F=0.003, p=0.96), involvement (F=0.10, p=0.75), rapport (F=0.39, p=0.54). 

Subsequently, the interaction between the speech-text category and gender type 

was analyzed.  No significant interaction effects were found. Feedback*gender 

(F=3.29, p=0.07), autonomy*gender (F=2.36, p=0.13), attention*gender: (F=0.79, 

p=0.38), relevance*gender (F=0.18, p=0.68), involvement*gender: (F=2.07, p=0.15), 

rapport*gender (F=2.14, p=0.15). 

Animation vs no animation as categories  

Subsequently, the effect of the modality of animation was analyzed. For the means 

and SD values of the distinction of an ECA that is animated or still, see table 5 below. 

Table 3. Mean scores and standard deviation on the animated-still distinction  

  Animated ECA  Still ECA  

  

Female 

(n=44) 

Male 

(n=14) 

All 

(n=58) 

Female 

(n=95) 

Male 

(n=18) 

All 

(n=113) 

Feedback Mean (SD) 4.34 (1.23) 
5.12 

(1.25) 

4.53 

(1.27) 
4.54 (1.19) 

4.74 

(1.20) 

4.57 

(1.19) 

Autonomy Mean (SD) 5.28 (0.98) 
5.82 

(0.87) 

5.41 

(0.97) 
5.44 (1.02) 

5.53 

(0.80) 

5.45 

(0.99) 

Attention Mean (SD) 3.66 (0.69) 
3.60 

(0.49) 

3.65 

(0.64) 
3.70 (0.59) 

3.68 

(0.45) 

3.70 

(0.57) 

Relevance Mean (SD) 3.58 (0.61) 
3.56 

(0.34) 

3.58 

(0.56) 
3.62 (0.70) 

3.54 

(0.74) 

3.60 

(0.70) 

Involvement Mean 

(SD) 
5.09 (1.16) 

5.23 

(1.10) 

5.12 

(1.14) 
5.39 (1.08) 

5.35 

(1.08) 

5.39 

(1.08) 

Rapport Mean (SD) 4.83 (0.11) 
4.73 

(0.19) 

4.81 

(0.72) 
4.86 (0.07) 

4.73 

(0.17) 

4.84 

(0.70) 

 

No significant effects of animation on any of the outcome variables was found: 

feedback (F=0.14; p=0.71), autonomy (F=0.13; p=0.72), attention (F=0.24, p=0.62), 

relevance (F=0.004, p=0.95), involvement (F=0.92, p=0.34), rapport (F=0.012, 

p=0.91).  

No significant interaction effects between level of animation and gender type were 

found either. feedback*gender (F=1.42, p=0.24), autonomy*gender (F=1.30, 

p=0.26), attention*gender (F=0.03, p=0.86), relevance*gender (F=0.05, p=0.83), 

involvement*gender (F=0.17, p=0.68), rapport*gender (F=0.12, p=0.91). However, a 

gender effect on the variable feedback (F=4.15, p=0.04) was found, see figure 4 

below. Male participants grade the ECA significantly higher that female participants. 
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Figure 4. Gender effect on feedback 

The reason this gender effect for feedback was solely found in the animation-still 

analysis is due to the text-only scores that were out of scope. This is in contrast to 

the speech-text and visibility-non-visibility analyses were text-only scores were in 

scope. Gender effects were not found for the other outcome variables; autonomy 

(F=2.573,0.111), attention (F=0.107, p=0.744), relevance (F=0.108, p=0.743), 

involvement (F=0.049, p=0.824), rapport (F=0.654, p=0.420).  

Effects of Individual conditions  

Last, the individual conditions were analyzed in order to look for differences 

between combinations of modalities. 

Table 4. Mean scores and standard deviation of the four conditions 

  AS SS ST TO 

Feedback Mean (SD) 4.72 (1.21) 4.53 (1.27) 4.41 (1.15) 4.36 (1.14) 

Autonomy Mean (SD) 5.41 (0.97) 5.45 (0.95) 5.46 (1.04) 5.20 (0.99) 

Attention Mean (SD) 3.65 (0.64) 3.74 (0.55) 3.65 (0.59) 3.64 (0.61) 

Relevance Mean (SD) 3.58 (0.56) 3.67 (0.63) 3.54 (0.78) 3.77 (0.57) 

Involvement Mean (SD) 5.12 (1.14) 5.37 (1.01) 5.40 (1.15) 5.28 (0.90) 

Rapport Mean (SD) 4.81 (0.72) 4.89 (0.67) 4.79 (0.72) n.a. 

 

4.54

4.34 4.48

4.74

5.12

4.91

4,00
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variable
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No significant effects of the conditions on the outcome variables were found; 

feedback (F=1.73; p=0.16); autonomy (F=1.70; p=0.17), attention (F=0.59, p=0.62), 

relevance (F=0.52, p=0.67), involvement (F=0.49, p=0.69), rapport (F=0.21, p=0.81).  

However, t-tests on the individual conditions revealed significant differences for the 

autonomy outcome variable between AS, the most feature rich condition and TO 

(p=0.04), the control condition.  For the feedback outcome variable the differences 

between AS and TO (p=0.05) and SS and TO (p=0.05) both reached significance. 

Subsequently, the interaction between the four conditions and gender type was 

analyzed. For the means and SD values, see table 5 below.  

Table 5: Mean scores and standard deviation of the four conditions*gender type 

  AS SS ST TO 

  

Female 

(n=44) 

Male 

(n=14) 

Female 

(n=46) 

Male 

(n=12) 

Female 

(n=49) 

Male 

(n=6) 

Female 

(n=43) 

Male 

(n=16) 

Feedback 

Mean (SD) 

4.34 

(1.20) 

5.12 

(1.25) 

4.71 

(1.19) 

4.78 

(1.35) 

4.37 

(1.17) 

4.67 

(0.94) 

4.50 

(1.17) 

3.98 

(0.98) 

Autonomy 

Mean (SD) 

5.28 

(0.98) 

5.82 

(0.87) 

5.45 

(0.97) 

5.46 

(0.87) 

5.43 

(1.08) 

5.67 

(0.68) 

5.29 

(1.00) 

4.97 

(0.96) 

Attention 

Mean (SD) 

3.66 

(0.69) 

3.60 

(0.49) 

3.74 

(0.59) 

3.76 

(0.39) 

3.66 

(0.59) 

3.53 

(0.55) 

3.70 

(0.62) 

3.46 

(0.57) 

Relevance 

Mean (SD) 

3.58 

(0.61) 

3.56 

(0.34) 

3.69 

(0.66) 

3.57 

(0.52) 

3.54 

(0.74) 

3.48 

(1.13) 

3.85 

(0.57) 

3.55 

(0.50) 

Involvemen

t Mean (SD) 

5.09 

(1.16) 

5.23 

(1.10) 

5.33 

(1.03) 

5.53 

(0.95) 

5.45 

(1.14) 

4.98 

(1.31) 

5.35 

(0.97) 

5.10 

(0.63) 

Rapport 

Mean (SD) 

4.83 

(0.66) 

4.73 

(0.81) 

4.97 

(0.66) 

4.59 

(0.68) 

4.76 

(0.72) 

5.02 

(0.74) 
n.a. n.a. 

 

No significant effects of the interaction between the conditions and gender type 

were found on any of the outcome variables feedback*gender (F=2.29, p=0.79), 

autonomy*gender (F=1.47, p=0.22), attention*gender: (F=0.35, p=0.79), 

relevance*gender (F=0.40, p=0.75), involvement*gender: (F=0.71, p=0.54), 

rapport*gender (F=1.46, p=0.23). However, independent sample t-tests with 

selections on male participants on AS vs TO as control condition showed significant 

effects on feedback (t=2.81, p=0.01) and autonomy (t=2.54, p=0.02). The 

independent sample t-tests on gender differences for AS showed that for feedback 

male participants (5.12) graded it significantly higher (t=2.06, p=0.04) than female 

participants (4.34). No other effects of independent sample t-tests were found. 
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Discussion 

Principal results  

Within this study we found that visibility of the ECA does have a positive effect on 

the outcome measures of feedback and autonomy. Furthermore, on feedback we 

found a gender effect. Male participants graded the visible 9/!Ωǎ higher than female 

participants and graded the non-visible ECA lower than female participants. This 

feedback effect was corroborated by gender analyses on animation and on the 

separate conditions, where male participants scored the ECA significantly higher 

than female participants. Speech communication by the ECA also had a positive 

effect on feedback, without differentiating between gender type. Animation did not 

show effects in this study. 

Interpretation of the nature of the outcome variables  

When interpreting these results, one of our first questions was: why were effects 

found on feedback and autonomy and not on the other outcome variables? We 

suspected that the nature of the outcome variables could play a role. As they 

measured different constructs, we decided to analyze their specific character and 

purpose in relation to our results. Figure 4 below depicts our experimental outcome 

variables, which we ranked according to the level of abstraction. 

 

Figure 5. Sequence order of the outcome variables in terms of level of abstraction 
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As figure 5 shows, the task-related outcome variables feedback and autonomy are 

ranked lowest on level of abstraction. We will further discuss the figure, going from 

left to right. 

Feedback and autonomy during the online training  

These constrǳŎǘǎ ŀŘŘǊŜǎǎ ǘƘŜ ǿŀȅ ǘƘŜ D¦L ǇǊŜǎŜƴǘǎ ǘƘŜ ǳǎŜǊΩǎ ǘŀǎƪǎΦ ¢ƘŜ ŦŜŜŘōŀŎƪ 

and autonomy results demonstrate that when a user is doing the experiment, task-

related support is more effective when delivered by a visible and speech-enabled 

ECA than by mere text. The social cue hypothesis that predicts deeper processing 

and higher personal relevance is therefore applicable to the modalities of visibility 

and speech, but not to animation. This is in accordance with the experimental result 

on animation of Lusk and Atkinson (2007) and with the stance that animation 

engages but also distracts users (Moreno et al, 2000). The engagement effect of 

animation seems to fit better with emotion-related support than with task-related 

support. However, our experiment did not demonstrate emotion-related effects of 

any kind, which we will discuss below in relation to the user state of distress. The 

explanation for the lack of an animation effect is further intricated by gender type; 

male participants graded animation significantly higher than female participants. 

This may be explained as a gender resemblance effect, (Baylor, 2011) but deserves 

further research. 

Attention and relevance & involvement with the training  

!ǘǘŜƴǘƛƻƴΣ wŜƭŜǾŀƴŎŜ ŀƴŘ LƴǾƻƭǾŜƳŜƴǘ ǉǳŜǎǘƛƻƴ ǘƘŜ ǳǎŜǊΩǎ ƭŜŀǊƴƛƴƎ ŜȄǇŜrience. On 

these outcome variables, the visible and speech-enabled ECA did not induce effects. 

We interpret this as: although the users appreciated the feature-rich ECA providing 

task-related support (as demonstrated by the effects for feedback and autonomy), 

this effect did not transfer to the learning experience. In addition, the social cue 

hypothesis is not applicable to these outcome variables. We will expand on the 

reasons why this may be further below. 

Rapport with the ECA  

Most abstract is rapport, the relationship outcome variable. Rapport was measured 

on the three ECA conditions and not on the text-only condition. It measures the 

extent to which a relationship has been built between user and ECA. We added the 

variable for observation purposes. That is, we realized that it would be ambitious 

that signs of relationship would be found during a 30 minutes experiment where 

long-term interactions of e.g. 30 days are advised (Bickmore and Picard, 2005). This 

expectation was confirmed; no effects were found. 

Comparison of our results to prior ECA studies and theories  

Summarizing the results on the outcome variables, we found partial effects on 
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feedback and autonomy. These constructs measure task-related support as provided 

by the GUI. No effects on learning experience and motivation were found, contrary 

to the results of the review study of Schroeder (2013). The implication of the social 

ŎǳŜ ƘȅǇƻǘƘŜǎƛǎ ƻŦ ΨǘƘŜ ƳƻǊŜ ǎƻŎƛŀƭ ŎǳŜǎΣ ǘƘŜ ƳƻǊŜ ǎƻŎƛŀƭ ŜŦŦŜŎǘǎΩ ǿŀǎ ǘƘŜǊŜŦƻǊŜ ƻƴƭȅ 

partially confirmed.  However, in line with the results of Schroeder (2013) we found 

an effect of the visibility of the ECA, but on a non-learning outcome variable: 

feedback. The feedback effect is in accordance with our expectation that users value 

practical support (task-related support) such as positively reinforcing log-in and 

intervention use when delivered by a simple, non-responsive ECA. This result for the 

ŦŜŜŘōŀŎƪ ƻǳǘŎƻƳŜ ǾŀǊƛŀōƭŜ ŀƭǎƻ Ŧƛǘǎ ǿƛǘƘ /ŀǎǎŜƭƭΩǎ όнллмύ ŀŦŦƻǊŘŀƴŎŜǎ ǘƘŀǘ ŀ ǾƛǎƛōƭŜ 

ECA adds value as to make explicit who delivers the support. The emotion-related 

support of the ECA (positive confirmation after a lesson was done) seemed to have 

no effect on the learning experience. 

Support, potentially only needed when in distress  

The question is why the experiment did not show an ECA effect on learning 

experience. The answer may be found within the qualitative remarks of the 

participants, that generically stated it was a pleasant task. This makes it unlikely that 

a need for emotional support was induced. This probably made the social cues of the 

ECA superfluous. We further reason that users that experience episodes of distress 

(such as eHealth patients dealing with serious issues) have a greater need and indeed 

appreciation for support (Kraft et al, 2007). We envision a follow-up experiment 

during which users will carry out a mentally fatiguing pre-task, after which the effects 

of a supportive ECA will be assessed again. This concept is in line with the strength 

model (SM), a theory that describes that all acts of self-regulation rely on a common 

and limited energy source (Baumeister et al, 2007). According to this view, self-

regulatory effort drains energy and leads to ego depletion (Baumeister et al, 2018) 

for which emotional support can provide a remedy (Kraft et al., 2007). 

 

Additional measurement instruments  

We started out by stating that ECA studies in general provide enigmatic results. Our 

results fit within this overall picture of ECA research. As an explanation, 

questionnaires as research tools may have their limitations measuring what users do 

ŀƴŘ ŘŜŎƛŘŜ ǿƘŜƴ ƛƴǘŜǊŀŎǘƛƴƎ ǿƛǘƘ 9/!ΩǎΦ  ²Ŝ ŜƴǾƛǎƛƻƴ ŀ ǇǊŜ-experimental phase, 

during which users will shortly interact with both a text-only interface and an ECA 

interface. As a next step the user will be asked to choose their preferred interface 

for the core experiment. We wonder whether users will demonstrate a slight 

ǇǊŜŦŜǊŜƴŎŜ ŦƻǊ 9/!Ωǎ ŎƻƳǇŀǊŜŘ ǘƻ ǘŜȄǘ-only solutions (as the present results suggest) 

or whether other results will appear. By continuing to use questionnaires at the end 
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of the experiment, we may be able to cross-ǾŀƭƛŘŀǘŜ ǘƘŜ ǳǎŜǊǎΩ ǇǊƛƻǊ ŘŜŎƛǎƛƻƴǎΦ 

Last, a remarkable result of our experiment is the gender effect that we found. Male 

participants valued our (male) ECA better in terms of feedback. We suspect this is an 

effect of gender similarity but it deserves further investigation. If we elaborate the 

action-driven method outlined above with a female ECA option, we will be able to 

ǘŜǎǘ ǿƘŜǘƘŜǊ ŦŜƳŀƭŜ ǇŀǊǘƛŎƛǇŀƴǘǎ ŎƘƻƻǎŜ ŦŜƳŀƭŜ 9/!Ωǎ ŀƴŘ ǿƘŜǘƘŜǊ ǘƘŜȅ ǿƛƭƭ ǎŎƻǊŜ 

them higher on animation than they did within this experiment. 

Limitations 

Conclusions on ECA research are in general limited to their task and context. 

Concerning the task and context that were specific to our experimental set-up and 

could have influenced our results, we separated learning content (left part of the 

screen) from supportive content (right part of the screen). In addition, as learning 

content we used a positive psychology intervention. As supportive content we 

provided directions and gave positive feedback after a learning task was finalized by 

the user. This way we avoided distraction from the ECA towards the user, but we are 

not aware of similar set-ups in real life. The supportive content could be controlled 

by the user by using the click-through buttons, which provided user control, but 

which is unlike some other ECA set-ups that use vocal user input. Our feedback and 

autonomy outcome measures were both restricted to 3 items, more items would 

have been welcome. Our users were likely in a mental state of limited or no stress, 

which most likely did not induce a need for support. 

Conclusion 

Our experiment showed positive ECA effects when providing task-related support to 

users of a psycho-education environment. The ECA as a GUI seemed to make the task 

easier than text. However, our ECA was not capable of demonstrating effects as a 

result of its emotion-related support. This may be due to the friendly set-up of our 

experiment, that failed to bring users to a distressed, need-for-support mental state. 

OuǊ ƘȅǇƻǘƘŜǎƛǎ ƛǎ ǘƘŀǘ ǘƘƛǎ ŘƛǎƎǳƛǎŜǎ ǘƘŜ ǘǊǳŜ ǎǳǇǇƻǊǘƛǾŜ ǇƻǘŜƴǘƛŀƭ ƻŦ 9/!ΩǎΦ CǳǘǳǊŜ 

research should aim to experimentally bring users to a mentally fatigued state within 

a long-term intervention in order to investigate whether emotional ECA support can 

be effective for user motivation. If indeed the ECA proves to be useful for users in 

such conditions, this provides a valuable argument for adding non-ǊŜǎǇƻƴǎƛǾŜ 9/!Ωǎ 

to self-guided eHealth interventions for the sake of higher adherence and effect. 

We reckon that figure 1, describing a continuous line from support by the technology 

to support by human care providers, is relevant within the eHealth context. Our 

ǎǘŀƴŎŜ ƛǎ ǘƘŀǘ ΨǊƛƎƘǘ-ǎƛŘŜΩ ƘǳƳŀƴ ǎǳǇǇƻǊǘ Ƙŀǎ ƛǘǎ ǳƴƛǉǳŜ ƳŜǊƛǘǎ ǿƛǘƘ ǿƘƛŎƘ 9/!Ωǎ 

should not compete. The fact of the matter is that self-care technology has more 

potential than just providing tasks to users. The technology can be endowed with 
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task-related and emotion-related supportive features from which users of self-

guided interventions can benefit. We should not miss the opportunity to inform the 

ΨƭŜŦǘ-ǎƛŘŜΩ ǘŜŎƘƴƻƭƻƎȅ ǘƻ ǘƘŜ ǎǳǇǇƻǊǘ ƴŜŜŘǎ ƻŦ ƻǳǊ ǇŀǘƛŜƴǘǎΦ !ǎ ŀ ƳŜŀƴǎ ǘƻ ǊŜŀƭƛȊŜ ǘƘƛǎΣ 

ǿŜ Ŏŀƴ ŀŘŘ 9/!Ωǎ ŀǎ ŀ ǾƛǎƛōƭŜ ǎƻǳǊŎŜ ƻŦ ŜƛǘƘŜǊ ǎǳǇǇƻǊǘƛǾŜ ǘŜȄǘǳŀƭ ƻǊ όǇǊŜŦŜǊŀōƭȅύ 

speech messages. In case we become successful at realizing support from within the 

technology itself, users of self-guided interventions will likely demonstrate higher 

adherence. 
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Abstract 
 

Background: Stress is a prevalent issue amongst patients with chronic conditions. As 

eHealth interventions are gaining importance, it becomes more relevant to invoke 

the possibilities from the eHealth technology itself to provide support during 

ŜȄǇŜǊƛŜƴŎŜǎ ƻŦ ǎǘǊŜǎǎΦ 9ƳōƻŘƛŜŘ /ƻƴǾŜǊǎŀǘƛƻƴŀƭ !ƎŜƴǘǎ ό9/!Ωǎύ also known as ΨǊƻōƻǘǎ 

ƻƴ ǎŎǊŜŜƴΩ Ŏŀƴ ǇƻǘŜƴǘƛŀƭƭȅ ǇǊƻǾƛŘŜ ŀ ǊŜƳŜŘȅ ŀǎ ǎǳǇǇƻǊǘ ǇǊƻǾƛŘŜǊǎΦ   

Objective: The objective of this paper is to investigate whether ECA support towards 

eHealth users is more readily accepted and appreciated by users who experience 

elevated levels of stress. 

Methods: Within our eHealth experiment we applied a between-subjects design and 

experimentally studied the difference in appraisal of support as provided by either 

9/!Ωǎ or textual guidance. The study was carried out amongst eHealth users of which 

half were deliberately put in a stressful pre-condition. The rationale was two-sided: 

we hypothesized that it would induce a need for external support and it would 

provide a fair representation of eHealth users in real life. The gender of the ECA was 

varied in order to investigate positive effects from a gender match between 

participant and ECA.  

Results: The results show that the ECA did not demonstrate preferential effects 

compared to text as a control variable in any of the conditions. We suspect that the 

enduring visual presence of the ECA during task completion inhibited the users and 

led to the non-preferential effects.  

Conclusion: our experimental results demonstrated that our ECA did not succeed in 

outperforming text, contrary to the results of our earlier study. The expected 

enlarged ECA support effect on users who experience stress, was not found., instead 

the ECA support effect vanished. This lack of evidence is not unprecedented in the 

ECA study field. As has been put forward within several ECA review studies; ECA 

research is multi-faceted and experimental studies regularly provide mixed and 

inconclusive results. We consider the results of our study as an affirmation of this 

phenomenon. Moreover, we realize that ECA research is challenging. The 

implementation of the ECA has to be spot-on for the participant to accept and prefer 

the ECA over textual guidance. If it is not implemented precisely right, the ECA will 

not yield preferential effects. In our study, the visibility of the ECA during task 

completion -despite its silent state- led to the absence of preferential effects. 
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Introduction 
 

It is well-established finding (see e.g. Vancamfort et al. 2016) that patients with 

chronic health conditions face elevated levels of stress. Stress is broadly defined as 

άŀ ǇǊƻŎŜǎǎ ōȅ ǿƘƛch a challenging emotional or physiological event or series of 

events result in adaptive or maladaptive changes required to regain homeostasis 

ŀƴŘκƻǊ ǎǘŀōƛƭƛǘȅέ ό{ƛƴƘŀ ŀƴŘ WŀǎǘǊŜōƻŦŦΣ нлмоύΦ tǊƻōŀōƭȅ ǘƘŜ Ƴƻǎǘ ǇǊƻƳƛƴŜƴǘ ǇƘȅǎƛŎŀƭ 

cause of stress is pain (Abdallah and Geha, 2017, Rosenzweig et al., 2010). Stress 

ŀƳƻƴƎǎǘ ǇŀǘƛŜƴǘǎ ƛǎ ŀƭǎƻ ƛƴŘǳŎŜŘ ƛƴ ƳƻǊŜ ƛƴŘƛǊŜŎǘ ǿŀȅǎ ǎǳŎƘ ŀǎ ǘƘŜ ǇŀǘƛŜƴǘΩǎ 

dwellings on his or her long-ǘŜǊƳ ǇǊƻƎƴƻǎƛǎΦ Lƴ ±ŀƴŎŀƳŦƻǊǘ Ŝǘ ŀƭΦΩǎ όнлмсύ ƭŀǊƎŜ 

epidemiological study on data from 229,293 adults living in 44 countries it is 

described in detail how chronic conditions lead to stress and reversely how stress 

worsens chronic conditions. Furthermore, the authors describe that stress can 

intensify the effect of chronic diseases such as asthma, arthritis, or diabetes as it 

increases experiences of pain and decreases adherence to medical treatment 

ǇǊƻǘƻŎƻƭǎΦ ²ƛǘƘƛƴ ǘƘŜ ŜIŜŀƭǘƘ ŘƻƳŀƛƴΣ ŘŜŦƛƴŜŘ ŀǎ ΨǘƘŜ ǳǎŜ ƻŦ ƛƴŦƻǊƳŀǘƛƻƴ ŀƴŘ 

ŎƻƳƳǳƴƛŎŀǘƛƻƴ ǘŜŎƘƴƻƭƻƎƛŜǎ όL/¢ύ ŦƻǊ ƘŜŀƭǘƘΩ ό²ƻǊƭŘ IŜŀƭǘƘ hǊƎŀƴƛȊŀǘƛƻƴΣ нлмс), 

stress is also referred to as a relevant factor. Leenen et al. (2016) describe eHealth 

ǇŀǘƛŜƴǘǎΩ ǎǘǊŜǎǎŦǳƭ ŜȄǇŜǊƛŜƴŎŜǎ ƛƴ ǊŜƭŀǘƛƻƴ ǘƻ ǘƘŜƛǊ ŘƛǎŜŀǎŜǎ ƛƴ ǘƘŜƛǊ ǎǘǳŘȅΦ !ǎ ǊŜǇƻǊǘŜŘ 

by the authors, carrying out eHealth self-management tasks is perceived by patients 

as an encounter with their physical and mental states. In a similar vein, Huygens et 

al., (2016) state that eHealth patients can become anxious from the information they 

find, particularly when reading information about complications that could occur at 

a later stage of their disease. But also carrying out seemingly innocent daily practical 

eHealth tasks can have unexpected stressful effects. Huygens et al. (2016) refer to a 

ǇŀǘƛŜƴǘΩǎ ǎǘƻǊȅ ƳŜŀǎǳǊƛƴƎ ōƭƻƻŘ Řŀǘŀ ŀǎ ŀ ǊƻǳǘƛƴŜΣ ōŜŎƻƳƛƴƎ ƳƻǊŜ ŀǿŀǊŜ ƻŦ Ƙis 

condition, and ultimately notifying this as a highly unpleasant experience. Another 

germane study (Kelders et al., 2013) reports on a group of users who dropped out 

from an intervention designed to reduce depressive complaints. This withdrawal 

occurred after a lesson that focused on the application of newly acquired skills in 

practice. Apparently, this lesson turned out to be too confrontational. Note that -

from a treatment perspective- this lesson was as a key event for reaping the benefits 

from the eHealth intervention. Altogether, these studies suggest that eHealth self-

management -although a sensible activity from a medical perspective- is often a 

daunting task from an emotional and personal perspective. In such as stressful 

situation, many patients lose motivation to continue using their eHealth 

interventions. Stated differently, intrinsic patient motivation starts to wane and 

external support has to be invoked. 
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1.1 Persuasive technology providing user support 

! ǊŜƳŜŘȅ ǘƻ ǎǘƛƳǳƭŀǘŜ ŀ ǇŀǘƛŜƴǘΩǎ ƳƻǘƛǾŀtion is offered by persuasive technology. 

tŜǊǎǳŀǎƛǾŜ ǘŜŎƘƴƻƭƻƎȅ ƛǎ ŘŜŦƛƴŜŘ ŀǎ ΨŎƻƳǇǳǘŜǊƛȊŜŘ ǎƻŦǘǿŀǊŜ ƻǊ ƛƴŦƻǊƳŀǘƛƻƴ ǎȅǎǘŜƳǎ 

designed to reinforce, change or shape attitudes or behaviors or both without using 

ŎƻŜǊŎƛƻƴ ƻǊ ŘŜŎŜǇǘƛƻƴΩ όhƛƴŀǎ-Kukkonen & Harjumaa, 2009).  According to van 

Gemert et al. (2018) persuasive technology is characterized by increased interactivity 

and engagement of users through modern information and communication 

technologies.  A relevant instance of persuasive technology is the Embodied 

Conversational Agent, abbreviated as ECA. An ECA is a more or less autonomous and 

intelligent software entity with an embodiment used to communicate with the user 

(Ruttkay et al, 2004). Encouraging experimental set-ups have been realized with 

9/!Ωǎ Ŏƻƴcerning the promotion of healthy behavior amongst patients (Sillice et al., 

2018),  training aspiring doctors for emotionally charged encounters with patients 

(Kron et al., 2017) and reaching out to a population that has an elevated PTSS profile 

but is avoiding mental healthcare (DeVault et al, 2014).  

1.2 The present state of ECA study field 

Although these ECA studies hold promise, Weiss et al. (2015) has convincingly 

outlined both the complexity and subtlety of the ECA study field. As Weiss et al. 

(2015) point out; depending on the application domain, different performance and 

quality aspects are important. That is, in a health literacy context, the ECA is required 

to engage the user. In contrast, in a care-taking situation, conveying empathy and 

provoking emotions are apt. With regards to their evidence, several meta-analyses 

have evaluated ECA effects, mostly within the eLearning domain. Within the meta-

analysis of Schroeder et al. (2013) on 43 studies including 3,088 participants, a small 

but significant effect is reported on learning. The participants learned more from a 

system with an ECA, than a system without one. A second meta-analysis (Veletsianos 

and Russell, 2014) reports on studies in which both motivation and learning 

outcomes are promoted by EC!ΩǎΦ IƻǿŜǾŜǊΣ ǘƘŜ ŀǳǘƘƻǊǎ ŀƭǎƻ ǊŜŦŜǊ ǘƻ ǎǘǳŘƛŜǎ ƻƴ 

9/!Ωǎ ǘƘŀǘ ŦŀƛƭŜŘ ǘƻ ŘŜƳƻƴǎǘǊŀǘŜ ŀŘŘŜŘ ǾŀƭǳŜ ŎƻƳǇŀǊŜŘ ǘƻ ǘŜȄǘ-only conditions. 

Veletsianos and Russell (2014) summarized these mixed results as a conundrum and 

a challenge for new studies to take up. 

1.3 This study as a successor of earlier positive ECA results 

Within our earlier study (Scholten et al., 2019) we deployed a male ECA as an adjunct 

in an eHealth psycho-education intervention and compared its impact to a textual 

guidance control condition. We fƻǳƴŘ ŀ ǇƻǎƛǘƛǾŜ ŜŦŦŜŎǘ ƻŦ ǘƘŜ 9/!Ωǎ ǘŀǎƪ-related, 

ǇǊŀŎǘƛŎŀƭ ǎǳǇǇƻǊǘΦ Lƴ ŎƻƴǘǊŀǎǘΣ ǿŜ ŘƛŘƴΩǘ ŦƛƴŘ ŀ ǳǎŜǊ ǇǊŜŦŜǊŜƴŎŜ ŦƻǊ ǘƘŜ 9/! ōŜŎŀǳǎŜ 
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of its emotion-related, motivational capabilities. Following up on these results within 

this present study, we raise several topics.   

As a first follow-up question on the Scholten et al., 2019 study: could the gender of 

the (male) ECA have played a role in the evaluation of the (mostly female) 

participants? Stated differently, could a match in gender between ECA and 

participant have contributed to a more positive user assessment? As reviewed in 

Baylor (2009), learners tend to be more influenced by an ECA of the same gender 

and ethnicity than agents who differ in those respects. Note that this phenomenon 

is similarly found in a human to human context; people are more readily persuaded 

by members of their in-group.  We hypothesize that a female ECA in our new 

experimental set-up will result in enlarged support effects amongst female 

participants.  

As a second follow-up topic, we hypothesize that study participants in distress are 

more in need of support than the participants in the original Scholten et al. (2019) 

study. In other words, stressed eHealth intervention users potentially value the 

supportive ECA better. Moreover, an experimental set-up including stress as a factor, 

makes it a more life-like eHealth intervention. Note however that empirical studies 

on ECA support for participants under stress are scarce. Prendinger et al. (2005) 

indicated that their affective ECA reduced the stress of participants as measured by 

galvanic skin response, and also led participants to experience a quiz as less difficult. 

!ƴƻǘƘŜǊ ǎǘǳŘȅ ό{ŀƴƎƘƻƻƴ Ŝǘ ŀƭΦΣ нллрύ ǎƘƻǿŜŘ ǘƘŀǘ ǘƘŜ 9/!Ωǎ ǇǊŜǎŜƴŎŜ ƭŜŘ ǘƻ ŜȄǘǊŀ 

user stress. Thus, at first sight their ECA was counter-productive. However, as the 

ŀǳǘƘƻǊǎ ŎƻƴŎƭǳŘŜŘΣ ǘƘŜ 9/!Ωǎ ǇǊŜǎŜƴŎŜ ŎƻǳƭŘ ǎǘƛƭƭ ōŜ ŎƻƴǎƛŘŜǊŜŘ ŀǎ ōŜƴŜŦƛŎƛŀƭ ŀǎ ƛǘ 

ultimately helped the user venting their stress experience. A last relevant study on 

ǊŜǾŜǊǎŜΣ ŀŘǾŜǊǎŜ ŜŦŦŜŎǘǎ ƻŦ 9/!Ωǎ ό.ƭŀƴƪŜƴdaal et al. 2015) has shown that an ECA 

can effectively create user frustration, but its impact is smaller than that of a 

human.As a third follow-up topic, the relationship between user and ECA needs to 

be further investigated. As we know from the literature (Bickmore et al., 2005), 

support that is provided by an ECA that has priorly established a relationship with 

the user has a much higher chance of being effective than support from an unfamiliar 

ECA. The quality of this user-ECA relationship is usually measured by the construct 

ƻŦ ǊŀǇǇƻǊǘΦ wŀǇǇƻǊǘ Ƙŀǎ ǘƻ Řƻ ǿƛǘƘ ŀ ǇƻǎƛǘƛǾŜ ǿƻǊƪƛƴƎ ǊŜƭŀǘƛƻƴǎƘƛǇ ŀƴŘ ōŜƛƴƎ Ψƛƴ ǘǳƴŜΩ 

ƻǊ ΨŎƭƛŎƪΩ ǿƛǘƘ ŜŀŎƘ ƻǘƘŜǊΦ ¢ƘŜ ǊƻƭŜ ƻŦ ǊŀǇǇƻǊǘ ƛƴ ŦƻǎǘŜǊƛƴƎ ŜŦŦŜŎǘƛǾŜ ǎƻŎƛŀƭ ƘǳƳŀƴ 

interactions is well established. As reported by Gratch et al. (2013), rapport is 

underlying processes as diverse as social engagement (Tatar, 1997), success in 

teacherςstudent interactions (Bernieri, 1988), productive negotiations (Drolet and 

Morris, 2000), psychotherapeutic effectiveness (Tsui & Schultz, 1985). E/!Ωǎ ƘŀǾŜ 

been created that make use of small talk and humor as relationship building 

ǘŜŎƘƴƛǉǳŜǎ ό.ƛŎƪƳƻǊŜΣ нлмлύΦ  {ƻƳŜ ƻŦ ǘƘŜǎŜ 9/!Ωǎ ǇǊŜǎŜƴǘ ǘƘŜƳǎŜƭǾŜǎ ŀǎ ƳŜǊŜ 
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speakers, thereby smartly avoiding the risk of falling short on their communication 

capabilitƛŜǎΦ  Lƴ ǘƘƻǎŜ ŎŀǎŜǎΣ 9/!Ωǎ ƛƴǘǊƻŘǳŎŜ ǘƘŜƳǎŜƭǾŜǎ ǘƻ ǘƘŜ ǇŀǊǘƛŎƛǇŀƴǘ ŀƴŘ 

explain their roles as support providers. This personal introduction -which is 

common practice within a human to human context- effectively creates a base of 

rapport between user and ECA (Bickmore, 2010). Note that such a personal 

introduction cannot be credibly provided through mere text, as there is not a visible 

sender as a source and point of reference. So, the visibility and personality of the 

ECA gives it distinctive qualities compared to textual guidance. For the purpose of 

this study we investigate whether this distinctive rapport creation ability will result 

in a user preference effect towards the supportive ECA. In addition, we aim to assess 

ǿƘŜǘƘŜǊ ǘƘŜ 9/!Ωǎ ǊŀǇǇƻǊǘ ōǳƛƭŘƛƴƎ ŀctivities will transfer to an overall positive 

eLearning experience.  Moreover, we intend to investigate whether this effect will 

hold for users under stressful circumstances. Our underlying assumption is that 

stress will lead to an enlarged user need and appreciation for external support as 

provide by the ECA. As a precondition for effective support the literature tells us that 

9/!Ωǎ ǎƘƻǳƭŘ ōŜ ŎŀǇŀōƭŜ ƻŦ ŎǊŜŘƛōƭȅ ǇǊŜǎŜƴǘƛƴƎ ǘƘŜƳǎŜƭǾŜǎ ŀǎ ǎƻƭǳǘƛƻƴǎ ŦƻǊ ǎǘǊŜǎǎ ŀƴŘ 

avoid to be regarded as an additional source of user stress. As mentioned before, 

studies have shown that this can be achieved through the creation of a basic level of 

rapport with the user. However, it is an open question whether rapport will hold in 

stressful circumstances and whether the ECA will remain to be an effective support 

provider. We will therefore specifically investigate these matters within the present 

study.   

 

1.4 This study  

In this study we will include stress-ƛƴŘǳŎǘƛƻƴ ƻƴ ǳǎŜǊǎΣ ǾŀǊȅ ǘƘŜ 9/!Ωǎ ƎŜƴŘŜǊΣ ŀƴŘ 

stimulate the creation of rapport. We will verify the effects on the appreciation of 

the ECA. This brings us to the following research questions: 

1) To what extent can we find preferential effects for the ECA compared to text, as 

to replicate the effect of the Scholten et al (2019) experiment?  

2) To what extent does the experience of user distress positively affect the 

evaluation of the ECA? 

3) To what extent do eHealth users provide higher ECA evaluations when 

interacting with an ECA of the same gender as compared to an ECA of different 

gender?  

4) To what extent do positive user evaluations of the ECA lead to higher 

involvement of the user with the eHealth intervention? 
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!ƭǘƻƎŜǘƘŜǊΣ ǿƛǘƘ ǘƘŜ ǊŜǎŜŀǊŎƘ ǉǳŜǎǘƛƻƴǎ ǿŜ ŜȄǇŜŎǘ ǘƻ ŦƛƴŘ ǎǳōǎǘŀƴǘƛŀǘƛƻƴ ŦƻǊ 9/!Ωǎ 

as effective eHealth support providers. Stated differently, we aspire to find that the 

results corroborate the promise that ECA adjuncts provide a potential remedy for 

experiences of stress amongst users of self-guided eHealth interventions. 

 

Materials and Methods 
 

2.1 Recruitment of Participants 

We recruited bachelor and master psychology and communication students at the 

University of Twente. As an inclusion criterion we set proficiency in English. As an 

exclusion criterion we set participation in a previous study with the ECA. The study 

protocol was reviewed and approved by the Twente Institutional Review Board. In 

total 106 participants were included. Participants were on average 20.4 years of age 

and represented 15 nationalities of which German (69%) and Dutch (18%) were most 

prominent. 80 participants were female (75.5%), 26 participants male (24.5%). 

 

2.2 Design 

¢ƻ ƛƴǾŜǎǘƛƎŀǘŜ ǘƘŜ ŘƛŦŦŜǊŜƴǘƛŀƭ ƻǳǘŎƻƳŜ ŜŦŦŜŎǘǎ ƻŦ 9/!Ωǎ ŀǎ ŀ ǊŜǎǳƭǘ ƻŦ ƛƴŘǳŎƛƴƎ ǎǘǊŜǎǎ 

and of a matching gender effect using a between-subjects design we set up the 

following pre-conditions and factors:  

¶ Stressful versus non-stressful pre-condition (2 pre-conditions) 

¶ Male ECA, female ECA, textual guidance (3 factors) 

This resulted in 2*3 = 6 combinations to which participants were randomized. 

The study design was a between-subjects experiment with two factors: the stress 

factor with 2 levels and the support factor with 3 levels.  As portrayed in Figure 1 

below, randomization was done in two steps: during the first randomization, 

participants were either assigned to a stress or no stress pre-condition. During the 

second randomization, the participants were assigned to an e-learning intervention 

with as guidance either a female ECA, a male ECA, or text (control condition). 
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Figure 1. CONSORT flow chart for study participation. 

 

2.3 Intervention 

2.3.1 Pre-conditions 

The pre-conditions were displayed on separate WordPress webpages (version 4.9.7) 

containing information on playing a Pac-Man game, see Figure 2 below. The no stress 

webpage had a hyperlink to a regularly functioning Pac-Man version that had been 

uploaded to a GitHub site. The stress webpage contained a hyperlink to a second, 

invalidated Pac-Man version on GitHub. The invalidated Pac-Man version did not 

ǇǊƻǇŜǊƭȅ ǊŜǎǇƻƴŘ ǘƻ ǘƘŜ ǳǎŜǊΩǎ ŀǊǊƻǿ ƪŜȅ ǎǘǊƻƪŜǎ ƛƴ ол҈ ƻŦ ǘƘŜ ƻŎŎŀǎƛƻƴǎΦ LƴǎǘŜŀŘ ƛǘ 

went into another randomly chosen direction. This type of invalidation for the 

purpose of generating participant stress was inspired by the Affective Pac-Man 

solution from the study of Reuderink et al. (2009).  

 



90 
 

 
Figure 2. Webpage for the stressful and non-stressful pre-condition. 

After the pre-conditional phase was rounded off, the participants were redirected to 

the main experiment.   

 

2.4 Main experiment 

This main experiment was run on a WordPress website (version 4.9.7) that contained 

the eHealth intervention on the left side of the webpage. The eHealth intervention 

was a PowerPoint® presentation with psycho-education material on positive 

psychology. The goal of the eHealth psycho-education intervention was to make 

users knowledgeable about positive psychology. Positive psychology focuses on the 

abilities of people and their potential to flourish. Several treatments against 

depression are based on positive psychology principles (Hayes et al., 1999). In 

addition, positive psychology and happiness are subjects that are of general human 

interest. As we reasoned, this topic would contribute to engage participants for our 

experiment. The self-guided eHealth intervention contained a combination of theory 

ŀƴŘ ŜȄŜǊŎƛǎŜǎΣ ƛƴŎƭǳŘƛƴƎ ǘƘŜ ǊŜƳǳƴŜǊŀǘŜŘ άǘƘǊŜŜ ƎƻƻŘ ǘƘƛƴƎǎ ŜȄŜǊŎƛǎŜέ ŀƴŘ άōŜǎǘ 

possible self-ŜȄŜǊŎƛǎŜέ όwŜƴƴŜǊ Ŝǘ ŀƭΦΣ нлмпύΦ 
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Figure 3. The eHealth psycho-education intervention. On the left side of the webpage the psycho-

educational content is displayed, on the right side the support condition with guidance and directions 

(task-related support) and encouragement (emotion-related support) is presented. The example shown 

is the female ECA. 

 

2.4.1 User support 

As Figure 3 displays, User guidance and support was provided on the right side of the 

webpage by either a female ECA, male ECA or text. The female and male ECA 

conditions were created through the Voki application. The ECA represented a virtual 

person in between 20 and 30 years of age, with Caucasian looks, acting as an informal 

(i.e. not medical) support provider. The female and male voices were provided by 

two Dutch speakers. The textual guidance condition was created using Microsoft 

PowerPoint®. All support conditions expressed the same guidance conveyed in 

English. The guidance was a combination of task-ǊŜƭŀǘŜŘ ǎǳǇǇƻǊǘ όŜΦƎΦΣ άǿƛǘƘƛƴ ǘƘƛǎ 

ŜȄǇŜǊƛƳŜƴǘ ȅƻǳ ǿƛƭƭ ǊŜŀŘ ŀōƻǳǘ ǇƻǎƛǘƛǾŜ ǇǎȅŎƘƻƭƻƎȅ ŀƴŘ ȅƻǳ ǿƛƭƭ Řƻ ǎƻƳŜ ŜȄŜǊŎƛǎŜǎέύ 

ŀƴŘ ŜƳƻǘƛƻƴŀƭ ǎǳǇǇƻǊǘ όŜΦƎΦΣ άǿŜƭƭ ŘƻƴŜΗέύΦ Lƴ ŀŘŘƛǘƛƻƴΣ ǘƘŜ ǳǎŜǊ ǿŀǎ ǎǘƛƳǳƭŀǘŜŘ ǘƻ 

take advantage of the exercises in daily life.  

An explicit separation was created between the instructional phase during which the 

ECA (or text) provided instructions and the learning phase, following those 

instructions. This was done to control for the split-attention effect (Louwerse et al., 

2005). The effect contends that an ECA that is starting up conversations will distract 

the student when he is processing the e-learning material. Therefore, during the 

leaning phase, the ECA was silent. 

 


