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Introduction

9Y02RASR [/ 2y@SNBEIFIGA2Y L € I 3Sy( &creén9dre! Qa0 3 |
digital artefacts that have inspired scholars from various disciplines such as gaming,

eHealth and eLearning. Their lifke appearance makes interaction with a computer

a more engaging experience which has fueled the imagination of mangresas

with regards to their applications.

2 AGKAY (GKA&A G(GKSaArax L KIFI@S F20dzaSR 2y (K.
interventions. In order to do so, | will begin by taking a historical perspective on the
2yasSié FyR RS@St 2 LIYSgeferaldrfroddctioh. Bdm adinild A y (1 K A
chronological perspective, | will describe the eHealth field, the electronic delivery of
healthcare services. | will do this with the objective of comparing what were initial
expectations and where we stand today wih/ | Qa Ay SI St f (Ko | L
020K GKS 9/1Qa IyR SISItftiK aiddRe FAStR& K:
to these expectations. Noteworthy, a large part of the promdsg¢es baclas far as

the period 19942000. Within that era, importarfindings with the Human Computer

Interaction (HCI) field were made, as | will describe. Furthermore, | will sketch how

the eHealth and ECA research fields have contributed to each other since 2000. As |

gAff NBdzSTZ 9/ ! Qa Ol yovihdgalightysduk in éHealth; B y (i NR 0 «
elevated noradherence levels. Then again, expectations should be tempered, as
renowned ECAmeta 1 dzZRASa NBFSNI G2 9/! SFFSOGa sAlK
decades of intense study of the topic researchers casagtwith much certainty the

t SgSt 2F STFFSOUAOSySaa 2y S &Gotdef POISSELISO
Subsequently, | will touch upon the subject of the ECA and user behaving in
synchrony and how this synchronous behavior can potentially contributthéo

effectiveness of the ECA. Last, | will take a-stée into an adjacent study field; that

of the Dynamical Systems Perspective (DSP). This study field typically examines how

human behavior fluctuates over short time intervals (e.g-400seconds). Ithat

perspective, | will describe how an Agdéddsed Model (ABM) might be capable of

simulating the shortly during cognitivafective states of users during a psyeho

education eHealth intervention. In addition, as | will point out, these simulation

resuld OFy LROGSYydArffte O2ydNRodziS G2 | o6Si
supportive actions should be provided to eHealth users experiencing low motivation.

Finally, | will state my research questions and outline the structure of this thesis.



19942000: Remarkable findings within the domain of Human Computer
Interaction

25 years ago a series of important discoveries were made within the domain of
Human Computer Interaction (HCI). Reeves and Nass (1996) described new ways in
which humans respond to compars. At the time it was commonly accepted that
computers were just machines, lifeless tools that were designed to carry out tasks
for human users. Suddenly, Reeves and Nass (1996) reported on novel experimental
effects. Computers that use flattery, or vehi praise rather than criticize their users
were better liked by study participants. Furthermore, the authors found that
computers that praise other computers are better liked than computers that praise
themselves, and computers that criticize other comgrst are liked less than
computers that criticize themselves. These effects became known as the media
equation effect and the CASA (Computers as a Social Actor) effect. In essence, the
CASA effect demonstrated that humans interpret computer actions as human
actions while at the same time being well aware that computers are not human.
Taking the CASA effect a step furth&tass, Foggand Moon (1996) ran an
experiment, based on the hypothesis that the computer and human user could form

a team together. The p#cipants were primed as they were told that they would

join forces with the computer placed in front of them. In addition, the experimental
AYyadNdz0GA2ya YSYydAaAzySR GKFG GKS dzZaSNa 62
performance. By experimentally maniptiteg these user expectations, this study
was able to demonstrate that humans display the same sorts of attitudes and
behaviors as when collaborating with fellow humans. That is, comparegritrol
condition subjectwa/ho were not told they were teaming upith the computerteam
subjectsreported they were more similar to the computer, and were more open to
GKS 02YLJzi SNN&a Ay FtdzSyOSs Ittt G &AAIYyAFAOIl
O2YLlzi SNDR& AYyF2N¥IGAZ2Y & & the@mgiterIobs NJ |j dzl f |
significantly friendlier.

Meanwhile, Fogg (1998) took the social aspect of the CASA effect, added new
elements and coined another new HCI tepersuasive technologyogg thought of
persuasive technology atechnologythat is designed to change attitudes or
behaviors of the users througbersuasiorandsocial influencebut not necessarily
throughcoercion Furthermore, Fog¢l998) proposed théunctional triad as a
classification of three basic ways that people view or respond to computing
technologies: persuasive technologies can function as tools, media, or social actors
¢ or as more than one at once. Through these terms, Fogg declared that computer
technology should no longer bepbnsideredas expressions of passive code. Instead,

3
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the technology should be regarded as an active, dynamical instance. Not very long
GKSNBFFGSNE AY uHnnnX tAOFNR Lzt AakKSR &S
Computy 3 Q @ t AOFNR O2y @Ay OAy3te adliSR GKI G
FFFSOUGADS OFLIOATAGASAD® ¢KS GSNY | FFSOUAD:
NBf Il (Sa G2z I NRA &aSa FNR YZ 2NJ, jAy1¥t dzSy O0S a
Picard described how computecsuld be equipped with functionality to notice and

respond to emotions as expressed by their users, in order to cater for a more natural

form of humancomputer interactionShortly before, Cassell (1999) had proposed to

represent the computer as an actarith humanlike characteristics such as a face

and communication skills. The author baptized this digital artefact by the term
Embodied Conversational Ageat9 / ' 0 & 9/ ! Qa BSNB 2FGSy RSa
GFrt1Ay3a KSFRaAaZ FyR 02 {2y dAONB 8y NE T SNNESRE |
and were soon deployed in several studies, especially in eLearning see e.g. Herman

the Bug(Lester, Stone& Stelling 1999) and Adele(Shaw, Johnso& Ganeshan

1999) The publications of Cassell (1999) and Picard (20@®)de a hallmark within

a blooming HClperiod (19942000) During this period, the computer had

transformed from a passive piece of electronical equipment to a conversational

partner. The way had been paved for ECA research as a new discipline

2001-2005Y CdzNIIKSNJ G dzRASa 2y 9/ ! Q&

In 2005, Bickmoreand Picard combined elements of persuasive technology and
FFFSOGAGS O2YLlziAy3a Ay GKSANI RSLX 2eYSyid :
should be deployed within eLearning and eHealth environments in order to support
users. Furthermore, the authors undesed the importance of running studies with

a longer duration (one to three months) in order to find out about their real
potential. As they argued, a key aspect of any relationship (thus including the human
computer relationship) is its persistency anahtinuity. Yet, at the time, most ECA
studies applied singlsession experimental designs. In order to explore the
longitudinal aspect of the humacomputer relationship building process, Bickmore
and Picard (2005) decided to develop and evaluate an E@&dkaura that could
support a user during multiple interactions over an extended period of time. This
way, Laura enriched the Fit Track behavior change system. Note that Fit Track was
set up to motivate sedentary users to exercise; 30 minutes or moreaufenmate-
intensity physical activity. Bickmore and Picard (2005) offered an intervention period
of 30 days, followed by removal of the intervention. Finally, a follpw
measurement wasloneto check if the new behavior had become truly adopted.
Within the control condition Fit Track was deployed without Laura. As the authors
found, the relational agent Laura was generally liked by the study participants, but it

4



did not result in significantly more exercise behavior compared to the control
condition. To datetheir longitudinal study is still relevant for this thesis, as one of
the few studies describing an ECA in Health combined withus€Arelationship
building.

2006H NnHMY t NRPLISNI RSaA3Iy 2F 9/! Qa | LILISIENER G2
All the beforementiond developments (CASA effect, persuasive technology,
FFFSOGADGS O02YLMziAy3azr 9/ ! Qav 3IFGPS NRAS G2
computers can take on roles that are normally taken by humans such as virtual

support providers for patients in eHeal#nvironments and as virtual tutors for

students within electronic learning environments. So, back in 2001, it looked like it

g2dZ R 0SS | YIFIGGSNI 2F GAYS F2NJ 9/!Qa G2 oS
2dzi RAFFSNBY(Gfeod ¢ dgthelr iblSsSat Ostale@siond welld y 2 0 F
expect. Compared to chatbots, disembodied dialo@pased artefacts that have

Ot 2a4S NBaSvyoflyOSa gAGK 9/!1 Qax 9/! Qa I NB
business websites. So, what happened?

Various studiediave evaluated ECA research thereby including ECA studies as far

back as 20 years. The meta study of Schroeder and Gotch (2015) on persisting issues

in pedagogical agent research underscores that the effectiveness of including agent

in a learning enviroment remains debatable. As part of their recommendations the

authors advise treatment and control conditions that should not differ on more than

a single dimension in order to precisely find out what ECA element contributes to

what kind of outcome Furtherore, they promote the development and usage of
low-O2aG 9/!' Q& & G2 &adAyYdzZlGS R2LIGAZ2Yy 2
envionments+ St SGaAl y2a | yR wdzaaStft o6nnmno Sl dzl f
contexts have not yet lived up to their promises An important cause they refer to

the lack of both qualitative and interpretive studies, that prohibit gaining a deeper
understanding of the ECA study field. Furthermore, the authors postulate that a
multiplicity of variables, such as agent role, voicad a/oice quality, interact in

complex ways, making generalizations difficult. In addition, they recommend the
deployment of agents in naturalistic contexts and ogamded environments. Finally,

Veletsianos and Russell (2014) advocate the investigatio df Ba Aeym 2y 3
interventions, echoing the earlier statement of the seminal study of Bickmore and

Picard (2005). In a similar veilgiss, Wechsung, KiihnahdMadller (2015)evaluate

ECA research. The authors take an interesting, contrary stance bggstaat a

speech dialogue with a computer is still far from smalfdent. Direct manipulation,

meaning clicking on buttons and icons has advantages compared to a speech
dialogue, such as clear and predictable results. Within their ECA review, Johnson and

5



Lester (2016) refer to the lack of a generic technological ECA platform. As they state,

earlier ECA work benefited from the availability of-thfé-shelf Microsoft Agent

platform. Indeed, since that platform has been discontinued in 2009, no comparable

tool has taken its place. Logically, this has hindered the dissemination and

AYLX SYSyiGlFdAzy 2F 9/1 Qa 2y ¢So0ardsSao ! 3 A
the claim of their success has indeed been reported as caused by the availability of
platforms throudn the big technological companies Facebook, Google and Microsoft

since 2016 (Brandtzae® Fglstad, 2017). Other elements that stand out in ECA

research are both the focus on specific design aspects such as gender and ethnicity

(see e.g. Baylop011), andi KS RS @St 2 LIJYSy (i 2 &ratthRiahgy OSR 9/
Gerten, Fast & Duffy, 20075ee the lower part of Figure 1 for a timeline of
inspirational studies within the ECA domain. Historically, relatively less attention has
0SSy LI AR (2 YI fiedivenrebsiwithitan éHEalh contekt. (MHaweger,

this has changed recently. Arecent métai dzZReé 2y GKS | LI AOF GA2Y
psychology(Provoost, Lau, Ruwaard & Riper, 204ftes that ECA piloting studies

on the one hand show promising resultgith respect to usability and user
acceptance, but on the other hand provide little hard evidence for their merits in

Of AYAOIFt aSiGAy3aad CdzNIKESIOKRE D/ & K$ LILINE K D
forces the field to think about the core attributeldt can make the ECA effective. A
secondrecentmetd@ (1 dzRe 2y 9/ ! Qa FyYyR GKSANItI 01 27
ter Stal, Kramer, Tabak, op den AkkemdHermens(2020) As the authors statn

their review; the lack ofidesign standard is problem&tO F2NJ 9/ ! Qad ! &
there are no clear guidelines with regards to the design and deployment of ECA
features such as speech and/or textual output and facial and gaze expressions. As

they conclude, consensus on design features of ECAs in eHealdn fsom

established. They therefore advise follays research that should focus on the

modeling and formal definition of these design features. Finally, the authors repeat

the stance of Bickmore and Picard (2005) and of Veletsianos and Russell (2014): ECA
research should be conducted within both a lelegm (6-12 weeks) and daily life

setting. This safeguards that the E@ger relationship building process is examined

within a representative context for eHealth interventions.

From 2007 onwards: the creatioof rapport as a cornerstone in ECA studies
¢CKS LINB@A2dza aSOGAizya KI@S aiSiOKSR |y AY
promise in eHealth and eLearning and on the other hand fail to convincingly
demonstrate this. Recommendations on ECA design such as more strictly
formalization have been refeed to. Noteworthy and although not part of any
formal ECA design standard, the ECA research field has generally adopted the

6



creation of a productive relationship as a-féeto design norm. Early ECA studies

(e.g. Cassell, 199Reeves, 2000) primarily fosed on the level ofngagementthe
enhancement of online experiences, KI & 9/ ! Q&4 0O2dzZ R AyadAftt
addition, their pedagogical valuedster,Stone& Stelling, 1999%vas studied.

Timeline of inspirational studies
within the eHealth domain (above the lines)
within the persuasive technology and ECA domains (below the lines)
and within the combined eHealth & ECA domains (between the lines)

2009 Barak et al
Standardized eHealth definitions

009 Oinas-Kukkonen and Harjumaa 2011 Mokhr etal
Behavioral Change Support System Supportive accountability
for eHealth adherence

%‘
¢

2012 Kelders etal.
Persuasive eHealth design
for adherence

2003 Kraft and Yardley
The design of Digital
Health Interventions

2001 Eysenbach 2005 Eysenbach 2011 van Gemert-Pijnen etal
Whatise-health? Thelaw of attrition Holistic eHealth framework
1 1 1 1
2017 Provoost etal. "
2005 Bickmore & Picard 2013 Bickmore etal. ECA In eHealth review éii?gx’;;‘f‘ sl
Long-term ECA Interaction RCTECA Exerciseadvisor 5017 |ycas et al. ECA’S ineHealth
ECA for PTSD assessment
' 1 1 J 1 1
1994 Nasset al. 1998 Fogg 2000 Picard 2007 Gratch etal. 2011 Baylor 2015 Welss etal.
The CASA effect PersuasiveTechnology |  AffectiveComputing ~ Rapportwithan ECA ECA’sgender and ECA designreview
ethnicity
1996 Nass, Foggand Moon 1999 Cassell 2013 Schroeder etal.
Computers asteammates Embodied Conversational Agents Meta study and historical

perspective on pedagogical agents

Computers  Persuasion |
2013 Hoque et al = =

MACH ECA job Interviewer 1=F
2014 Veletsianos and Russell
pedagogical agentsreview

Fgurel. Timeline of inspirational studies within the eHigedomain (above the lines), ECA domain (below
the lines), and both domains (between the lines).

Later studies (e.g. Bickmo&Picard, 2005) started to emphasized the relationship

building project and framed their ECA as relational agératch, Wang, &ten, Fast

& Duffy (2007 took the partnership building process a step further, through an ECA

that displayed contingent nonverbal behaviors indicating mutual attentiveness (e.g.

mutual gaze), and coordination (e.g. postural mimicry and synchronized
movements).

As the key relatioship building outcome variable, the authors decided to put

rapport into practice. Within humato-human communication contexts, rapport is
ISYySNritfte aaz20AFriSR G2 GSN¥a |a WKFINY2ye
FEt26Qd ¢K2aS Liyfdaly lexpdiiended 8herk oficdisi endadeB in &

good conversation with someone. As Gratch et al. (2007) mention; speakers seem

tightly enmeshed in something likedance They rapidly detect and respond to each
20KSNRa Y2@SYSyda | yRivelpattans GatehNe ad @BOr)iG S L.
defined highly relevant research questions: could an ECA effectively generate
behavior that would engender feelings of rapport in human speakers? How would

this compare to human generated contingent feedback? As a secprytal they

evaluated whether contingency (as opposed to frequency) of agent feedback was

7



crucial for the creation of rapport. Their results indicated that contingency, the right
GAYAYy3 27T -ekadbbeBavidr, ddeedfrdtiered substantially whecame
down to creating rapport. Remarkably, the authors also found that the agent
generated behavior was as effective as the behavior of human listeners for the
creation of rapport.

2001-2012; the eHealth period prior to the most importarit y § SINI G A2y a 6 A (K
Parallel to the developments within the ECA study field, the eHealth study domain
commenced.That is, not long after the start of the development of the persuasive
technology domain (Fogg, 1998), healthcare was considered as blswtamain for
application of new types of usariented technologies. User convenience, cost
NERdzOGA2Y | yR Wlye LX  OSz FyedGdAYSET I|yeég
arguments in favor of electronic healthcare delivery. In 2001, Eyser(B86i) one
of the pioneers, defined eHealth as émerging field in the intersection of medical
informatics, public health and business, referring to health services and information
delivered or enhanced through the Internet and related technolagiesé .LJ® ™ 0
See the uper part of Figure 1 for a timeline of inspirational studies within the
eHealth domain. This part displays the early eHealth period (20Q2) during
GKAOK 9/1 Qa 6SNB y20G 2FGSy Ay@2f SR b2i
described in the followingextion. Early eHealth applications used in the clinical
practice wereteledermatology yan der Heijden, De Keizer, Bos, SguM/itkamp,
2011) and teleconsultation for diabetes car&/dérhoeven, Tanj®ijkstra, Nijland,
Eysenbach & van Gemdrijnen, 201Q) Despite the initial enthusiasm about
eHealth, Eysenbadl2005)saw an issue coming up as early as in 2005: the high non
adherence rates amongst eHealth users. Note that-adherence refers to the fact
that not all participants use or keep using the intention in the intended way.
One of the causes, as was put forward by Kelders (2012), eHealth technology is often
set up as a black box. That is; it is known what goes in (baseline measures) and what
comes out (postntervention measures), but limited attdion has been paid to what
happens inside the box. As to design transparent Health interventions, it had been
postulated that their foundations should be bolstered. The design of eHealth
interventions should be reinforced, according Kraft and Yardley 2009). In
addition, new and better definitions were needed for the eHealth fielsl suggested
by Barak, Kleinand Proudfoot (2009)Further standardization was proposed by van
Gemert et al. (2011with a holistic framework to design and develop eHealth
interventions.In parallel, the relevance for eHealth interventions to communicate
with their users became more apparent. Along these lines, Giaddkonen(2010)
coined the term Behavior Change SoppSystem (BCSS$an information system

8



designed to form, alter or reinforce attitudes, behaviors or an act of complying
without using deception, coercion or inducemesits 6) LJ®

As Kelders (2012) added: the communication function of BCSSs is kely makies

it basically more of a communication system than an information system. Oinas
Kukkonen and Harjumaa (2009) introduced a framework to classify the persuasive
functions of BCSSs and eHealth intervention focusing on its communication
functionalities. These communication functionalities were categorized within four
main user support functions being; primary task support, dialogue support, social
support and credibility support. Primary task support (e.g. reduction, tunneling,
tailoring) provides a meanto structure the eHealth program. Furthermore, dialogue
support helps the user to achieve its objectives. This is done through providing
FSSRolF O]l 2y (GKS dzaSNRa FOGAz2ya IyR o6& AYL
eHealth intervention and user, througtpraise, rewards, and similarity. Their
framework can be used both as a frame of reference when developing an eHealth
intervention and as an analysisol for existing eHealth interventions. Note that this
framework is not only helpful in theory. Indeed tieds evidence that communicative

and supportive functionalities within eHealth interventions are truly effective.
Webb, Joseph, Yardleyand Michie (2010) demonstrated that wekbased
interventions that include communication functionalities (through tex¢ssages)

are more effective than webased intervention that are void of this. Furthermore,
Neff and Fry (2009) made clear that systgenerated reminders increase the effect
and adherence of webased interventions.

2013H nH MY LI NIOAFf rSe@daSy OS FT2NJ 9/ ! Qa A

Shortly summarizing the previous sectiorddherence to selfuided eHealth

interventions is low, especially in relffe settings. Systemenerated support

provides a promising remedy. Furthermore, systgemerated support within

eHealth interentions has gained traction, which has been promoted by the design

work of OinasKukkonen and Harjumaa (2009) and the empirical evidence of e.g.

256060 SG Ffd 6nHnmnO® 9/ lgéndrated Isupportithdhs? y A T &

5S5aLIAGS (GKS Tdbedn stidied for mére thaf tiventy lyedrs, there is

still uncertainty to what they are truly capable of. It is generally accepted that it is

relevant for the ECA to first establish rapport with the user, as acpralition for

being effective when suppoi$ provided As can be concluded, the eHealth and ECA

research domains can potentially be of value to each other. That isgsielkéd

eHealth hasaWl RKSNBY OS RSYlIYyRQ F2NJ I GSOKyz2ft23)

GKFG 9/71 Qa Oy LRIOSYGAlrtte LINRPGARS® {SS it

SISHtGK &addzRASa 6SNBE adlFNISR G2 06S F2NXYI
9



combination with9 / !. Biékmore et al. (2013an an RCT on ECA applied as a
motivating exercise coach for elderly people. In the simulated conversations, the ECA
talked using synthetic speech and animated nonverbal behavior, and participants
provided input by selecting whahéy wanted to say from a multiplehoice list of
options on the touch screen. For two months, daily conversations with the ECA
coach were conducted. Furthermore, the E€@¥ach set shorterm and longterm
exercise goals. As a follewp on the twemonth peiiod, participants could interact

with the ECA in a kiosk in their clinic waiting room for anothemb@ths. Control
participants were given a control pedometer intervention that only tracked step
counts for an equivalent period of time. Their results skdvthat ECA participants
walked significantly more steps than control participants at twonths, but this
effect waned by 12Znonths. Moreover, intervention participants were highly
satisfied with the program. In summary, the study demonstrated partialende.

As second renowned eHealffCA study is provided by Lucas et al. (2017). This real
life study examined whether virtual human interviewers could increase disclosure of
mental health symptoms among actideity service members that just returned
from a yearlong deployment in Afghanistan. Their ECA was based on the highly
advanced Primer® platform (previously known as SimSensei®) that enabled the ECA
G2 RSGSOG FILOALFt SELINBaaArzya 27T dzaSNE
human interviewerconducted a semi structured screening interview via spoken
language. The interviewer did the interview in three phases: phase one: rapport
building, phase two: the clinical phase during which the interviewer asked a series of
questions about symptoms, arfthally phase three: rounding of the interview and

YR

ONARY3IAYy3a (GKS AYy(iSNBASsSS o601 G2 | 3I22R Y
FNS @2dz Y2ad LINRPdzZR 2FKéd { SNBAOS YSYoSNE

conversation with a virtual human interviewer than the official PosDeployment
Health Assessment (PDHA) symptom checklist on paper. However, the results
approached but did not reach statistical significance. This study demonstrates that
an eHealth ECA can potentially be the better alternative compdaceghaper.
Moreover, this study has been conducted within a psychologically highly sensitive
O2y(SEiG( 6dzZaASNDRD& FTSINI2F ad0A3IYIOZ 6KAOK
as the ECA effects are not significant, the study does not provide hard evidence
Thus, again this study shows that the deployment of an ECA in eHealth is not a
panacea.

The relationship between synchronous behavior and rapport building

Y

¢CKS LINB@A2dza aSOiA2ya KIF@PS RSAONROSR K2g

an eHealth conteix Furthermore, it was laid out thatlespite that they have been
studied for more than two decadegheir full potential has not really been

10



demonstrated yet. Various studies (e.g. Bickmé&rePicard, 2005; Veletsiana®
Russell, 2014) have advised to fengterm ECA studies for the sake of getting a
grip on the rapport (relationship) building process. But is that the whole story? Or
are there alternative methods to create rapport? Indeed, there are complementary
views on rapport building. That is, humaammunication studies have reported on
synchronous movement rhythms leading to feelings of rapport, and resulting
experiences of being part of one and the same social ufhtgrsh, Johnston,
Richardson & Schmid2009, TickleDegnen& Rosenthal, 1990; Laks& Stel, 2011).
Moving in synchrony is argued to influence the degree to which individuals are
perceived as a social unit (Marsh et al., 2008erbyt, Corneille, Seron & Demoulin,
2004).But also individuals themselves report experiencebaihgpart of one and

the same team. On a neural level this is explained by pathways that code for both
action and perception (Ove& Molnar-Szakacs, 2009) which causes blurring of the
self and the other. Altogether, based on the findings done withintthearnhuman
communication context, synchronous behavior is relevant for further exploration
within the humanECA context.

AgentBased Models as used to simulate Human Computer Interaction

So far, primarily huma#CA studies have been described that usslzer traditional
methodology. Typically, these studies mainly rely on ogterimental
guestionnaires that aim to capture all hum&CA interactions that take place during
the experiment. However, in reality participants express a wealth of information
even during a small portion of a single experimental session. Facial and posture
signals typically change on a shtetm basis (1810 seconds) and provide a rich
a2dz2NOS 27F Ay T&Gessér2ely). Tad i© anSafmbrdovmoment

basis it an be assessed what emotions an eLearning or eHealth user is actually
expressing. Moreover, the dynamics of these emotions (e.g. do they change from a
certain state to its opposite state? If so, how often? Do they also change back? If so,
how quickly?) cabe studied by making use of the tools provided by the Dynamical
Systems Perspective. Note that the Dynamical Systems Perspiectivelass of
mathematical equations that describe tiriEsed systems with particular properties
such as complexity and ndimearity and can be simulated through AgéBased
Models. Amagentbased mode(ABM) is a class c¢bmputational
modelsfor simulatingthe actions and interactions of autonomous agents (both
inter-individual and intraindividual) with a view to assessing their effects on the
system as a whol&(ein, Marx & Fischbach, 20IBavis, O'Mahony, Gulden, Oz

& Sieck2018).
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Research Questions

Altogether, based on the topics referred to in the previous sections, | have defined
the following overarching question for this thesis:t advisabldéo add an ECA to a
selfguided eHealth intervention for the pose of eHealth user adherence and if so,
what are the necessary conditions and guidelines?

In more detall, | have defined the following supportive questions:

1 RQ1: What does the scientific literature tell us about unaddressed eHealth
userneedsant 0 2dzi GKS OFLIoAfAGASEA 2F 9/ ! Qa
needs?

1 RQ2: Do eHealth users appreciate ECA support in eHealth and if so, does
the induction of experimental stress lead to higher appreciation levels?

1 RQ3: Can rapport between user and ECA be tiwdugh synchronous
speech?

T wvnY /Ly |y SI Slaffedtite starssDedaraputaiandly A G A @S
simulated and if so, can critically low user motivation states be repaired
through ECA support?

12



Outline of the thesis

The following five studies willddescribed in this thesis:

Study one (Chapter two)

The first study (Chapter two) is a Scoped Review. Taking apeetpective, this

study examines user needs towards support as expressed by eHealth users, support

OKI NI OGSNR&aGAOA I2L3IA9y7 T RaT dyaRS NB AYWS SRag 2y Yi K
to address them. The outcome of this study is used as the basis for the experimental

design of study 2 (Chapter three), study four (Chapter five) and for the simulation

study 3 (Chapter four).

Study 2 (Chaptethree)

In order to investigate whether an ECA can effectively provide the types of support
stemming from study one, study two (Chapter three) has been set up. An ECA is
deployed as an adjunct to a seifiided positive psychology psyckducation
intervertion. The agent provides instructions and motivational support in between
the online learning modules as to mitigate the risk of distraction. By deploying three
versions of an ECA, varying the features of animation, speech, and visibility it is
investigatel whether users have a more positive experience than with a fourth text
only control condition.

Study three (Chapter four)

The lessons learned from study two are used for study three, being the second
experimental ECA study. At the start of the experimestitess is induced to one of
the experimental conditions as a means to both increase the user need for external
support and to make the experiment more Higke. A monologuestyle ECA is
deployed and compared with textual guidance as a control condifibe. objective

of this study is to find out whether stress induces a larger appreciation for ECA
support amongst eHealth users.

Study four (Chapter five)

As a qualitative study, study four (Chapter five) explores the possibility to build
rapport between user and ECA by simultaneously speaking out a series of phrases. It
is known from human communication studies that doing the same thing at the same
time (synchronizing) creates a bond. In daily life, this is experienced when carrying
out the same dancing moves or when chanting together during rituals. A suitable
synchronous task for humaBCA interaction would be to speak out textual phrases
simultaneously. Bwever, as far as we know, such as task has not yet been part of

13



an experimental context. So in short, study five examines the effect of simultaneous
speech between user and ECA with the objective of creating a bond. The rationale is
that the existence olsuch a bond will make the ECA more effective when it is
deployed as adjunct within an eHealth intervention.

Study five (Chapter six)

The fifth study takes a fundamental different angle than the previous study. Not just
by using a different research mettipa simulation, but especially as it focusses on
the dynamical aspects of user motivation. An exploratory Adiaged Model (ABM)

on user motivation during eHealth psycleducation is designed, based on the
literature of both motivational psychology andjentbased modeling. Simulations
are run to find out whether critical points of user motivation can be found. These
critical points such as persistent frustration are considered as the immediate
precursors of noradherence, that should either be avoidedrepaired.

14



References

Barak, A., Klein, B., & Proudfoot, J. G. (2009). Defining intsupgtorted
therapeutic interventionsAnnals of behavioral medicing8(1), 417.

Baylor, A. L. (2011). The design of motivational agents saadars.Educational
Technology Research and Developm&®42), 291300.

Bickmore, T. W., & Picard, R. W. (2005). Establishing and maintaininteiong
humancomputer relationshipsACM Transactions on Computduman Interaction
(TOCHIN12(2), 293327.

Bickmore, T. W., Silliman, R. A., Nelson, K., Cheng, D. M., Winter, M., Henault, L., &
tFAa0KSThNI 26X ad Yd 6HnmMoODd ! NIFIYR2YAT SR
coach for older adultslournal of the American Geriatrics Sociéty(10), 16761683

Brandtzaeg, P. B., & Fglstad, A. (2017, November). Why people use chatbots.
In International conference on internet scien(ep. 37#392). Springer, Cham.

Cassell, J. (1999). Embodied conversation: integrating face and gesture into
automatic spoken diafgue systems.

Davis, Paul K., Angela O'Mahony, Timothy R. Gulden, Osonde A. Osoba, and
Katharine Sieck, Priority Challenges for Social and Behavioral Research and Its
Modeling. Santa Monica, CA: RAND Corporation, 2018.
https://www.rand.org/pubs/research_reprts/RR2208.html. Also available in print
form.

5QaStf2y {®X 3 DNISaaSNE ! ® OHAMHUD 5@&Yyl|
learning.Learning and Instructior22(2), 145157.

Eysenbach, G. (2001). What ikealth?.Journal of medical Internet resedr3(2),
e20.

Fogg, B. J. (1998, January). Persuasive computers: perspectives and research
directions. InProceedings of the SIGCHI conference on Human factors in computing
systemgpp. 225232).

Gratch, J., Wang, N., Gerten, J., Fast, E., & Duffy, R, (3éptember). Creating
rapport with virtual agents. Ilinternational workshop on intelligent virtual
agents(pp. 125138). Springer, Berlin, Heidelberg.

15



Hoque, M., Courgeon, M., Martin, J. C., Mutlu, B., & Picard, R. W. (2013, September).
Mach: My automagéd conversation coach. Proceedings of the 2013 ACM
international joint conference on Pervasive and ubiquitous compu{ipg 697706).

Johnson, W. L., & Lester, J. C. (2016). -Eeatace interaction with pedagogical
agents, twenty years later. Interniahal Journal of Artificial Intelligence in
Education, 26(1), 286. doi:10.1007/s4059815-00659

Kelders, S. M., Kok, R. N., Ossebaard, H. C., & Van G&jnen, J. E. (2012).
Persuasive system design does matter: a systematic review of adherencebto we
based interventionsJournal of medical Internet researct4(6), e152.

Klein, D., Marx, J., & Fischbach, K. (2018). Agesed modeling in social science,
history, and philosophy. an introductiohlistorical Social Research/Historische
Sozialforschungl3(1 (163), 227.

Kraft, P., & Yardley, L. (2009). Current issues and new directions in Psychology and
Health: What is the future of digital interventions for health behaviour change?.

Lakens, D., & Stel, M. (2011). If they move in sync, they must feghén Movement
synchrony leads to attributions of rapport and entitativi§ocial Cognitior9(1),
14.

Lester, J. C., Stone, B. A,, & Stelling, G. D. (1999). Lifelike pedagogical agents for
mixed-nitiative problem solving in constructivist learningnvironments.User
modeling and useadapted interaction9(1), t44.

Lucas, G. M., Rizzo, A., Gratch, J., Scherer, S., Stratou, G., Boberg, J., & Morency, L. P.
(2017). Reporting mental health symptoms: breaking down barriers to care with
virtual human iterviewers.Frontiers in Robotics and All, 51.

Marsh, K. L., Johnston, L., Richardson, M. J., & Schmidt, R. C. (2009). Toward a
radically embodied, embedded social psychology. European Journal of Social
Psychology39, 12171225.

Mohr, D.,Cuijpers, P., & Lehman, K. (2011). Supportive accountability: a model for
providing human support to enhance adherence to eHealth interventidmsrnal of
medical Internet researci,3(1), e30.

Nass, C., Steuer, J., & Tauber, E. R. (1994). Computerso@at actors. In
t NEOSSRAYy3Ia 2F {LD/IL Qdn | dzYlcy8). &CMOG 2 NA
https://doi. org/10.1145/259963.260288

16



Nass, C., Fogg, B. J., & Moon, Y. (1996). Can computers be teamina&esational
Journal of Humai€omputer Studies}5(6), 669678.

Neff, R., & Fry, J. (2009). Periodic prompts and reminders in health promotion and
health behavior interventions: systematic reviedournal of medical Internet
research11(2), el6.

OinasKukkonen, H., Harjumaa, M2009) Persuasive systemdesign: Key issues,
process model, and system features. Communications of the Association for
Information Systems 24, Article 28, 4880.

OinasKukkonen, H. (2010, June). Behavior change support systems: A research
model and agenda. Imternational Corgrence on persuasive technologp. 414).
Springer, Berlin, Heidelberg.

Overy, K., & MolnaGzakacs, I. (2009). Being together in time: Musical experience
and the mirror neuron systenMusic Perception26(5), 489504.

Picard, R. W(2000).Affective computing. MIT press.

Provoost, S., Lau, H. M., Ruwaard, J., & Riper, H. (2017). Embodied conversational
agents in clinical psychology: a scoping revilmurnal of medical Internet
research19(5), e1l51.

Reeves, B., & Nass, C. (1998k media equation: How people treat computers,
television, and new media like real people. Cambridge, UK: Cambridge university
press.

Reeves, B. (2000). The benefits of interactive online chara@erger for the study
of language and information, Stantbtniversity.

Schroeder, N. L., Adesope, O. O., & Gilbert, R. B. (2bi8). effective are
pedagogical agents for learning? A metzalytic reviewJournal of Educational
Computing ResearcA9(1), 139.

Schroeder, N. L., & Gotch, C. M. (2015). Persistisges in pedagogical agent
research.Journal of Educational Computing Reseabd{2), 183204.

Shaw, E., Johnson, W. L., & Ganeshan, R. (1999). Pedagogical agents on the web.
In Proceedings of the third annual conference on Autonomous Agepts283290).

ter Stal, S., Kramer, L. L., Tabak, M., op den Akker, H., & Hermens, H.[j281f}).
features of embodied conversational agents in eHealth: a literature

review.International Journal of Huma@omputer Studies] 38, 102409.
17



TickleDegnen, L., & Roserdh R. (1990). The Nature of Rapport and Its Nonverbal
CorrelatesPsychological Inquiry(4), 285293.

Van der Heijden, J. P., De Keizer, N. F., Bos, J. D., Spuls, P. |., & Witkamp, L. (2011).
Teledermatology applied following patient selection by gaheractitioners in daily

practice improves efficiency and quality of care at lower cBstish Journal of
Dermatology,165(5), 1058L065.

van GemerPijnen, J. E., Nijland, N., van Limburg, M., Ossebaard, H. C., Kelders, S.
M., Eysenbach, G., & SeydelR. (2011A holistic framework to improve the uptake

and impact of eHealth technologie®ournal of medical Internet researct3(4),

elll.

Veletsianos, G., & Russell, G. S. (2014). Pedagogical ag¢taadimook of research
on educational communicains and technologypp. 759769). Springer, New York,
NY.

Verhoeven, F., Tan@ijkstra, K., Nijland, N., Eysenbach, G., & van GeRigren, L.
(2010). Asynchronous and synchronous teleconsultation for diabetes care: a
systematic literature reviewdourral of diabetes science and technology3), 666

684.

Webb, T., Joseph, J., Yardley, L., & Michie, S. (2010). Using the internet to promote
health behavior change: a systematic review and raatalysis of the impact of
theoretical basis, use of behavior aitge techniques, and mode of delivery on
efficacy.Journal of medical Internet researct(1), e1376.

Weiss, B., Wechsung, I., Kiihnel, C., & Médller, S. (2015). Evaluating embodied
conversational agents in multimodalinterfaces.Computational Cognitive
Sciencel(1), ¥21.

Yzerbyt, V., Corneille, O., Seron, E., & Demoulin, S. (2004). Subjective essentialism in
action: SeHanchoring and social control as consequences of fundamental social
divides. In V. Yzerbyt, C. Nudd, & O. Corneille (Eds.), The psychology of group
perception: Perceived variability, entitativity, and essentialism (pp-124). New

York: Psychology Press.

18



Chapter 2

Seltguided webbased interventions:
a scoping review on user needs and on plo¢ential
of virtual agents to address them

Scholten MR, Kelders SM, Van Genigmen JEWC
Selfguided webbased interventions:

a scoping review on user needs and

on the potential of virtual agents to address them

J Med Internet Re2017;19(11):e383

19



Abstract

BackgroundWeb-based mentahealth interventions have evolved from innovative
prototypes to evidencéased and clinically applied solutions for mental diseases
such as depression and anxiety. Ofrtess, selfjuided types othose solutions

hold the promise of reaching and treating a large population against reasonable
costs. However, a considerable factor that currently hinders the effectiveness of
these selguided webbased interventions is the high level of nadherence.The
absence of a human caregiver apparently has a negative effect on user adherence.
However, it is unknown what it is of this support that yields higher adherence and
effectiveness.

Objective: The objective of this paper is first to explore what is knoim the
literature about what support a user needs to keep motivated and engaged in an
eHealth intervention. Second, the objective of the paper is to explore the current
potential of Virtual Agents (VAS) to provide this support.

Methods: This study reviewand interprets the available literature on support within
e-health interventions and the potential of VAs by means of a scoping review. The
rationale for choosing a Scoping Review is that the subject is broad, diverse and
largely unexplored which warrasta scoping review methodology in which it is
sought to present an overview of a such potentially large and diverse body of
literature pertaining to a broad topic.

Results:The results of the first part of this study suggest that during usage of self
guided online interventions there are user needs in terms of support and empathy
that currently remain largely implicit and unaddressed. These support needs can be
categorized as task related support and emotion related support. The results of the
second patr of this study suggest that VAs are capable of engaging and motivating
users of IT applications in the domains of learning and behavioral change. However,
especially longitudinal studies must be conducted to find out under what
circumstances VAs can creand maintain a productive user relationship. Mapping
the user needs on the VA capabilities suggest that VAs may provide a solution for
improving the adherence levels.

Conclusion:Nonresponsive VAs taking on an empathic role may be sufficient to
createsome positive impact on users. It is unclear, however, whether those type of
VAs are competent enough and create sufficient believability amongst users to
FRRNBE&aa GKS dzaSNRa RSSLISN) ySSRa TF2NJ adzZllie
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better suited for thejob, but as they are costly to realize and maintain, further
research should investigate whether this is a worthwhile path to take.

Keywords eHealth; webbased intervention; embodied conversational agent;
virtual agent; virtual humans; adherence; attoiti

21



Introduction

Metacanalyses have demonstrated that wélased interventions for mental health
have become reasonably successful treatments against common mental health
problems such as depression and anxighs]. However, it is a consistent finding
that humansupported webbasedtherapeutic interventions outperform setfuided
interventions[4] (in which there is no support from a human). The mere online
sometimes remote presence of a human being, delivering informational support,
emotional support or a therapeutic service results in significantly higher effect sizes
[5]. In addition, humarsupported interventions achieve higher rates of adherence,
that is more participants use the intervention as intended, e.g. by completing all the
lessons of an interventiof2, 3, 6]. Nonadherence is an important issue in web
based interventions for mental h&h [7] and becomes an even bigger problem
when evidencebased therapies are deployed as free to accessgsatfed web
based therapeutic interventionf8]. In these interventions, adherence, defined as
the percentage of users who complete all lessons, falls to a level as low[@ d%
even 0.5%8]. The higher rates of adherence in humsaumpported interventions can

be explained in favor of therapists, who prove to do an effective job in motivating
clients during their change procefs. However, also positive effects of electronic
interventions have been found by features such as reminders and tailored d@éice
Interestingly enough, Talb¢f.0] describes in her metatudy that a key converging
finding is that the involvement of a professional support pdevi a therapist, is not
necessary. What is key is a minimal level of-gaiding human contact. Irrespective

of whether this type of contact is provided by a layperson or a professional, it has
equally large positive effects on intervention adherence. &tter, scheduling
support can already have an effect of itself on treatment effectiveness. A telephone
contact scheduled at the start of the treatment to take place as soon as-hedplf
book has been read, yields surprisingly large completion rates tesatment
outcomeg[11]. This poses the question what this support is thageded to achieve
higher rates of adherence and effectiveness. A study of Cavanagh and MilZhgs
provides evidence of buit y WwO2YY2y FI Oli2NARQ &adzOK +y 3§
and warmth, collaboration and feedback, that increase the effectiveness of
interventions. However, there is no common definition of the kind of support or
wO2YY2y Tiskbil@deEnudad ileach intervention to be effective. The
urgence of support is expressed by the statement of Kreijns ¢13lwho declare

that the reason that digital learning environments fail is due to secimtional
LIN2OSaasSa o06SAy3a GAIy2NBR:I ybased 8thSRX 2 N
interventions share many characteristics with digital learning envirortmehis a
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fair assumption that the same soesotional processes play a role and should be
subject to study in relation to adherence.

Methods

This study was performed by means of structured data collection within the Web of
Science and Scopus databasAs research method the Scoping Review has been
chosen. A Scoping Review aims to map the existing literature in a field of interest in
terms of the volume, nature, and characteristics of the primary resefitéh The
rationale for choosing a Scoping Review for the subject of this paper, is that research
on webbased interventions forms a large and diverse body of literature in which
the role of support and its relationghito user motivation is barely explored and
poorly understood. This is equally the case for system provided support provided by
VAs within e.g. social learning contefd®]. As far as to the best of our knowledge

no studies have been conducted so far that systematically aimed to match user
needs for wekbased interventions to VA capabilities in order to find potential
solutions for low dherence to the interventions. Having said that, seminal studies
(e.0. [16] have suggested and indeed partly demonstrated that VAs have the
potential to stimulate and motivate users which ultimately may have a positive effect
on intervention adherence, which underscores the importance of the current study.

The study is dividechio two parts:

i Part 1. a scoping review of meta studies on support in dvabed
interventions

1 Part 2: a scoping review of the opportunities of virtual coaches to deliver
support within webbased interventions for health or learning

Search strategy part: meta studies on support in webased interventions

¢KS {O2L)Jza RIGIFIoFrasS gl a &aSFNOKSR gAdK | C
YgHd &SR AYUISNBSYGiA2y QY YR WNBGASSHEQdD C2NJ
were used (see Appendix A).

Inclusion criteria were:

1 Papers had to address a wbhsed intervention for a mental and/or
physical disorder in which support was subject of study

1 Papers had to review multiple interventions/studies, or present ideas based
on literature or earlier work
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Exclusin criteria were:

1 Papers that restricted themselves to a specific disease and/or intervention
and did not generalize to eHealth within a broader context

1 Papers that described the creation of a wiehsed intervention and did not
take the empirical evaluatioin scope

1 Papers on social media and support solutions that were studied separate
from the webbased intervention events

1 Papers that did not describe support in functional terms (e.g. praise,
reassurance) but only in technical delivery terms (e.g. SM&iB

1 Papers that analyzed wetmsed interventions using highvel descriptive
FI Od2NA 0Sd®Id GAYUGSNY OGAGS O02YLRYSYyI:
going into more detail

The search resulted in 93 articles. Based on owand exclusion criteriaye selected

18 studies. By checking the references of these selected articles, we found another
4 relevant papers. Finally, 22 papers were included. See Figure 1 for the selection
process.

Records identified through databasc scarching
n=9

4 \
~————/

A

Records screened
n 93

4

Full-text articles assessed for cligibility
n=38

[ Al 8] e e SO Rev I ¢ | Additional records lden’t‘uﬁe: through other sources

—

Figure 1 Flow diagram of the study selection of part 1 of the scoping review
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Data extraction part 1

The entire content, including the introduction, discussion and references, of the 22
d0GdzRASa 61 &4 OKSOlSR F2N) GKS dza SNaza LISNAE LIS
they expressed. Subsequently, the specific needs with regards to support and

motivation thatcaccording to the authorsmany selguided webbased

interventions were missing out on were listed and categorized within themes.

Search strategy part 2: opptunities of virtual coaches to deliver support within
web-based interventions for health or learning
The search aimed to create a generic idea of the capabilities of VAs for supportive

purposes. The Scopus and Web of Science databases were searched with a
O2YoAYylFGA2Y 2F (GKS Oy @SR & yUSNBABAZIGTA 2ly DSy
For each of the concepts, multiple key words were used (see Appendix A). As VAs are

often used within a dearning context, it was decided to include studies on

Intelligent Tutoring Systems (ITS) as well. ITS was included asnofewithin the

O2y OSLI-0RFSReBYISNIBSYGAZ2YQ

Inclusion criteria were:

i Papers had to address VAs interacting with users or studies on VAs
interacting with users

Exclusiorcriteria were:

1 Papers that solely focused on the effects of VAs in Virtual Reality. VA studies
that addressed VAs in VR but also on regular screens were not excluded.
1 Papers that described computer simulations with agents/ during which
interaction betweerhuman users and VAs were absent
1 Papers that described a sap of a VA but did not take the empirical
validation in scope
The systematic search resulted in a limited number of studies (8). Moreover, these
studies addressed a wide range of topics; from jtglsattributes[17], architecture
[18], route planning[19], nontverbal behavior[20], virtual museum guidg21],
empathy[22], to theoretical modeld23] and articulation rateg24]. None of the
studies provided a highevel picture of the capabilities of VAs with regards to
support delivery. Therefore it was decided to expand the number of articles by
meansof hand search. We started the hand search by checking references within
the 8 articles and searching on terms found within the 8 articles in Google Scholar.

The hand search had the following aims:
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a) Finding synthesizing information on VAs within a healthpedagogical
context with a focus on the delivery of support and motivating users. We
started with the information found ij22] and additionally searchedf
meta studies on VAs.

b) Finding additional (founding) articles on the CASA effect as mentioned
within [17] and[22].

¢) Finding addition information on relationship buildifd] and measures of
relationship building as shortly described29, 24].

d) Finding additional irdrmation on theoretical models related to VAs as
touched upon if23)].

The search procedure resulted in 53 included articles (Figure 2).

Records identified through database searching
n=28

s N
———

Records screened
n=28

[ Full-text articles assessed for eligibility
n=11

~
Additional records identified through other sources
n=45

—

{ 53 studies included within the Scoped Review  [€

Y, _

Figure 2 Flow diagram of ta study selection of part 2 of the scoping review

Data extraction part 2

The entire content, including the introduction, discussion and references of the
articles were analyzed on the presence of VA features. Subsequently, the various VA
features were catgorized within themes. The themes were chosen as a means to
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provide insight in the capacities of VAs first to communicate with users and secondly
to motivate users.

Results

Part 1: results and themes found within the studies on the need for support in web
based interventions
The analyzed 22 studies suggest that a myriad of subtle interactions between users

and computers play an important role in keeping a user motivated in continuing the
web-based intervention. Although the elements of theg#eractions are very
diverse, two common elements can be distinguished:

1. Users express the need for concrete feedback on their performance. Within
the literature, this need is described as the principle of closure: the
confirmation that an action has beemuccessfully performed. This indicates
that users of wekbased interventions could benefit from tas&lated

AYUSNI OQlA2Y YR adzLIL2 NI 6Sd3Id a¢KEy]
GKA& 6SS1® ,2dz aSyid A ltasksrBldted sygtgfn (A Y S D¢

support
2. Users express the need for interest and support for the issues they are
dealing with. This suggests that users of vilsed interventions could

O0SYSTAG FNRBY SY20A2y It &adzZllRNIZ GKIFQ

endeavors during the change programcathe originating issue the user is
dealing with. The dose and timing of the emotional support seems to have
a large importance due to its intimate nature. Wrong timing could
potentially harm the concept of user selétermination which is an
appreciatedfeature of webbased selyuided interventions. We call this
emotion related system support

Table 1 shows the user needs that became apparent in the included papers and
which we related to the two common elements mentioned above.
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Table 1.User needs and issues and common user support mechanisms that can potentially fulfill these

needs
User need| Common element Source
or Issue
1.0vercome use| Task related support can fulfill this need by| [6, 25-28]
feelings of isolation setting and reviewing login goals, positive
reinforcing login and site use and answer
questions regarding the functionality of the s
Emotion related support can fulfill this need| [6, 25,
by establishing a supportive relationship | 27, 28]
case login goals are not met or any other sig
diminished use of the intervention appears,
system can intercede and encourage use 0
online intervention
2.Interest in| Emotion related support can fulfill this need| [26, 29,
identity of user by providing the user with the opportunity | 30]
talk about the impact of the disease on their
and their idea on having become a patient.
3.Interest in| Emotion related support can fulfill this need| [26, 31]
concrete dily | by asking the user about their daily experien
issues the user i and issues and responding by express
struggling with empathy towards the user.
If the user expresses a need for concr
practical advice, the system could provide
accordingly orifor more complex questions
refer to a nurse or doctor connected to
system. This can be consideredask related
support in a broader context
4.The ability for the| Emotion related system support provided| [32, 33
user to refine the alongside a more opémteraction between usg
communication and system (e.g. by means ofdiiectional free
process text or free speech) could potentially (and so
theoretically) increase the user feeling
contributing to its own change process
5.The user need fg Emotion related system supportcould be| [6, 25,
encouragement delivered in terms of praising the us{¢ 30-32
delivering rewards and by other types | 34-37]

encouraging behavior
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6.Performance Task related supportcanfulfill this need by | [6, 34,
feedback reviewing t he us er § 3840
mechanism for use providing corrections in case the user mg
responses factual errors. This scenario is applicable
user performances that can be objectiv
graded (e.g. homework with factu
information about anlihess).
In additioni preferably if opted so by the use
the usero6s achi evemg
the achievements of
scenario is applicable for e.g. us
performances that can be measured in phys
terms.
7.Users coping Emotion related system supportcan provide| [41]
with experiences o] a dose of positive affect in case a phase
negative affect negative user affect that merits such a d
during their changq could be reliably distinguished.
process
8.Creating a setting Task related supportcan play a positive rol{ [27, 28,
of accountability| by objective goal setting, measuring theatp | 31, 36,
towards the user | set, reminding the user of their goals set an¢ 37, 39,
indicating which of these goals have (not y| 42-45]
been met.

In the section below, the user needs from Table 1 will be discussed in more detail.

Theme 1. Overcome user feelings of isolation.

The anonymity of welbased interventions seems to play out as both strength and a
weakness. Users feel encouraged to speak out, but sometimes also feel isolated due
to its anonymous nature. Both tasklated and emotiorrelated system support
could potentally counteract feelings of isolation.

Theme 2. Interest in identity of user.

At a deeper level, users seem to expect (and probably need) a deeper interest in their
identities. Knowles et aJ26] conclude as shortcomings found in 7 out of 8 studies:
GaSyaridArgarie iaientVinckiding bifferent €inichl deeds such as
LIKe@AaAOFt O2Y2NDARALIG e geiated systerh suppbra. | OF &S T2
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Theme 3. Interest in concrete daily issues the user is struggling with.

Users seem to have wish for a form of deeper interest in their concrete daily issues.
Described by Knowles et §6] & aaSyairidAragiride G2 WwWi2s6 L
demands of depression on the user (such as emotional and motivational difficulties,
FYR LINRPOf SYa ¢ A (THs iD2 ¢ase Sof @idtion readd shstem
support. In case the user requests practical advice for daily issues, task related
support in a larger domain than the intervention itself can also contribute.

Theme 4. The ability for the user to refine the commigation process.

As reported by Donkif82] users that were filling in questionnaires about how they

felt, said that the questionnaire did not cover their feelings. Subsequently, these

users had a strong wish to contextualize their answers. Indeed, afmeradive

tool as a questionnaire is perfectly fit for gathering experimental user data, but may

0S tSaa adaadrotsS Fa F O02YYdzyAOlFlAzy G22f
restricted set of categories. Emotigelated system support provided alongside a

more open interaction between user and system (e.g. by meansdifdsgtional free

GSEG 2N FNBS &LISSOKOL O2dzZ R LRISyiGAlLftfe ol
feeling of contributing to its own change process.

Theme 5. The user need for encouragent.

As reported by Donkin et aJ32] and as quoted by Mohf28] ¢ ®® LJ GASy Ga &
FSSRolI Ol 2y 6KSGKSNI GKS2& [-NBa 2K XRES MBS KA
Encouraging users during the intervention can likely be achieved by emetated

system support.

Theme 6. Performance feedback mechamigor user responses.

Somewhat comparable to the statement of Donkin et [82], Helgadéttir[40]

describes that many CCBT programs would benefit from a performance feedback
YSOKFyAaY T2N) dzaSNJ NBalLkRkyaSad ¢KAa ¢2dzZ R
user during their change program. By providing adirecttatdi SR NB a LRy asS alL
received your answers, thank you for your time and effort. Please allow me to
O2YYSyil 2y @2dzNJ I yasSNEE AG g2dxd R FOly26¢f S
analyzing the user responses and by providing feedback-riaile a secod task

related support mechanism could be implemented.

Theme 7. Users coping with experiences of negative affect during their change
process.

Kraft et al[41] suggest that individuals should be assisted in coping with experiences
of negative affect during their change process. They make a claim thatchange
program users struggle with the tension between their aspirations and their actual

30



a0l GdzA FTYR O0SKF@A2NY 5dz2NAy3a (GKA& -aiNUz3Z3ft
regulation is activated in order to alleviate the tension. Too much burden on the sel
regulation process leads to eglepletion[41], astatus of a low level of mental

energy. This status often results in increased relapse vulnerability of which therapy
non-adherence can be considered as a special case. As a way to reverse this ego
depletion process, Kraft et g41] recommend a dose of positive affect, next to a

period of rest for recover. Emotionrelated system support could provide such a

dose of positive affect. The challenge would be to determine the moment that ego

depletion could be close.

Theme 8. Creating a setting of accountability towards the user.

In order to obtain adherenceéo web-based interventions that include human

support, Mohr et al[37] stress the importance of creating a setting of accountability

G261 NR& (GKS dzASNE GGKS AYLXAOAG 2N SELJX A (
Ottt SR dzLlRy (2 2dzaiA¥fe KA& 2N KSNI | OGAz2y:
preconditions & necessary, such as participants that understand and agree with the

benefits of their expected future behavior. Other preconditions are concrete goal

setting and performance monitoring. Tasdated machine support can play a

positive role by remindingte user of their goal set and by indicating which of these

goals have (not yet) been met. One should keep in mind that accountability might be

harder to trigger amongst users who have been assigned to health interventions by

their doctors and who did notnpmarily opt to participate by themselves.

31



Part 2: results and themes found within the studies on VAs with motivational
capabilities

Table 2 below shows the results and the themes that were found in the selected
studies.

Table 2.Themes on supportive VAs

Theme

Explanation

Sources

1. Computers Ag
Social Actors (CASA)

Humans treat media in th
same way as they treat oth
humans

Systeméic search{22]
Hand Search46-50]

2. Open dialogue
between user an
computer

VAs have the ability to havi
an open verbal dialogue wit
users

Systematic searci21]
Hand Search51-53]

3.Visible conversatior|
partner

I nteracti on
faced | eadsnd]
believability.

Systematic searchf17,
19, 22, 23]
Hand Searcii54-64]

4. HumanComputer
relationship

Interactions with an ager
can lead to a relationshij
which is important to keej
users engaged over time

Systematic searclfi24]
Hand Searciii6, 65-71]

5. Measures of th¢
HumanrComputer
relationship.

HumanVA relationship
quality can be measured

Systematic searcii20]
Hand Search:[16, 67,
72]

6. Responsive verbg
and nonrverbal
communication

Computers should have th
ability to notice and respon
to verbally and notverbally
expressed emotions frot
their user, in order to create
more natural interaction

Systematic searchi22]
Hand SearchH62, 73-80]

7. Impact of VAs on
User motivation

There is evidence that VA
can motivate users, which
highly dependent on VA
implementation, context
task etc.

Systemat: search[18]
Hand Search:[56, 73
81-83

8. Methodological
issues within VA
research

Most experiments into VA
face similar methodologice
issues which have to be taki
into account wher

interpreting the research.

Hand Search:84-88]
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Theme 1: Computers as Social Actors (CASA)

A large body of studies on VAs refer to the CASA d#8¢50] as a cornerstone for
studying humarcompute interactions and especially humarA interactions. The
CASA effect demonstrates that humans treat meglia some respectin the same

way as they treat other humans. Various manifestations of this effect have been
described such as:

1 Computers that dislay flattery texts towards their users are preferred by
their users compared to computers that do not display such texts
1 Computers that textually praise other computers are better liked than
computers that praise themselves, and computers tRARONX G A OAT SQ 2 i
computers are disliked compared to computers that criticize themselves
I Users who are partnered with an computer on basis of a color (e.g. the blue
team) will have a more positive opinion on the computer and cooperate
more with it than uses who have to partner with a computer of the
opposite, differently colored team

As an explanation of the CASA effect, it has been proposed that humans have a

strong innate tendency to make social connections with other humans and other

living creatures sth as pets. This human tendency becomes real when objects such

as personal computers demonstrate activities that could be socially interpreted by
theirusers[50]® ! f 1 K2dzZaK LIOQ& Oly | OG &a20Altfesx &
their nonsocial and no#iving status. This seems a paradox: why would a human

user socially respond to a pc while at the same time realizing that a pc does not

warrant it? Nass and Moo[47] NBFSNJ (12 WYAYRES&aaQ o6Fdzizyl
human behavior that the machine can trigger. This mindless behavior will be
displayed as long as it remains socially acceptable. This phemome also
F3a20AF0SR 6AGK GKS y20A2Yy 2F WadaAlLISyarzy
point humans are willing to apply social rules to Amman yet communicative

objects, irrespective of their neliving status.

Theme 2: Open Dialogue betweaiser and computer
A following theme is the ability of computers and VAs to have an open verbal (textual
or speech) dialogue with users. Within regular, day to day Hu@amputer
Interaction events, a user who interacts with their IT system will typicaltivate
preRSTAYSR YSydz 2LJiA2ya &dzOK |Fa GKS Wwal @S
Subsequently, the computer will respond to the request by presenting aupop
window which will enable the user to type in the file name of the document. In such
a close dialogue scenario, the interactions between user and software traditionally
have a taslspecific character (e.g. serve to reach a specific goal such as saving a
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document), have a short duration and are typically initiated by the user (and not by

the compter). In contrast, VAs enable more opended and more relationship

oriented interactions. Interactions between VAs and users can span multiple

guestion and answer pairs and can therefore be interpreted as a dialogue.

The ELIZA stud$3] described an early version of a textual psychotherapists that

3+ @S WOl yySRQ NBalkyaSa (2 dzaSNI |jdzSadtArzzya
text provided and create a responsatmf it without realizing what the user had said

0Sd3ad | ljdzSaidiAazy tA1SY a9tAT IS L ¥S8St YAa
82dz SELISNASYOS TS5t Astead studidstereaieSishgrtlialogied S NI 6 €
contexts to explore the capabilities computers interacting with humans. Examples

are first a study that has shown that a robot taking the role of museum guide who

uses e.g. empathy and humor in his conversation style led to a more positive attitude

towards the robot than the same robot withut this enhanced conversation style

[21]. A second study showed that a VA with high dialog capabilities reached more
accurate answers when interviewing a subject than an agent with less dialog
capabilities[51]. A third study[52] aimed to explorewhere opendialogue options

between users and VAs would lead to. The authors report that when learners are

given opportunities to guide an open conversation, they especially asioptf

questions. For example, learners often want to know about the &ggrQ 2 LIS NJ { A v :
systems, design, purpose, and capabilities. Such conversations seem to serve the
YwiSadAyaqQ 2F 3SyiaQ oAfAGASE RdAZNAyYy3I HKA
02dzy REFNAS&as ftAYAGAST FyR GFALI DA t MyGIABRNERFE |

Theme 3: Visible conversational partner

The following theme is the visibility of the conversational computer depicted as a
(either static or animated) human face. According to Li§Bflj the human face has

a special status in human to human communication as it has often been identified as
the most important channel for conducting trust and believability Listti states,

the face as a communication channel has a higher status than bodily regions such as
posture and gesture[55]. Multiple studies have supported this notion by
demonstrating that users preNBE R (G2 Ay dSNF OG gAGK | Wil f ]
only interface[63], an anthropomorphi@gent together with a human voice has led

to greater agent credibility[54], visible agents have led to greater positive
motivational outcomeg$62]) and task performancg4]. Besides empirical research,
there are multiple theories that support this notiorhe theories that were
mentioned in the included sources are listed and explained in Table 3.
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Table 3.Main theories and effects of visible VAs

Theory Explanation Source
Theory  of| When in the presence of othergeople perform [64]
Social learned tasks better and novel tasks worse. Empi

Inhibition/ results have demonstrated that this principle :
Facilitation | applies for the presence of VAs.

Social By adding avisible VA as a screen tutor the soc| [60]

Agency interaction schema is primed, which will cause

Theory learner to try to understand and deeply process
computer delivered instructions

Social Humans derive their knowledge, aities, behaviol [17, 23]

Modelling/ | and goals by observing and imitating the surrounc

Social social agents.

Learning

Theory

Situational | Pedagogical agents are helpful when there is a ne| [56]
Dependency| increase companionship and decrease complexity

Social People prefer equitable relationships in which | [57]

Exchange contribution of rewards and costs are roughly equd

Theory This equity principle also applies to huremmputer
relationships.

Persona The presence of a lifelike character in an interac| [58]

Effect learning environmedteven one that is nc

expressivd can have a strong positive effect |
student 6s perception ol
Image Image of a VA is not a key factor flearning, the leve| [60]
principle of animation of the VA is the key factor for learning

Despite these positive experimental results and theoretical support for a visible,
humantlike personal computer, the visibility subject is somewhat controversial.
Strong claims against the human face are provided by Noifd@jry his statement

that a human face triggers false mental models and thus creates wrong user
expectations. Other critique is provided by Rajan ef&d] who demonstrated that

it is first and foremost the voice (and not the visibility of the VA) that is responsible
for positive learning effects.

Theme 4: Huma#V/A Relationship

A fourth theme is the concepthat regular humarcomputer interaction events
result in a relationship. Routine interactions between a user and their computer
should be regarded as contributions to this hur@mputer relationship, as is
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argued by Bickmore et dl16]. Although this relabnship may be implicit, it has an
impact on the user. The relationship plays a role even in case no relationship skills
(e.g. empathy, humor) have been designed and built into the machine.
The question arises whether a VA with a relationdbipused degjn could behave

and be perceived as a competent social actor. This quality of the VA as a
conversational partner is impacted by:

1 Interaction duration As described by Kramer et §f0] getting people
engaged with VAs is easy, but keeping then engaged over time is much more
challenging. Bickmore et dlL6] (on physical activity) and Creed et [&@6]

(on fruit consumption) conducted emotional virtual coach sasdthat
spanned more than 28 days. They both found that deploying the emotional
VA did not result in user behavior changes, but that users in general
preferred to interact with the emotional virtual coaches.

1 Natural vs forced interactiarGulZ68] suggests that most VAs studies force
the humancomputer relationship too much. Users have no other option
than to interact with the VAs they are confronted with.

1 User personalityVon der Pitten et a[71] make clear that it depends on
the personality of the user how the humamomputer relationship will
develop. They demonstrated that 5 user personality factors were better
predictors for the evaluation outcome of VAs than the actual behavior of
the VA.

Theme 5: Measures of the HumawA Relationship
The literature found mentions two regular measures with regards to the Huvhan
Relationship.

1 Measure 1: Working Alliance
Working Alliance is a construct that originates from the psychotherapy
literature andt & 0SSy RSAONAROSR |a aGKS & NYzAG
and patient have in each other as teamember in achieving a desired
2 dzii O g7¥¢|SBickmore et al[65] applied the working alliance inventory
in their 30day longitudinal study W a VA acting as an exercise coach.
Participants who interacted with a VA with relational behavior enabled
(empathy, social chat, form of address, etc.) scored the VA significantly
higher on the Working Alliance Inventory compared to participants who
interacted with the same VA with the relational behaviors disabled.
1 Measure 2: Rapport
A second important humanomputer relationship measure is rapport.
whk LILI2 NI Kla 0SSy RSaAaONAROGSR Fa atkKS Sad
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among interaction partners byapidly detecting and responding to each
20 KSNRa vy 2y J3aND Mdasuréntent lofdrappditEhas been
conducted by Gratch et g67] in their evaluative VA study. Their results
showed that the experience of rapport was of a comparable level compared
to a faceto-face (i.e human interlocutor) condition.

Theme 6: Responsive verbahd nonverbal communication

Within human to human communication, the exchange of svenbal information

plays a key role. Social psychologists assert that more than 65% of the information
exchanged during a persén-person conversation is conveyed thighu the non

verbal band[74, 80]. The nonverbal channel is said to be especially important to
communicate soci@motional information. Sociemotional contenf75] is vital for
building trust and productive human relationships that go dxey the purely factual
andtask2 NA Sy 1 SR 02 Y Ydzy A r5idés2riped thé uausl impat S i
of user and (synthetic) computer emotions as an affective loop which is pictured as
follows:

1 The user first expresses their emotion through verbal and physical
interaction with the machine, e.g. through detectable gestures, usage of the
keyboard or spoken language

1 Then, the system responds by generating affective responses, through
words, speechanimation and theoretically also colors and haptics

I This response affects the user in such a way that they become more
involved in their further interaction with the computer

Concerning the importance of the affective loop, there are two stances:

I Stancel: Responsiveness of VAs (affective loop) is a critical condition for
prolonged user interactiorDoirado et al[77] confirm the importance of
the affective loop mechanism and state that a VA that lacks the capacity to
understand the user and the capability to adapt its behavior (a-non

NBaLl2yaAi@sS =! 0 gspdndion of Nidbeligf. ( KS dza SND&

1 Stance 2: Autonomy of VAs (no affective loop) is a sufficient condition for
prolonged user interactionRosenberegkima et al.[62] deployed an
autonomous (i.e. nomesponsive) VA that introduced itself and provided a
twenty-minute narrative about four female engineers, followed by five
benefits of engineering careers. The VA was animated and its voice and lip
movements were synchronéd. The VA acted autonomously ; interaction
between participants and VA was purely restricted to the user clicking on
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the button for text topic. The results showed that the sefficacy of the
users and of their interest in the subject presented wasifitantly higher
within the VA + voice condition compared to the veady condition. In
support of these results, Baylor et §4] state that people are willing to
interact with anhropomorphic agents even when their functionality is
limited. As she indicates the mere visual presence and appearance will in
some contexts be the determining factor and not so much its supportive,
conversational or animation capabilities.

Theme 7: Impacbf VAs on user motivation

Meta-studies and reviewf68, 80, 84, 85, 88] have reported on claims and evidence

for positive VAs effects on learning, engagement and motivation.
Schroeder et al. reviewed 43 studies and conclude that pedagogical agents have a
small but significant effecon learning as ultimate outcome. Within their study,
Schroeder et al[80] did not make a distinction between responsive and fion
responsive VAs. Specific research with regard to motivating users has also been
conducted by deploying responsive VAs with the task to notice user frustration and
empathicallyrespond to it. Autonomous delivery of warmth and empathy by VAs
towards users has shown positive effects, and studies show that this effect may be
larger at the time the user experiences frustratipr3, 85, 87]. All together the
evidence for VAs that are capable of motivating users isdréxel inconclusive. VAs,
whether they are noresponsive or responsive, provide a positive user experience
as a result of their entertainment capabilities. Responsive VAs when specifically
designed to detect user frustration and to empathically respondttdave also
empirically demonstrated positive effects on user attitudes. However, these positive
effects have not yet been found in ecologically valid context but only within
constrained contexts such as games with clear win and lose rules and astafesul
systemgenerated moments of user frustration.

Theme 8: Methodological issues within VA research

The inconclusiveness regarding VA evidence as mentioned within the previous
theme is claimed to be caused by methodological is§88s88]. Methodological
issues make it difficult to compare study results and to draw generic conclusions.
One of those issues is the difference in-aps amongst VA studies. To nhame a few:

9 Different modalities used for output: (synthesized or natural) spemdiext
1 Different levels of responsive emotional behavior; from textual responses
projected alongside a static VA to figeained VA facial expressions
AYGSYRSR (2 YANNERNI (KS dASNDAE FlOANE &
1 Different roles: tutor, peer, interviewer, coach
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1 Different implementations/ different computer code applied as Artificial
Intelligence to steer the VA with code based on different behavioral
theories

Many of these issues can be resolved by using a common, open research platform
for VAs, such as the ritial Human platform as provided by US8#]. Other issues

can potentially be resolved by a common design framework for VAs as proposed by
Veletsianos et al. with their EnALI framewd8¢]. Concerning the duration of the
change programs several studies (&b, 66]) stress that the majority of virtual
coaching studiesoncern short time spans of hours, which makes it difficult to study
the development of the humagomputer relationship and to realize effects on user
behavior. Both Bickmore et al. and Creed e{@éb, 66] conducted emotional virtual
coach studies that spanned more than 28 days. They both found that deploying the
emotional VA did not result in user behar changes, but that users in general
preferred to interact with the emotional virtual coachesltogether Dehn and van
Mulken[85] & dzY YI NAT S GKS &Addzr A2y | a F2fftz26ayY
whether an animated interface improves humaompute interaction does not
appear to be the appropriate question to ask. Rather, the question to ask is: what
kind of animated agent used in what kind of domain influence what aspects of the
dzZa SNR& | GGAGdzRSE 2NJ LISNF2NXYIyOS ao
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Discussion

Part 1 of thisScoping Review aimed to explore what is known within the literature
about what support a human needs to keep on being motivated and engaged during
usage of an eHealth intervention. We found various user needs and issues related to
support, which we dividethto the following two main categories:

I Task related system supppdoncrete performance related fedahack

1 Emotion related system supppgupport that had a empathic nature
It appeared that both task related support and emotion related support aralesty
expressed user needs. Both needs therefore merit further attention in terms of
research that aims to improve user adherence.

Part 2 of this Scoping Review aimed to give insight into the potential of VAs to deliver
effective task related or emotiorelated support to humans.

On a high level, the following two kinds of VAs were distinguished:

1 Nonresponsive (autonomous) VAese VAs are not endowed with senses
G2 wasSSQ 2N WK Sverbalsigink that BSUSE bxpresgedld y 2 Y
and logicdly also lack the capacity to interpret these signals. The VA is
visually present to send out motivational messages intended to keep the
spirits up. Advantages are that these kinds of VAs have demonstrated that
they can engage users. Disadvantages are filvated presence of the VA
runs the risk of annoying the user and can therefore become counter
productive.

1 Responsive VAShese VAs have the capability to capture and analyze the
verbal and/or norverbal signals sent by the user and emotionally respond
to them. These VAs are set up with the intention to understand the user
and to adapt their behavior accordingly. Advantages are that these VAs can
tap into the rich sources of verbal and nwarbal information as
spontaneously and freely provided by humaHswever, disadvantages are
that realizing a VA that does understand the user is a heavy task, requiring
costly computational modeling of user BDI (Believe, Desire and Intentions)
and affective loop facilities with a high chance of failure.

Table 4 below ssociates the themes from part 1 with the themes addressed within
part 2, and indicates if responsive or rogsponsive VAs can address the user need.
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Table 4.User needs with supportive elements, associated VA features and the needed le
responsiveness of the VA

User need or| Supportive Element Associated VA Features Needed
issue responsive
ness

1. Overcome| Taskrelated supportcan fulfill this | - Computers as social actorg A nor-

user feelings of| need by setting and reviewing logj - Visible conversation partne| responsive

isolation goals - Humancomputer| VA is
Emotion related supportan fulfill | relationship sufficient
this need by establishing
supportive relationship

2. Interest in| Emotion related supportan fulfill | - Computers ascgial actors | Not any VA

identity of user | this need by providing the user wif - Open dialogue is currently
the opportunity to talk about th| - Visible conversation partne| likely able to
impact of the disease on havir| - Humancomputer| address thig
become a patient. relationship user need.

- Responsive verbal and no
verbal communication

3. Interest in
concrete  daily
issues the user i
struggling with

Emotion related supportan fulfill
this need by asking the user abg
their daily experiences and issues,

- Computers as social actors
- Open dialogue

- Visible conversation partne
- Humancomputer
relationship

- Responsive verbal armbn
verbal communication

A responsive
VA is
necessary,
further
research is
advised.

4. The ability for

Emotion related supporprovided

- Open diabgue

A responsive

the user to refing alongside a more open interacti VA is
the between user and system necessary,
communication further
process research is
advised.
5. The user nee Emotion related supportould be| - Motivational effects A non
for delivered in terms of e.g. praising t responsive
encouragement | user VA is
sufficient
6. Performance| Task related suppoxtan fulfill this | - Computers as social actor§ A nor-
feedback need by - Visible conversation parer | responsive
mechanism forfr evi ewi ng t he u -Humancomputer VA is
user responses.| and by providing corrections in cag relationship sufficient

the user made factual errors

7. Users coping

Emotion related suppoit the sense

- Responsie verbal and non

A responsive

with of providing a dose of positive affe¢ verbal communicatior] VA is
experiences of at the right moment - Motivational effects necessary,
negative affect further
during their research is
change process advised.

8. Creating a| Task related supporcan play a| Computers as social actors | A non-
setting of | positive role by objective gog HumanComputer responsive
accountability setting Relationship VA is
towards the usel sufficient
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Principal Results

Non-responsive VAs

As described within table 4 above, nogsponsive VAs are capable lt#lping out
users with lighter/ more straightforward motivational tasks as described within the
themes 1, 5, 6 and 8. Nemesponsive VAs provide a likely solution to engage users
which will deisolate these users to some extent. A A@sponsive VA can gvide
taskrelated support such as setting and reviewing login goals and ematiated
support by the delivery of supportive messages (theme 1).-idsponsive VAs are
capable of motivating users by techniques such as praising (theme 5), delivering
performance feedback (theme 6), and setting an expectation level towards the user
(theme 8).

Responsive VAs

In contrast to norresponsive VAs, responsive VAs are capable of performing more
complex motivational tasks as described within the themes 3, 4 andirgt, F
responsive VAs are capable of having a dialogue with the user during which concrete
daily issues the user is facing, can be effectively discussed (theme 3). Further
research should focus on effective counter measures for users losing interest
interacting with responsive VAs during longerm interactions (e.g. 40 weeks

with daily contac{65]. Logic#ly, only with maintained user interest, concrete daily
issues will be discussed and VAs can prove to be effective interlocutors. Second,
during a dialogue the user can communicate what they are experiencing, which can
serve as an alternative to filling & questionnaire. This provides the user with the
ability to refine the communication process (theme 4). Further research should focus
on the accompanying technical and conversational complexities of such a refining
dialogue. Thirdly, a responsive VA &pable of assisting users who cope with
experiences of negative affect during their change process (theme 7). However,
current experimental setips can only artificially create an subsequently mitigate a
moment of frustration. Further research on VAs thd¢tect and respond to
spontaneous user emotion, should be conducted.

Not addressable by either responsive or naasponsive VAs

Dialogues between user and VA on deep, personal issues and identity related
matters (theme 2) are currently technically too mplex to realize. Smooth
interactions are a necessary condition for VAs to become and remain a trustworthy
counterpart. None of the VAs found is capable of truly meeting this condition of
smoothness. These dialogues could therefore at present be besedantit by a
human support provider.
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Design factors for both responsive and naasponsive VAs

The VA literature of part 2 e.§p5, 73] gave indications on successful design of VAs.
Some design factors seems to be generically of value, irrespective of deploying either
a responsive or nomesponsive VA withiran eHealth intervention. First, it is
recommended 73] to communicate thentention, capabilitiesandlimitations of the

VA to the user. That is: The VA presents itself (e.g. as a coach, tutor or peer) before
the start of the intervention and behaves according to its role and does so
consistently. This way, the user will have clear expectations. Secondly, it is
recommendable to provide users with the control over the presence of the VA,
especially during longer term interactions. This will avoid annoyance amongst some
users as reported byl6]. Thirdly, it is recommendable that the VA has short
dialogues with the userthéd | NB NBAGNAOGSR (2 a3aINBFaiAy3
the user following the eHealth program. Systems that permit open dialogues with
VAs often result in dialogues during which the VA is playfully t§8#d By limiting

the scope and length of the dialogueke VA willmore likely keep up its credibility

as limited yet helpful interlocutor.

Limitations
This review has several limitations. No quantitative analyses were done and selection

of the articles was done by interpretation of the reselaers.
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Conclusion

¢CKA& adGdzReé FAYSR G2 f Ay lbasédRnSeNnal néalth F 2 NJ
AYGSNBSyGA2ya (2 GKS WadzZlJX eQ 27T 4&adzZJli2 NI
Spontaneous empathy and the explicitly expressed intentionoofresponsive VAs

to deliver user support is likely teesolve some of the lighter motivational issues
eHealth users are currently dealing witkesponsive VAgve even larger potential.
However, they are more costly to realize and they create higher user expectations,
which lead to a higher risk of failurk.may therefore be reasonable to first further
explore the possibilities of neresponsive VAs and investigate what their added
value may be in real world wettased mental health interventions. As a second step,

it could then be explored if there is a rebéor responsive VAs and in what contexts.
Kramer et al.[57, 70] suggest that humans prefer equitable humeomputer
relationships in which the contribution of rewards and costs are roughly equal. It is
therefore an interesting hypothesis to empirically investigate whether such VA
behavior can entribute to a more balanced humatomputer relationship.
Especially within a context during which users are asked to perform effort requiring
tasks (such as learning or working on behavior change), a dose of positive affect may
serve as an effective cougrtbalance to the user effort invested. Put differently; in
case that the computer is not onlemandingthe user to perform tasks and invest
time and effort but also activelyproviding support, the humarcomputer
relationship may become more equipollent. Such an equipollent relationship will
hypothetically last longer and stimulate wddased intervention adherence.
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Abstract

Background:Prior research has shown that the more patients know about their
disease, health, and lifestyle the better the health outcomes are. Patients who are
suffering from either physical diseases with mental consequences or from mental
illnesses can independentbpntribute to their own feeling of mental welleing by
following evidencebased onlineselfguided therapeutic interventions. These self
guided therapeutic interventions during which there is no contact with a care
provider have shown high effectiveneddowever, users (patients) of segifiided
eHealth interventions have difficulties fulfilling the entire trajectory as is mirrored in
high nonadherence rates. Users have reported a need for support, that is
traditionally provided by human care provider3his study investigates the
opportunities from within the technology to increase its support level toward the
user.LG A& (1y26y (GKIFG 9Y02RASR / 2y@SNAEIFGAZ2Y
support towards users of eHealth interventions

Objective: The objetive of this paper igo experimentally explore the potential of
an Embodied Conversational Agent to support an user of an eHealth intervention.

Methods: We deployed a pedagogical agent acting as an adjunct to @sielkd
positive psychology psyckeducdion intervention. This agent provided instructions
and user support in between and explicitly not during the online learning modules
as to avoid the risk of distraction. By deploying three versions of a pedagogical agent,
varying the features of animatigrspeech, and visibility we investigated whether
users felt more supported than by a fourth teswly control condition. All four
conditions provided similar taslelated support and emotiomelated support to the

user.

Results:The results of showed thatur pedagogical agent made users feel guided
and supported with respect to fulfilling their tasks. However, our pedagogical agents
was not able to demonstrate effects of emotioalated support resulting in higher
user motivation and an improved learningperience Significant effects of visibility
and voice were found, but animation of our pedagogical agent had no e@acthe
feedback outcome variable we found a gender effect. Male participants graded the
visible9 / ! higlderthan female participantsrad graded thenon-visibleECAower

than female participants.

Conclusion:Our experiment showed positive ECA effects when providing- task
related support to users of a psyctealucation environment. The ECA as a GUI

seemed to make the task easier than teliowever, our ECA was not capable of
54



demonstrating effects as a result of its emoticelated support. This may be due to
the friendly setup of our experiment, that failed to bring users to a distressed, need
for-support mental state.

Keywords: eHealth; webbased intervention; embodied conversational
agent; virtual agent; virtual humans; adherence; attrition
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Introduction

eHealth is about the use of information and communication technology to
reinforce health and health care. It refersflarms of prevention and education,
diagnostics, therapy and care delivered through digital technology, independently
of time and placeAn important branch of eHealth consists of technological self
care solutions such as home telemonitoring applicatiorsd firovide patients with
direct insights through selhonitored data. Other selfare solutions focus on
teaching indirect insights, leading to competence (disease knowledge) or disease
management (making choices, acting responsibly) (Peeters et al, Rd3)arch
showed that the more patients know about their disease, health, and lifestyle the
better the health outcomes are (Kennedy et al. 2017). Technologicatarelf(e.g.

for chronic diseases) often goes hand in hand withisglhagement as a practice
the ability to actively participate in the management of health with the emphasis
on physical and mental wdlleing. This involves medical management; changing,
maintaining, and creating meaningful behaviors and dealing with the emotions of
suffering fran chronic disease(sh.¢rig and Holman, 2003Jhe question is

whether selfmanagement can be independently done by patients, that is without
the help and support of a care provider. More precisely, the question is whether
patients who are suffering fromither physical diseases with mental consequences
or from mental illnesses can independently contribute to their own feeling of
mental weltbeing.Meta-analytic studies (Barak et al., 2008, Spek et al. 2007) have
demonstrated the effectiveness of sgjtiided therapeutic interventions during

which there is no contact with a care providBrespite the effectiveness, patients
show mixed opinions on these sgifiided interventions. On the one hand patients
report positive experiences with seajuided interventims (Walsh et al. 2018)
However disadvantages have also been reported by patients,

such as the lack of human contact (Flynn et al., 2009).

Especially in case of sglfiided emental Health interventions against depression,
adherence can be lovws¢hubart et al., 2011). Low adherence is-epbmal as

greater exposure to website content is associated with increased benefit (REF
Christensen Helen et al, 2004pbvious followup questions are thereforerhy

users do not adhere and even mdrew adherence can be stimulated. There seem
to be no final answers to these questions but cues are certainly available.

A meta-analysis of the effectiveness of diabetes interventions suggests that

LI NGHAOALI yGAQ RATFTTAOAAL G AbSsad iteryentdn§ RS NBR G F Y RA
led to higher noradherence rates (Lie et al., 2017)

In addition, some studies relate diseasgecific effects such as severity to

56



adherence, with a high levef emotional distress leading

to early dropout (Davis and Addis, 1999).

In termsof solutions, the provision of support to enable patients to be confident

and capable in managing health conditions is generally considered an important

factor (de Silva, 2011, Wilkinson and Whitehead, 2009). In addition, there is

empirical evidence thahe lackof such a supportive relationship is associated with

low levels of motivation to engage in selire and may as such leadrion

adherence (Bickmore, 2010, Drench et al. 2007).

In conclusion, user support is a relevant topic for user adherehoe next

question is what kind of support users need. In order to answer this question, in an

earlier study, we have analyzed (Scholten et al, 2017) studies on support needs as
expressed by eHealth users. We found that users have a need to be encouraged
(emotion-relatedsuppor) but also value practical suppotagkrelated suppor).

EmotionNB f i SR &adzlJLI2 NI | O1y2¢6f SRISa 020K GKS
change program and the originating issue the user is dealing with. It can be

delivered in terms of @ising the user, and by other types of encouraging behavior.

In contrast, taskelated support consists of actions such as setting and reviewing

log-in goals of eHealth interventions, positively reinforcingilo@nd intervention

use and providing answets users on questions regarding the functionality of the

eHealth solution.

We suggested that fairly simple noasponsive Embodied Conversational Agents

09/ 1 Qauv OFy LINE-ZmtBSupport ¥i Srbley'td make2shiiided & |
interventions a beter experience. Embodied Conversational Agents are computer
FYAYlFLGA2ya 2F FLFL0OS& 2NJ 62RASATI WNRoz2Ga 2y
and video based seffuided eHealth interventions with an interface that has

stronger similarities with a humanda. Furthermore, they personify the interface

and can contribute to a feeling of trust in the system. (Andre and Pelachaud, 2010).

9/ 1 Q& FNB | LILX ASR S6AGKAY @I NA2dza O2y (dSEda”
2009), intelligent tutoring system®(Mello et al, 2007), museum guides (Kopp et

al, 2005) conducting medical interviews (Kobori et al, 2018), and providing therapy

for depression and anxiety (Fitzpatrick et al, 2017)

2 A0KAY FEf GKA&A 9/! @GFENARSGes ¢S F2£0dza Ay |
learning coach or tutor within-4earning environments as ajlearning (psycho

education) is one of the cornerstones of sglfided ehealth interventions and b)
O2yaARSNIOGES LINPAINBaa Ay GKS LI AOFGAZ2Y
learning has been made, which has created a solid basis for further research.
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Indeed, promising ECA effects have been found-taming. Within the metastudy

of Schroeder et al. (2013) on 43 studiesliding 3,088 participants, a small but

significant effect was reported on learning. The participants learned more from a

system with a pedagogical agent, than a system without one. Next to learning,
LR2AAGAGS STFSOGa 27F 9/ ! Qton KhHe h&tastad$ &y F 2 dzy F
Veletsianos and Russell (2014) reports on studies in which learner motivation and

learning outcomes are promoted by pedagogical agents. However, the evidence is

not equivocal as their metatudy also refers to studies in which thegagogical

agents did not demonstrate added value compared to text only conditions. They
summarized these mixed results as a conundrum which is open for future research

to resolve.A research topic that often goes together with the effectiveness of
pedagogral agents is that of the modalities (eg speech, animation) of the agents

used. The relevance of the modalities for learning is expressed by the social cue
hypothesis (Domagck, 2010) that states that the presence of social cues cause
learners to engage isensemaking processes and processing the learning material
RSSLIXteod {20AFt OdzSa |a NBLNBaSYiGSR oé& GKS
and animation shouldaccording to this hypothesihiave a positive impact on the

learning process compared & sheer textual environment.

Effects of ECA modalities of speech and visibility elearning

9ljdzl f G2 GKS ST¥FSOGa 2F 9/!'Qa lFa || ¢gK2fS:3
GAAAOAfAGE GAGKAY 9/1Qad Ad YAESRD ! (1 Aya:
performed better than an d¢earning environment that lacked an ECA. This positive

effect was replicated by Lusk and Atkinson (2007) and also Graesser et al. (2004)

came to the same conclusion. In contrast, Louwerse et al. (2005) report on studies in

which pedagogical agents using speech had no additional effect compared to speech

alone. Stateddifferently: those studies suggest that it is solely the speech that
determines the learning effect and not the visual presence of the ECA. Schroeder

(2013) found that speeecBy I 6t SR 9/ ! Qa LINRPGARS | o0SGdS
YSI & dz2NB a -fiXKa aftngueadirdriiients. Schroeder therefore suggested

that -contrary to the Louwerse et al statemerit KS 9/ ! Qa @A&AAO0AT AGER
their voice is more beneficial than voice alone. A potential way to reconcile these

O2y ¥t AOGAYy 3 NI A dityi dhay BeyprovidédS by $he lcaddept @A &4 A 0 A f
distraction which is also described as thplit-attention principle (Louwerse et al.,

2005). According to this principle, users are hindered to engage themselves in the

learning process, when they are obliged to sitaneously interact with an ECA. Van

adzt {Sy>x S Fftod omppyyv F2dzy R GKFG 9/! Qa N
a2NBy2 FtYR al@SNJ o6unnto OfFAY GKIFIG GKS 9/
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their distraction in order to facilitate learning. Véee unaware of studied on design
guidelines for optimizing user motivation while minimizing user distraction.
However, there are solutions to the attention split. An ECA can provide motivating
instructions in advance of anlearning topic, somewhat compaille to a traditional
teacher in a classroom. Then, the user is asked to start working on the topic, without
further interference of the ECA. As a consequence, the user can both dedicate their
full attention to first the ECA and then to their own learnimqyocess.
Finally, a design argument in favor of a visible ECA, as a source for either speech or
text, is provided by Cassell (2001). Cassell states that properly designed interfaces
have affordances and visual clues that are in accordance with their$pkeech does

not appear spontaneously; it therefore makes sense to present the ECA as its visible
source.

Effect of the ECA modality of animation onlearning

Technological advances have also made it easier to animate agents, instead of
presenting themas a stillimage. However, limited knowledge is available on whether
these animations have advantagd®aylor et al (2003) investigated the effects of
pedagogical agent speech (human, mackjemerated) and animation (present,
absent) on learning and mafttion, Animation gave somewhat contradictory
results: participants learned significantly more but also reported that the agent was
significantly less facilitative than when it was still. In addition, animation made the
participants significantly less matited about the topic. In contrast to these results,

{ OKNBSRSNJ SiG f NBLR2NISR GKIG adAatt 9/1 Qa3

STFSOGZT 6KSNBIF& YyAYFIGSR 9/1 Qa ySAGKSNI

Expectations on ECA research withithe domain of selfguided ehealth
interventions

In summary, the literature tells us that a visible speedabled or textenabled ECA
has elearning benefits compared to no ECA at all. An importantgoredition is that

the ECA will make a clear distiiwet between the moment it communicates to (or
interacts with) the user and the moment they let the user learn. Whether an
animated or still ECA is the better solution is open for further investigation. Within
the context of this paper, we will concentrate the elearning domain within an-e
mental health context, with patients as the targeted user group. Within this
perimeter we will define what we can and should expect from an ECA. For this, please
see the schematic picture of the research domain thatpresent below in figure 1.
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Human care provider

Psycho-education e-health intervention,
(therapist or coach)

mainly text- and video-based

i i
1. One-way communication from intervention to user. 1. Natural, two-way communication via speech

Interactions are restricted to the user clicking options

within the menu 2. The therapist is aware of the user’s emotions

2. The intervention is unaware of the user’s and capable of responding
emotions and therefore not capable of responding

3. Therapeutic face-to-face context requires

3. Anonymous context requires limited client
client commitment to engage in the interaction

commitment, the user can stop ‘with a click’

4, Limited relationship building techniques 4. Relationship building can be contributed
available for the intervention. The client has no to by both the therapist and the client
means to contribute to building the relationship

Figure1¢ KS € STi | yR NARIK{G 02 dziemtaNtleditt F2NJ 9/ ! Qa | & | Readzy

On the left side we place a classic gplfded ehealth intervention, such as

MoodGym (https://moodgym.com.au/Within this type of intervention, the user is

typically asked to read information and do exercises in order to improve their mental

being. TheA y il SNIBSyYy A2y R2S&a y2i WwasSSqQ 2N WKSI N
understand the user and will therefore not be capable of expressing personal
interest. On the right side we position a (idealized) human care provider who can

and will interact with theuser. He/she can hear and see the user, will take their

emotions into account and respond appropriately by eg expressing empathy.
2A0KAY Ylyeée SELSNAYSyGlt &addRRASaz 9/! Qa |
processes that hinge to the right side &6 & LJISOG NHzy® ¢ KS&asS 9/ ! Qa
of triggering social mechanisms that play a role within 4mey human to human
communication. Within this paper we opt for a different approach. Our aim is to find

out whether we can make improvements on the lefdes can we realize user

experience improvements on a textnd videebased selguided emental health

intervention by adding an ECA that makes users more engaged and motivated? We
choose this approach for the following reasons:

I Most evidencebased seHlyuided ehealth interventions are textand
videoo F &SR YR dzyl 61 NB 2F dzZaSNEAQAKREBIAZ2Y.
interventions. If we want to improve adherence to the present base-of e
health solutions, and build upon the existing work done, we havstart
left.
1 By separating the therapeutic content from the user support aspects,
existing evidencéased seHyuided ehealth interventions can remain
dzy I t GSNBRd® 9/ 1 Q& OFy 6S FRRSR | & | Ra2dzy
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support, without interfeing with the functionality and evidence for the
intervention.

1 ¢KS 9/1 Q4 6S Sy@rarzy |NB gARSt @
positive ECA effect they can be fairly easily implemented withinesed
environments.

The aim of our study is to iegtigate whether a straightforward, nemesponsive ECA
that delivers both taskand emotionrelated support to users of a psyclealucation
intervention, will result in higher learning motivation amongst users as a remedy to
enlarge adherence.

Material andMethods

Recruitment of participants

We started the recruitment process by adding the experiment as an option to the
university of Twente €ealth MOOC that is offered on the FutureLearn online course
platform (https://www.futurelearn.com/). As the recruitment process of
participants did not have the required pace, we decided to expand it. We recruited
bachelor and master psychology students at the university of Twente]. In total 230
participants were includedAs an inclusion criterion we set a high level of mastery of
English. As an exclusion criterion we set participation in asprdy with the ECA.
The study protocol was reviewed and approved by the Twente Institutional Review
Board.

Design

ToinvestigateK S RAFTFSNBY Al 2dzi02YS STFSOGa
mentioned within the ECA literature, speech, visual presence of the ECA, and the
level of animation, we set up conditions with the following distinctive ECA features:

1 The ECA is animatédl) vs the ECA is a stillimage (2) vs the ECA is not visible
3)
1 The ECA expresses itself via speech (1) vs text (2)

Out of the six combinations, we left out animated, text (mpeech) as a key

I D A

27

StSYSyid 2F GKS 9/ ! Qa | gyhcYwhibhivieyivould 2ogea A & G S R

without speech. In addition, we left out the option not visible, speech as a voice
without a  visible source would create an unusual -gpt

61


https://www.futurelearn.com/

This way, we created the following 4 conditions:

AS = animated, speech (ntext),
SS sstill, speech (notiext)

ST = still, text (noespeech)

TO (control condition) = text only

AP wbnRE

The study design was a betweenbjects experiment with the beformentioned

four conditions to which participants were randomly assigned usimglomization
software; AS (58 participants; 44 female, 14 male) SS (58 participants; 46 female, 12
male) ST (55 participants; 49 female, 6 male) TO (59 participants; 43 female, 16
male).

Intervention

An elearning intervention for making people knowledd@a about positive

psychology was set up. Positive psychology focuses on the abilities of people and

their potential to flourish. Positive psychology was chosen, being a relevant topic

within the ehealth domain; a number of treatments against depression lzased

on positive psychology principles (Hayes, 1999). In addition, positive psychology and
happiness are subjects that are of general human interest. As we assumed, this

would make it easier for participants to engage with our experimentalupet

The selfguided intervention was developed by analyzing the positive psychology

topic (Gable, 2005) and creating a combination of theory and exercises, including the
NBYdzy SN} SR WiKNBS FI22R GKAy3a SESNDAASQ 6
good-things) YR WoSald SERNAADSS GBS WEYSNI Si
A WordPress website (version 4.9.7) (https://wordpress.org ) with 4 webpages was

created, each representing a condition. Thedearning intervention on positive

psychology was embedded as an onlinicidsoft PowerPoint presentatighand

placed on the left side on each of the 4 webpages. On the right side of the 4
webpages the user support content was added, as to represent the 4 conditions. The

user support consisted of tagkB5 I 1 SR & dzlalbXhisl@xkpeoniem Fodwilt & A (
NBIR Fo2dzi LRAAGAGS LlaeOKz2f23& |yR &2dz 47
AdzLILR2 NI 60Sod3d oSttt R2YSHeé0® LY |FRRAGAZ2YZ
of the exercises outside of the experimeAn explicit distinctbn was made between

the instruction as delivered by either the ECA or the 4@ty control condition on

the one hand and the user learning activities on the other hand. This was done to

avoid the splitattention effect (Louwerse et al., 2005). During mstion on the

right side of the webpage, the user was told what learning modules would come

next. Then the user was asked to click on the left side of the webpage and de the e
learning. When the 4earning module had come to an end, the user was askegto
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to the right side of the webpage for new instructionSor the animated (AS)
condition an ECA was created through the Voki application (https://www.voki.com),
see figure 2 below. For the other 3 conditions, a second Microsoft PowerPoint
presentation wasembedded on the right side of the page and added a still of the
ECA (SS and ST conditions) and speech fragments (ST condition) or textual
information (ST and TO conditions).

UNIVERSITY OF TWENTE.

EXPLANATION OF THE EXPERIMENT

SHORT ONLINE POSITIVE PSYCHOLOGY
TRAINING

START ON THE RIGHT SIDE FOR YOUR
INSTRUCTIONS

Figure 2. The elearning intervention. On the left side of the webpage theueational content is
displayed, on the right side the support condition with directions @etated support) and
encouragement (emotiomelated support) in presented. The example shown is the AS condition;
animated, speech.

Procedure

The webpages were ponline and the study was run without human supervision to
simulate the selyuided ehealth intervention context. Users were provided with a
URL that led to the Qualtrics system (https://www.qualtrics.com). A randomization
software module redirected theasers to one of four webpages. On right side of the
webpage, the users received instructions through the ECA or instructional
PowerPoint. They were asked to do the reading of the Positive Psychology
PowerPoint on the left side and then to come back to it&tructional side of the
page for following instructions. This way, the users received instructions, performed
an experimental task, received positive feedback and new instructions. After the
introduction, this cycle was repeated twice. Then the usersawedirected from the
WordPress website to the Qualtrics environment to fill in the questionnaires.

Outcome measures

For the outcome measures, a variety of scales was seleEiest, the EGameFlow

scale (Fu et al, 2009) was selected, which measures3eldth Q Sy 2&an§y i 2 F S
games. The developers of this scale refer to the application of flow theory within
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education (Whalen and Csikszentmihalyi, 1991) and argue that the flow experience

is a precondition for successful-karning. Autonomy and fedzhck have been
implemented in the EGameFlow scale as a means to measurediasid support

as provided by the Graphical User Interface (GUI) of tleaming environment. This

suited very well with the purpose of this experiment, in which there wasianta
YSIadiNE GKS RATFTFSNBY ( adlated aBF antotidiedated2 T 9/ ! Q
support provider. From both the feedback and autonomy scale three items on the

basis of validation were selected and on the basis of the distinctive formulation of

the quegions. Both scales use asevedl2 Ay i [ A1 SNI &a0FtS NI y3IA
RA&FANBSQ (2 wadNepy3ate INBSQd 2A0KAY GKS
g a NBLX I OSR 0 &Nex,zhé finstyiGional MatekialsAMO/atidn

Survey (IMMS) waselected. This scale measures students' motivational reactions to
seltdirected instructional materials and is derived from the ARCS model (Keller,

1987) ThismodeK I & 0SSy | LILJtIgariRy seitidgsedg/(Sh€na2000)y S

I w/ A r@fers to gaiing and keepingthe S I N3tt&nNdR and stimulate their

desireto f ST Ny @ | w/ {nakingthe iksiructiorirefedaiit to the learners
personalexperience,needs andgoals. The attention (12 items) and relevance (9

items) scales bothuse afiyiy & [ A1 SNII &a0FfS NIYy3IAy3a FNRY
Subsequently, Involvement was selected. The Personal Involvement Inventory
(Zaichkowsky, 1994) is a contdse measure applicable to involvement with

products, with advertisements, and with purchasiuations. It has been applied
0STF2NB F2NJ YSIF&adzNAy3d (GKS STFSOGA@SySaa 27
2010). It was selected for this experiment to measure user motivation in general. The

scale consists of 10 items and uses a sgyant Likertscale with varying category

YIEYSa adzOK a WFHLIISFEAY3IQ @SNAEdzA Wy20 | LILX
It 23 Lab® theYRAMpOIt scale was selected. Rapport is an umbrella term for

generic positive interactions between human counterpartsjolihas a term is also

associated to terms as harmony, fluidity, synchrony and flow. Many studies have
demonstrated that, when established, rapport facilitates a wide range of social
interactions between humans including psychotherapy (Tsui and Schult®) 198

teaching (Fuchs, 1987) and caregiving (Burns, 1984). Rapport has been used as
outcome measure in studies with users interacting with an ECA (Gratch et al, 2007).

' R@FyOSR 9/ ! Qa GKI G NXeérhalbghRviorioftheluserSn a@S ND I
contingg/ 4 YI YYSNI KI S AYyRSSR adz00SaatdzZ t & ONE
nnNB&ALIRZYEAADBS 9/ 13 S RARYQil SELISOG STFFSOH:

was added for exploratory and verification purposes. The Rapport scale (Cerekovic
et al, 2014) consis of fifteen items and uses a fiymint Likert scale ranging from
((1)¢ Disagree strongly to (5)Agree strongly).
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Analysis

Visibility, Speech and Animation as ECA modality features

As a first step, conditions on common features were categorized. The AS, SS and ST
conditions were put together in th&isibleECA category (171 participants) and
compared to theNonvisiblecategory (59 participants) that solely consisted of the

TO condiibn. Furthermore, the AS and SS conditions were put together iSpleech

ECA category (116 participants) and were compared to Tagt category (114
participants) that consisted of both the ST and TO condition. The Rapport outcome
variable was only meased for the ST condition. Last, the AS represented the
AnimatedECA category (58 participants) and was compared toNbeAnimated

ECA category (113 participants) that consisted of the SS, ST. Obviously, the TO
condition was not part of this analysis iaglid not contain a visible ECA. We used a
two-way analysis of variance (twway ANOVA) to calculate differential effects
0SG6SSy GKS Y2RItAGE FSIGdaNBa FyR G2 OFf (
feature and the gender of the participant. Althougdrior to the analysis, we did not
expect that gender would have an effect, a faealysis on gender showed
differently.

Four conditions

Last, a tweway analysis of variance (ANOVA) on the four-categorized conditions
and their interaction with gendewas conducted. This was done in order to look for
effects of combinations of modalities, were combinations could be stronger (or less
strong) than the individual modality effects. Additionalitests were performed to
look out for significant difference between individual conditions in combination
with gender type.
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Results

Visible vs nonvisible ECA
The means and SD values of all outcome variables are shown in Table 1.

Table 1 Mean scores and standard deviation on the visibilityn-visibility distinction

Visible ECA Nonvisible ECA
Female Male (n=32) All Female  Male All
(n=139) B (n=171) (n=43) (n=16) (n=59)
Feedback Mean 4.48 4.90 4.56 4.50 3.98 4.36
(SD) (1.20)** (1.22)** (1.21)*  (1.17)* (0.98)**  (1.14)*
Aut 5.39 5.44 5.29 4.97 5.20
Htonomy 5.66 (0.83)
Mean(SD) (1.01) (0.98)**  (1.00) (0.96) (0.99)*
Attention Mean 3.69 3.68 3.70 3.46 3.64
(SD) (0.62) 3.65 (0.46) (0.59) (0.62) (0.57) (0.61)
Relevance 3.60 3.55 (0.59) 3.59 3.85 3.55 3.77
Mean (SD) (0.67) (0.66) (0.57) (0.50) (0.57)
Invol t 5.30 5.30 5.35 5.10 5.28
nvolvemen 5.30 (1.07)
Mean (SD) (1.12) (1.10) (0.97) (0.63) (0.90)
Rapport Mean 4.85 4.83
4.7 74 .a. .a. .a.
(SD) (0.69) 307 79 M@ n-a na

*significant effect of p=.03, ** significant effect of p=.02

Comparing the visible and narisible ECA, significant main effects were found on
the outcome variables feedback* (F=4.64; p=.03), and autonomy** (F=5.17; p=.02);
in both cases the visible ECA category resulted in significantly higher scores than the
non-visible ECA.

No significant main effects were found for the other outcome variables: attention
(F=0.65, p=0.42), relevance (F=1.14, p=0.29), involvement (F=0.15, p=0.70).
Subsequently, the interaction between the visibility distinction and gender type was
analyzed. Aignificant interaction effect between visibility*gender was found for the
outcome variable feedback** (F=5.26, p=.02). The interaction effect is visually
presented in figure 3 below; male participants graded thgible ECAhigherthan
female participantdut graded thenon-visibleECAowerthan female participants.
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Interaction between visibility of the ECA
and gender type of the participant as
measured on feedback

5,30
4,80
4,30
3,80
Visible ECA Non-Visible ECA
Male participants Female participants

Figure 3 Feedback: interaction effect of visibility*gender type

Contrary to the feedback outcome variable, for the autonomy outcome variable a
significant interaction effect between visiiyl and gender wasiot found (F=2.92,
p=0.09) within the twewvay ANOVA. In addition the twway ANOVA showed that
no significant interaction effects with gender were found for the other outcome
variables; attention*gender: (F=0.86, p=0.36), relevance*gen@e1.21, p=0.27),
involvement*gender (F=0.45, p=0.50).

Text versus speech

For the means and SD values of the distinction of an ECA that communicates via
speech or text, see table 2 below.

Table 2 Mean scores and standard deviation on the spetti distinction

Speech Text
Female Male All Female Male All

(n=90) (n=26) (n=116) (n=92) (n=22) (n=114)
4.53 4.96 4,63 4.44 417 4,38

FeedoackMean(SD ) 50y (128) (24  (117)  (1L00)  (L14)*
Autonomy Mean 5.37 5.65 5.43 5.36 5.16 5.33
(SD) (0.97) (0.87) (0.96) (1.04) (0.93) (1.02)
. 3.70 3.67 3.69 3.68 3.48 3.64
AttenionMean (SD)  n sy 945y  (0.60)  (0.60)  (0.55)  (0.60)
Relevance Mean 3.64 3.57 3.62 3.69 3.53 3.66
(SD) (0.63) (0.42) (0.59) (0.68) (0.70) (0.68)
Involvement Mean 521 5.37 5.25 5.40 5.07 5.34
(SD) (1.10) (1.02) (1.08) (1.06) (0.83) (1.03)
4.90 4.67 4,85 4.76 5.02 4,79

RapportMean (SD) o7y (014)  (070)  (010) (029  (0.72)

*significant effect of p=.02
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A significant effect on feedback* (F=5,32, p=.02) wasnd; speech led to
significantly higher scores than text. For the other variables no significant effects
were found; autonomy (F=2.40, p=.12), attention (F=1.19, p=0.28), relevance
(F=0.003, p=0.96), involvement (F=0.10, p=0.75), rapport (F=0.39, p=0.54)
Subsequently, the interaction between the spedelt category and gender type
was analyzed. No significant interaction effects were found. Feedback*gender
(F=3.29, p=0.07), autonomy*gender (F=2.36, p=0.13), attention*gender: (F=0.79,
p=0.38), relevancgender (F=0.18, p=0.68), involvement*gender: (F=2.07, p=0.15),
rapport*gender (F=2.14, p=0.15).

Animation vs no animation as categories
Subsequently, the effect of the modality of animation was analyzed. For the means
and SD values of the distinctionari ECA that is animated or still, see table 5 below.

Table 3 Mean scores and standard deviation on the animasétl distinction

Animated ECA Still ECA
Female Male All Female Male All

(n=44) (n=14) (n=58) (n=95) (n=18)  (n=113)
5.12 4.53 4.74 4.57
Feedback Mea(SD) 4.34 (1.23) (1.25) 1.27) 4.54 (1.19) (1.20) (1.19)
5.82 541 5.53 5.45
Autonomy Mean (SD) 5.28 (0.98) (0.87) (0.97) 5.44 (1.02) (0.80) (0.99)
. 3.60 3.65 3.68 3.70
Attention Mean (SD) 3.66 (0.69) (0.49) (0.64) 3.70 (0.59) (0.45) (0.57)
3.56 3.58 3.54 3.60
Relevance Mean (SD) 3.58 (0.61) (0.32) (0.56) 3.62 (0.70) (0.72) (0.70)
Involvement Mean 5.23 5.12 5.35 5.39
(SD) 5090(L16) 1 10) 114y 230@08) 108 (10
Rapport Mean (SD) 4.83 (0.11) 4.73 4.81 4.86 (0.07) 4.73 4.84

0.19)  (0.72) 0.17)  (0.70)

No significant effects of animation on any of the outcome variables was found:
feedback (F=0.14; p=0.71), autonomy (F=0.13; p=0.72), attention (F=0.24, p=0.62),
relevance (F=0.004, p=0.95), involvement (F=0.92, p=0.34), rapport (F=0.012,
p=0.91).

No signficant interaction effects between level of animation and gender type were
found either. feedback*gender (F=1.42, p=0.24), autonomy*gender (F=1.30,
p=0.26), attention*gender (F=0.03, p=0.86), relevance*gender (F=0.05, p=0.83),
involvement*gender (F=0.17709.68), rapport*gender (F=0.12, p=0.91). However, a
gender effect on the variable feedback (F=4.15, p=0.04) was found, see figure 4
below. Male participants grade the ECA significantly higher that female participants.
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Gender effect on the feedback outcome

variable
= Female Participants Male Participants
5,20 5.12
5,00
4.91

4,80 4.74
4,60 4.54
4.40 4.34 4.48
4,20
4,00

Still ECA score Animated ECA score  Average score Still and

Animated

Figure 4 Gender effect on feedback

The reason this gender effect for feedback was solely found in the animstilbn
analysis is due to the texinly scores that were out of scope. This is in contrast to
the speechtext and visibilitynon-visibility analyses wergext-only scores were in
scope. Gender effects were not found for the other outcome variables; autonomy
(F=2.573,0.111), attention (F=0.107, p=0.744), relevance (F=0.108, p=0.743),
involvement (F=0.049, p=0.824), rapport (F=0.654, p=0.420).

Effects of Imlividual conditions
Last, the individual conditions were analyzed in order to look for differences
between combinations of modalities.

Table 4 Mean scores and standard deviation of the four conditions

AS SS ST TO
Feedback Mean (SD) ~ 4.72(L21) 453(127) 441(L15)  4.36 (1.14)
Autonomy Mean (SD) 5.41 (0.97) 5.45(0.95) 5.46 (1.04) 5.20 (0.99)
Attention Mean (SD) 3.65(0.64) 3.74(0.55) 3.65(0.59) 3.64 (0.61)
Relevance Mean (SD) 3.58 (0.56) 3.67 (0.63) 3.54(0.78) 3.77 (0.57)
Involvement Mean (SD)  5.12 (1.14)  5.37 (1.01) 5.40(1.15)  5.28 (0.90)
Rapport Mean (SD) 4.81(0.72) 4.89(0.67) 4.79(0.72) n.a.
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No significant effects of the conditions on the outcome variables were found;
feedback (F=1.73; p=0.16); autonomy (F=1.70; p=0.17), attention (F=0.59, p=0.62),
relevance (F=0.52, p=0.67), involvement (F=0.49, p=0.69), rapport (F=0.21, p=0.81).
However, ttests on the individual conditions revealed significant differences for the
autonomy outcome variable between AS, the most feature rich condition and TO
(p=0.04), the control condition. For the feedback outcome variable the differences
between AS and T£0.05) and SS and TO (p=0.05) both reached significance.
Subsequently, the interaction between the four conditions and gender type was
analyzed. For the means and SD values, see table 5 below.

Table 5:Mean scores and standard deviation of the four cdiodis*gender type

AS SS ST TO

Female Male Female Male Female Male Female Male

(n=44) (n=14) (n=46) (n=12) (n=49) (n=6) (n=43) (n=16)
Feedback 4.34 5.12 4.71 4.78 4.37 4.67 4.50 3.98
Mean (SD) (1.20) (1.25) (1.19) (1.35) (1.17) (0.94) (1.17) (0.98)
Autonomy 5.28 5.82 5.45 5.46 5.43 5.67 5.29 4.97
Mean (SD) (0.98) (0.87) (0.97) (0.87) (1.08) (0.68) (1.00) (0.96)
Attention 3.66 3.60 3.74 3.76 3.66 3.53 3.70 3.46
Mean (SD) (0.69) (0.49) (0.59) (0.39) (0.59) (0.55) (0.62) (0.57)
Relevance 3.58 3.56 3.69 3.57 3.54 3.48 3.85 3.55
Mean (SD) (0.61) (0.34) (0.66) (0.52) (0.74) (1.13) (0.57) (0.50)
Involvemen  5.09 5.23 5.33 5.53 5.45 4.98 5.35 5.10
t Mean (SD) (1.16) (1.10) (1.03) (0.95) (1.14) (1.31) (0.97) (0.63)
Rapport 4.83 4.73 4.97 4.59 4.76 5.02
Mean(SD) (0.66) (0.81) (0.66) (0.68) (0.72) (0.74)

n.a. n.a.

No significant effects of the interaction between the conditions and gender type
were found on any of the outcome variables feedback*gender (F=2.29, p=0.79),
autonomy*gender (F=1.47, p=0.22), attention*gender: (F=0.35, p=0.79),
relevance*gender (F=0.40, p=0.75), involvement*gender: (F=0.71, p=0.54),
rapport*gender (F=1.46, p=0.23However, independent sample-tésts with
selections on male participants on ASNO as control condition showed significant
effects on feedback (t=2.81, p=0.01) and autonomy (t=2.54, p=0.02). The
independent sample-tests on gender differences for AS showed that for feedback
male participants (5.12) graded it significantly highe2(06, p=0.04) than female
participants (4.34). No other effects of independent sampgiests were found.
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Discussion

Principal results

Within this study we found that visibility of the ECA does have a positive effect on
the outcome measures of feedback and autonomy. Furthermore, on feedback we
found a gender effect. Male participants graded theible9 / ! h@lEerthan female
participans and graded thenon-visible ECAlower than female participantsThis
feedback effect was corroborated by gender analyses on animation and on the
separate conditions, where male participants scored the ECA significantly higher
than female participantsSpeech communication by the ECA also had a positive
effect on feedback, without differentiating between gender type. Animation did not
show effects in this study.

Interpretation of the nature of the outcome variables

When interpreting these results, one ofiofirst questions was: why were effects
found on feedback and autonomy and not on the other outcome variables? We
suspected that the nature of the outcome variables could play a role. As they
measured different constructs, we decided to analyze their djpecharacter and
purpose in relation to our results. Figure 4 below depicts our experimental outcome
variables, which we ranked according to the level of abstraction.

ATTENTION
“There was something interesting at the beginning

FEEDBACK

“I receive feedback on my progress in the

of this lesson that got my attention.”
“The quality of the writing helped to hold my

online training” attention”

“I am notified of new tasks immediately”

Attention measures the user attention

Feedback measures the impact of the GUI towards the e-learning sessions

on the user in terms of task-related feedback
RELEVANCE
“It is clear to me how the content of this
material is related to things I already know.”
“Completing this lesson successfully was important
to me

RAPPORT

“The interaction

with the character was smooth,
natural, and relaxed.
“Ifelt accepted and respected by the character”

AUTONOMY

" feel a sense of control and impact over the
online training”

Relevance measures the relevance Rapport measures the quality of the
of the e-learning information to the user socioemotional relationship between
the ECA and the user

“Iknow the next step”

INVOLVEMENT
“To me the online training is

Autonomy measures the impact of the GUI (TS e O

on the user’s autonomy

“To me the online training is
{boring... interesting)”

Involvement measures the user’s
involvement to the training

Relatively low Level of Abstraction Relatively high

Figure 5.Sequence order of the outcome variables in terms of levabstraction
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As figureb shows, the taskelated outcome variables feedback and autonomy are
ranked lowest on level of abstraction. We will further discuss the figure, going from
left to right.

Feedback and autonomy during the online training

These constizOGlda | RRNBXaa G(GKS gFe& G(4KS D!L LINBaSyi
and autonomy results demonstrate that when a user is doing the experiment, task
related support is more effective when delivered by a visible and sperabled

ECA than by mere text. Tls®cial cue hypothesis that predicts deeper processing
and higher personal relevance is therefore applicable to the modalities of visibility
and speech, but not to animation. This is in accordance with the experimental result
on animation of Lusk and Atldon (2007) and with the stance that animation
engages but also distracts users (Moreno et al, 2000). The engagement effect of
animation seems to fit better with emotiorelated support than with taskelated
support. However, our experiment did not demorete emotionrelated effects of

any kind, which we will discuss below in relation to the user state of distress. The
explanation for the lack of an animation effect is further intricated by gender type;
male participants graded animation significantly reghhan female participants.

This may be explained as a gender resemblance effect, (Baylor, 2011) but deserves
further research.

Attention and relevance & involvement with the training

PdGSyiaArz2ys wStS@ryOS IyR Ly@2ftrie®a Oy i I dzSa
these outcome variables, the visible and speedabled ECA did not induce effects.

We interpret this as: although the users appreciated the feattith ECA providing

taskrelated support (as demonstrated by the effects for feedback and autgfpom

this effect did nottransferto the learning experience. In addition, the social cue
hypothesis is not applicable to these outcome variables. We will expand on the

reasons why this may be further below.

Rapport with the ECA

Most abstract is rapport,he relationship outcome variable. Rapport was measured
on the three ECA conditions and not on the texily condition. It measures the
extent to which a relationship has been built between user and ECA. We added the
variable for observation purposes. That we realized that it would be ambitious
that signs of relationship would be found during a 30 minutes experiment where
longterm interactions ofe.g.30 days are advised (Bickmore and Picard, 2005). This
expectation was confirmed; no effects were found.

Comparison of our results to prior ECA studies and theories

Summarizing the results on the outcome variables, we found partial effects on
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feedback and autonomy. These constructs measurettaksked support as provided

by the GUI. No effects on learniegperience and motivation were found, contrary

to the results of the review study of Schroeder (2013). The implication of the social
O0dzS KeLRIKSaAa 2F WiKS Y2NB &a20Alf OdsSas
partially confirmed. However, in lingith the results of Schroeder (2013) we found

an effect of the visibility of the ECA, but on a Hearning outcome variable:

feedback. The feedback effect is in accordance with our expectation that users value
practical support task-related support sud as positively reinforcing leig and
intervention use when delivered by a simple, Aasponsive ECA. This result for the
FSSRolFO]l 2dzi02YS QGINARIotS Ffaz2 FTAda 6AGK
ECA adds value as to make explidiio deliversthe support. Theemotionrelated

supportof the ECA (positive confirmation after a lesson was done) seemed to have

no effect on the learning experience.

Support, potentially only needed when in distress

The question is why the experiment did not sham ECA effect on learning
experience. The answer may be found within the qualitative remarks of the
participants, that generically stated it was a pleasant task. This makes it unlikely that
a need for emotional support was induced. This probably madedhrmkcues of the

ECA superfluous. We further reason that users that experience episodes of distress
(such as eHealth patients dealing with serious issues) have a greater need and indeed
appreciation for support (Kraft et al, 2007). We envision a follpaexperiment
during which users will carry out a mentally fatiguing-fask, after which the effects

of a supportive ECA will be assessed again. This concept is in line with the strength
model (SM), a theory that describes that all acts ofsadulationrely on a common

and limited energy source (Baumeister et al, 2007). According to this view, self
regulatory effort drains energy and leads to ego depletion (Baumeister et al, 2018)
for which emotional support can provide a remedy (Kraft et al., 2007)

Additional measurement instruments

We started out by stating that ECA studies in general provide enigmatic results. Our
results fit within this overall picture of ECA research. As an explanation,
guestionnaires as research tools may have their limitatiorsasuring what users do

FYR RSOARS 6KSy AydSNI OGA wdherimeéntalphage/ | Qa ®
during which users will shortly interact with both a textly interface and an ECA
interface. As a next step the user will be asked to choose their pesfanterface

for the core experiment. We wonder whether users will demonstrate a slight
LINBFSNBY OS T2 NJ 9-6nly sblutiodsZa¥ thal phe&eit resulls sugdest)i

or whether other results will appear. By continuing to use questionnaires atitide
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of the experiment, we may be able to cre@ f ARF 4SS (GKS dzaSNEQ LJ
Last, a remarkable result of our experiment is gendereffect that we found. Male

participants valued our (male) ECA better in terms of feedback. We suspect this is an

effect of gender similarity but it deserves further investigation. If we elaborate the
action-driven method outlined above with a female ECA option, we will be able to

6Sald 6KSOGKSNI FSYIFES LINIGAOALIYGA OK22aS 7
them higher on animation than they did within this experiment.

Limitations

Conclusions on ECA research are in general limited to their task and context.
Concerning the task and context that were specific to our experimentalzeind

could have influenced our sellts, we separated learning content (left part of the
screen) from supportive content (right part of the screen). In addition, as learning
content we used a positive psychology intervention. As supportive content we
provided directions and gave positiveefdback after a learning task was finalized by
the user. This way we avoided distraction from the ECA towards the user, but we are
not aware of similar setips in real life. The supportive content could be controlled
by the user by using the cli¢krough buttons, which provided user control, but
which is unlike some other ECA sgts that use vocal user input. Our feedback and
autonomy outcome measures were both restricted to 3 items, more items would
have been welcome. Our users were likely in a mentesof limited or no stress,
which most likely did not induce a need for support.

Conclusion
Our experiment showed positive ECA effects when providingrilaked support to
users of a psycheducation environment. The ECA as a GUI seemed to make the task
easier than text. However, our ECA was not capable of demonstrating effects as a
result of its emotionrelated support. This may be due to the friendly-sgtof our
experiment, that failed to bring users to a distressed, némdsupport mental state.
OWNJ KeLR{iKSaAa Aa GKIFG GKA&a RA&a3IdzZA&SaEa GKS
research should aim to experimentally bring users to a mentally fatigued state within
a longterm intervention in order to investigate whether emotional ECA support can
be dfective for user motivation. If indeed the ECA proves to be useful for users in
such conditions, this provides a valuable argument for addingM@&ha LI2 y & A @S 9/ !
to selfguided eHealth interventions for the sake of higher adherence and effect.
We reckorthat figure 1, describing a continuous line from support by the technology
to support by human care providers, is relevant within the eHealth context. Our
A0l yOS A&BARKSIQI KUNR FK & dzLILI2 NI KF & Ada dzyil
should not competeThe fact of the matter is that setfare technology has more
potential than just providing tasks to users. The technology can be endowed with
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taskrelated and emotiorrelated supportive features from which users of self

guided interventions can benefit. Wahould not miss the opportunity to inform the
YiZXFRSQ (SOKy2t238 (2 G(KS &adzLJLI2 NI ySSRa 27
S Oy FTRR 9/!'Qa ta | @AraAiroftsS &a2dNDOS 27
speech messages. In case we becomeessful at realizing support from within the

technology itself, users of seduided interventions will likely demonstrate higher

adherence.
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Abstract

BackgroundStress is a prevalent issue amongst patients with chronic conditions. As

eHealth interventions are gaining importance, it becomes more relevant to invoke

the possibilities from theeHealth technology itself to provide support during
SELISNASYOSa 2F alGNBaad 9 YoasRkhndBvRas NRYORIINEE | (i A
2y aONBSyQ OFly LRGSYGAFtte LINBPOBARS | NBYSH

Obijective: The objective of this paperis investigate whether ECA support towards
eHealth users is more readily accepted and appreciated by users who experience
elevated levels of stress.

Methods: Within our eHealth experiment we applied a betwesmbjects desigand
experimentally studied the difference in appraisal of suppstprovided by either

9 / l'ofxeéxtual guidanceThe study was carried out amongstiealthusersof which

half were deliberately putin a stressfulpre-condition. The rationale was twaided

we hypothesized that it would induce a need for external support and it would
provide a fair representation of eHealth users in real life. The gender of the ECA was
varied in order to investigate positive effects from a gender match between
participant and ECA.

Results: The results show that the ECA did not demonstrate preferential effects
compared to text as a control variakile any of the conditionsWe suspect that the
enduring visual presence of the ECA during task completion inhibited the users and
led tothe non-preferential effects.

Conclusionour experimental results demonstrated that our ECA did not succeed in
outperforming text, contrary to the results of our earlier studjhe expected
enlarged ECA support effect on users who experience stress, was not found., instead
the ECA support effeatanished.This lack of evidence is not unprecedented in the
ECA study field. As has been put forward within several ECA review studies; ECA
research is mulffaceted and experimental studies regularly provide mixed and
inconclusive results. We consider thesults of our study as an affirmation of this
phenomenon. Moreover, we realize that ECA research is challenging. The
implementation of the ECA has to be sqmot for the participant to accept and prefer

the ECA over textual guidance. If it is not impleteenprecisely right, the ECA will

not yield preferential effects. In our study, the visibility of the ECA during task
completion-despite its silent stateled to the absence of preferential effects.
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Introduction

It is wellestablished finding (see e.g. Vancamfort et al. 2016) that patients with

chronic health conditions face elevated levels of stress. Stress is broadly defined as

al LINE O Sch & challénging Krhotional or physiological event or series of

events result in adaptive or maladaptive changes required to regain homeostasis
FYRk2N) adiloAfAdGeéd O0{AYKIF YR WHaiNBo2FFI
cause of stress is pain (Addthh and Geha, 2017, Rosenzweig et al., 2010). Stress
Fy2ay3ad LI GASyida A& |taz2 AyRdZOSR Ay Y2NB
dwellings on his or her loRg SNY LINRP3Iy2aiad Ly == yOl YF2NI
epidemiological study on data from 229,2%Riults living in 44 countries it is

described in detail how chronic conditions lead to stress and reversely how stress

worsens chronic conditions. Furthermore, the authors describe that stress can

intensify the effect of chronic diseases such as asthnthyids, or diabetes as it

increases experiences of pain and decreases adherence to medical treatment
LINE(G202ftad 2AGKAY GKS SISFHtdK R2YFAYyZ RS
O2YYdzyAOIF A2y G(SOKy2t23AS8Sa 6L/ ¢0 F2N KSI ¢
stress is also referred to as a relevant factor. Leenen et al. (2016) describe eHealth

LI GASyGaQ aiaNBaafdd SELISNASYyOSa Ay NBf Ll (A:
by the authors, carrying out eHealth seffanagement tasks is perceived bgtients

as an encounter with their physical and mental states. In a similar vein, Huygens et

al., (2016) state that eHealth patients can become anxious from the information they

find, particularly when reading information about complications that couldioat

a later stage of their disease. But also carrying out seemingly innocent daily practical

eHealth tasks can have unexpected stressful effects. Huygens et al. (2016) refer to a

LI GASyGQa ad2NE YSIFadNAy3a o6t22R RbeGF & |
condition, and ultimately notifying this as a highly unpleasant experience. Another

germane study (Kelders et al., 2013) reports on a group of users who dropped out

from an intervention designed to reduce depressive complaints. This withdrawal
occurredafter a lesson that focused on the application of newly acquired skills in

practice. Apparently, this lesson turned out to be too confrontational. Note that

from a treatment perspectivethis lesson was as a key event for reaping the benefits

from the eHalth intervention. Altogether, these studies suggest that eHealth self
management-although a sensible activity from a medical perspectigeoften a

daunting task from an emotional and personal perspective. In such as stressful
situation, many patients ose motivation to continue using their eHealth
interventions. Stated differently, intrinsic patient motivation starts to wane and

external support has to be invoked.
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1.1 Persuasive technology providing user support

! NEYSR& (2 &dA Ydfioh is Sffered by prersuasvyg iecdology.2 G A Ot
t SNhdzr aA @S GSOKyz2ft238 A& RSTAYSR la wo2YLJ
designed to reinforce, change or shape attitudes or behaviors or both without using
O2SNDA2Yy 2N RSKREGed(SA Hagjuftey, 2009) yAceording to van

Gemert et al. (2018) persuasive technology is characterized by increased interactivity

and engagement of users through modern information and communication
technologies. A relevant instance of persuasive technology is the Hewbod
Conversational Agent, abbreviated as ECA. An ECA is a more or less autonomous and
intelligent software entity with an embodiment used to communicate with the user
(Ruttkay et al, 2004). Encouraging experimentatuget have been realized with

9/ | Qé&erniBPthye promotion of healthy behavior amongst patients (Sillice et al.,

2018), training aspiring doctors for emotionally charged encounters with patients

(Kron et al., 20173and reaching out to a population that has an elevated PTSS profile

but is avading mental healthcare (DeVault et al, 2014).

1.2 The present state of ECA study field

Although these ECA studies hold promise, Weiss et al. (2015) has convincingly
outlined both the complexity and subtlety of the ECA study field. As Weiss et al.
(2015)point out; depending on the application domain, different performance and

quality aspects are important. That is, in a health literacy context, the ECA is required

to engage the user. In contrast, in a caaing situation, conveying empathy and
provokingemotions are apt. With regards to their evidence, several ratalyses

have evaluated ECA effects, mostly within the eLearning domain. Within the meta

analysis of Schroeder et al. (2013) on 43 studies including 3,088 participants, a small

but significanteffect is reported on learning. The participants learned more from a

system with an ECA, than a system without one. A second-aretysis (Veletsianos

and Russell, 2014) reports on studies in which both motivation and learning
outcomes are promoted by EQQa ® | 2 6 SOSNE GKS | dziK2NBR | €
9/1Qa GKIFd FFHAESR (2 RSY2y adnykandtions. RRSR @l
Veletsianos and Russell (2014) summarized these mixed results as a conundrum and

a challenge for new studies to take up.

1.3 This study as a successor of earlier positive ECA results

Within our earlier study (Scholten et al., 2019) we deployed a male ECA as an adjunct

in an eHealth psycheducation intervention and compared its impact to a textual

guidance control condition. Wefdzy R | L2 aAGA @S Srel@ed,od 27F

LINI OGAOIE &dzlILR2 NI Ly O2yiGN)»adzr 6S RARYyQI
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of its emotionrelated, motivational capabilities. Following up on these results within

this present study, we raise saattopics.

As a first followup question on the Scholten et al., 2019 study: could the gender of

the (male) ECA have played a role in thealuation of the (mostly female)

participants? Stated differently, could a match in gender between ECA and

participant have contributed to a more positive user assessment? As reviewed in

Baylor (2009), learners tend to be more influenced by an ECA of the same gender

and ethnicity than agents who differ in those respects. Note that this phenomenon

is similarly found im human to human context; people are more readily persuaded

by members of their irgroup. We hypothesize that a female ECA in our new

experimental seup will result in enlarged support effects amongst female

participants.

As a second followp topic, we hypothesize that study participants in distress are

more in need of support than the participants in the original Scholten et al. (2019)

study. In other words, stressed eHealth intervention users potentially value the

supportive ECA better. Moreover, arperimental selp including stress as a factor,

makes it a more liféike eHealth intervention. Note however that empirical studies

on ECA support for participants under stress are scarce. Prendinger et al. (2005)

indicated that their affective ECA redadtthe stress of participants as measured by

galvanic skin response, and also led participants to experience a quiz as less difficult.

' Yy2GKSN) aGdzRé o{lyakKz22y SiG I f®dX Hnnpod &akK2

user stress. Thus, at first sight th&CA was counteroductive. However, as the

Fdzi K2NR O2y Of dzZRSRZ G(KS 9/!1 Qa LINBaSyOS 02d:

ultimately helped the user venting their stress experience. A last relevant study on

NEJSNBSS | ROSNES SIFarebdd 2G15) Bag shewn th@an ECA T | y 1 S

can effectively create user frustration, but its impact is smaller than that of a

human.As a third followup topic, the relationship between user and ECA needs to

be further investigated. As we know from the litera¢u(Bickmore et al., 2005),

support that is provided by an ECA that has priorly established a relationship with

the user has a much higher chance of being effective than support from an unfamiliar

ECA. The quality of this useCA relationship is usuallyeasured by the construct

2T NI LIRZNI® whkLIRNI KFa G2 R2 gA0GK | LI2&aACL

2N WOt AO01Q 6AGK SIOK 20KSNX» ¢KS NRtS 27F 1

interactions is well established. As reported by Gratch let(2013), rapport is

underlying processes as diverse as social engagement (Tatar, 1997), success in

teachexstudent interactions (Bernieri, 1988), productive negotiations (Drolet and

Morris, 2000), psychotherapeutic effectiveness (Tsui & Schultz, 19853).&a K| @S

been created that make use of small talk and humor as relationship building

G§SOKyAljdzSa 6. AO1TY2NBSE wHamMnod {2YS 2F (K
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speakers, thereby smartly avoiding the risk of falling short on their communication
capabilih Sa @ Ly (GK2asS OFasSaz 9/! Qa AydGNRRdzOS
explain their roles as support providers. This personal introductishich is
common practice within a human to human contegffectively creates a base of
rapport between user and GA (Bickmore, 2010). Note that such a personal
introduction cannot be credibly provided through mere text, as there is not a visible
sender as a source and point of reference. So, the visibility and personality of the
ECA gives it distinctive qualities goaned to textual guidance. For the purpose of
this study we investigate whether this distinctive rapport creation ability will result

in a user preference effect towards the supportive ECA. In addition, we aim to assess
GKSGHGKSNI GKS 9/ ! QdivitigddwillJtrdmsfeki to andoveraR pogitie |
elLearning experience. Moreover, we intend to investigate whether this effect will
hold for users under stressful circumstances. Our underlying assumption is that
stress will lead to an enlarged user need appreciation for external support as
provide by the ECA. As a precondition for effective support the literature tells us that
9/ 1 Qa akKz2dZ R 06S OFLIofS 2F ONBRAOGf @ LINBaSy
avoid to be regarded as an additional sounfeuser stress. As mentioned before,
studies have shown that this can be achieved through the creation of a basic level of
rapport with the user. However, it is an open question whether rapport will hold in
stressful circumstances and whether the ECAresfiain to be an effective support
provider. We will therefore specifically investigate these matters within the present
study.

1.4 This study

In this study we will include stredsy RdzOG A2y 2y dzaSNEZ @F NE
stimulate thecreation of rapport. We will verify the effects on the appreciation of

the ECA. This brings us to the following research questions:

1) To what extent can we find preferential effects for the ECA compared to text, as
to replicate the effect of the Scholten at (2019) experiment?

2) To what extent does the experience of user distress positively affect the
evaluation of the ECA?

3) To what extent do eHealth users provide higher ECA evaluations when
interacting with an ECA of the same gender as compared to an Elifferdnt
gender?

4) To what extent do positive user evaluations of the ECA lead to higher
involvement of the user with the eHealth intervention?
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'f 023SGKSNE $6AGK GKS NBaSINOK ljdzSaaAazya
as effective eHealtsupport providers. Stated differently, we aspire to find that the
results corroborate the promise that ECA adjuncts provide a potential remedy for
experiences of stress amongst users of-geifled eHealth interventions.

Materials and Methods

2.1 Recruitment of Participants

We recruited bachelor and master psychology and communication students at the
University of Twente. As an inclusion criterion we set proficiency in English. As an
exclusion criterion we set participation in a previous study with tha.B®e study
protocol was reviewed and approved by the Twente Institutional Review Board. In
total 106 participants were included. Participants were on average 20.4 years of age
and represented 15 nationalities of which German (69%) and Dutch (18%) wste mo
prominent. 80 participants were female (75.5%), 26 participants male (24.5%).

2.2 Design
¢2 Ay@SadA3ardsS GKS RAFTFSNByYyGAlFft 2dzid2YS
and of a matching gender effect using a betwesibjects design we set ue
following preconditions and factors:

9 Stressful versus nestressful precondition (2 preconditions)

1 Male ECA, female ECA, textual guidance (3 factors)
This resulted in 2*3 = 6 combinations to which participants were randomized.
The study design wasksetweensubjects experiment with two factors: the stress
factor with 2 levels and the support factor with 3 levels. As portraydgignre 1
below, randomization was done in two steps: during the first randomization,
participants were either assigned tostress or no stress pindition. During the
second randomization, the participants were assigned to-éemening intervention
with as guidance either a female ECA, a male ECA, or text (control condition).
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Assessed for eligibility (n=106)

Excluded (n=0)

Randomization 1 (n=106)

|

|

Stress pre-condition (n=55)

No stress pre-condition (n=51)

1 1
| Randomization 2
B v

To be ‘
. allocated :

|
3

T
‘ Randomization 2

|

v

‘ Male ECA (n=19) ‘ FemaleE(A(n=18)‘ Text Control (n=18)

Male ECA (n=13) ‘ Female ECA (n=19) H Text Control (n=19) |

Excluded after data
normality pre-
analysis (n=3)

To be
analysed

‘ Male ECA (n=19) ‘ FemaleECA(n:U)‘ Text Control (n=18) | Male ECA (n=13) H Female ECA (n=17) Text Control (n=19)

Figure 1.CONSORT flow chart for study jpeipation.

2.3 Intervention

2.3.1 Preconditions

The preconditions were displayed on separate WordPress webpages (version 4.9.7)
containing information on playing a R&an game, se€igure Zbelow. The no stress
webpage had a hyperlink to a regularly functioning-Rtamn version that had been
uploaded b a GitHub site. The stress webpage contained a hyperlink to a second,
invalidated PadVan version on GitHub. The invalidated Raan version did not
LINPLISNI @8 NBALRYR (G2 GKS dzaSNRa | NNR2g
went into another ramlomly chosen direction. This type of invalidation for the
purpose of generating participant stress was inspired by the AffectiveMRac
solution from the study of Reuderink et al. (2009).
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Measuring your reaction time
Please start reading right below.

For your
instructions

START HERE

4  supE1oF4 b

Figure 2 Webpage for the stressful amibn-stressful precondition.

After the preconditional phase was rounded off, the participants were redirected to
the main experiment.

2.4 Main experiment

This main experiment was run on a WordPress website (version 4.9.7) that contained
the eHealth inervention on the left side of the webpage. The eHealth intervention
was a PowerPoi® presentation with psycheducation material on positive
psychology. The goal of the eHealth psyeducation intervention was to make
users knowledgeable about positiveythology. Positive psychology focuses on the
abilities of people and their potential to flourish. Several treatments against
depression are based on positive psychology principles (Hayes et al., 1999). In
addition, positive psychology and happiness arbjescts that are of general human
interest. As we reasoned, this topic would contribute to engage participants for our
experiment. The selfjuided eHealth intervention contained a combination of theory
FYR SESNDA&SAIT AyOf dzRAY 3IAVIKES NBSINEYASINS i SIRY
possibleselS ESNIOA &S¢ o6wSYyySNI Sié +Efd®Z wamno o
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Figure 3.The eHealth psycheducation intervention. On the left side of the webpage the psycho
educational content is displayed, on the right side the support condition withagwiel and directions
(taskrelated support) and encouragement (emotioelated support) is presented. The example shown
is the female ECA.

2.4.1 User support

AsFigure 3displays, User guidance and support was provided on the right side of the

webpage by eher a female ECA, male ECA or text. The female and male ECA
conditions were created through the Voki application. The ECA represented a virtual

person in between 20 and 30 years of age, with Caucasian looks, acting as an informal

(i.e. not medical) supp® provider. The female and male voices were provided by

two Dutch speakers. The textual guidance condition was created using Microsoft
PowerPoin® All support conditions expressed the same guidance conveyed in

English. The guidance was a combinationaskNBS f | 4§ SR & dzLJLI2 NI 6 So3I b
SELINARAYSYy(l e&2dz gAft NBIFIR Fo2dzi LI2AAGADS LKk
FYR SY2GA2ylf &dzZll2NI o6So3Idr apStt R2ySHE
take advantage of the exercises in daily life.

An explicit separation was created between the instructional phase during which the

ECA (or text) provided instructions and the learning phase, following those
instructions. This was done to control for the sglftention effect (Louwerse et al.,

2005). he effect contends that an ECA that is starting up conversations will distract

the student when he is processing thdearning material. Therefore, during the

leaning phase, the ECA was silent.
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