Modeling Decadal Salt Marsh Development: Variability of the Salt Marsh Edge Under Influence of Waves and Sediment Availability
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Abstract Salt marshes can contribute to coastal protection, but the magnitude of the protection depends on the width of the marsh. The cross-shore width of the marsh is to a large extent determined by the delicate balance between seaward expansion and landward retreat. The influence of the magnitude of daily occurring mild weather conditions and sediment availability on the variability of salt marsh width has not been systematically assessed. This paper investigates how the magnitude of homogeneous hydrodynamic forcing, combined with sediment availability, affects the biophysical development, and more specifically retreat and expansion of salt marshes. The dynamic extent of the salt marsh is assessed by modeling online-coupled hydrodynamics, morphodynamics and vegetation growth using the numerical Delft3D-Flexible Mesh model, and a vegetation growth module. Simulated patterns around the salt marsh edge resembled field observations, as well as the simulated temporal variability of the lateral position of the salt marsh edge. In the model, the salt marsh extended seaward at low wave forcing (0.00 m; 0.05 m), and retreated landward at higher wave forcing (0.10 m; 0.15 m). With increasing physical stress, the salt marsh edge was found at lower elevations, indicating an unhealthy system with a retreating marsh edge due to vegetation mortality, whereas decreasing physical stresses result in a higher salt marsh edge, enabling expansion. This balance suggests the importance of response time of vegetation to physical stress. Yet, the salt marsh forced with higher waves was able to switch from a retreationg extent retrogradational to an expansional behavior as sediment supply increased.

1. Introduction

Salt marshes are able to stabilize the coast by attenuating wave energy and can increase the bed level by trapping sediment and accumulation of organic matter (Bouma et al., 2005; Kirwan & Megenigal, 2013; Kirwan et al., 2016; Mudd et al., 2009; Turner et al., 2004). In the last decades, the stabilizing character of salt marshes and their wave attenuating capacity has led to an increasing interest in incorporating them in coastal protection (Borsje et al., 2011; Gedan et al., 2011; King & Laster, 1995; Shepard et al., 2011; Temmerman et al., 2013; Vuik et al., 2019). A recent historic analysis reveals that marshes have significantly contributed to flood safety in the past, with marsh width being a key parameter for their flood defense value (Zhu, Vuik et al., 2020). Salt marshes can very well withstand the short-term stress of storm conditions and keep their wave attenuation capacity during storms, as has been demonstrated in large-scale flume experiments (Möller et al., 2014), in the field (Kirwan & Megenigal, 2013; Kirwan et al., 2016; Vuik et al., 2016) and in combined field and model studies (Willemsen et al., 2020).

Climate change is expected to modify the environmental conditions along the coast, primarily through increased Sea Level Rise (SLR), and also through the prevalence of storms, which are predicted to be more severe and more frequent in the future (Emanuel, 2005; Knutson et al., 2010; Kolker et al., 2009; Leckebusch & Ulbrich, 2004). In contrast to conventional coastal protection, salt marshes have better abilities to cope with climate change effects by adapting to changing environmental conditions (Borsje et al., 2011).

The interaction between the vegetation, hydrodynamics and sediment dynamics plays a key role in all of these adaptations (Bouma et al., 2016; Willemsen et al., 2018). Plants need minimum growth rates to withstand the different stressors of the physically demanding saltmarsh habitat (Balke et al., 2013). A trade-off exists between
different forms of stress. As an example, for vegetation to establish at low locations with long inundation stress, bed levels need to be very stable. Conversely, establishment of vegetation on dynamic beds will only be possible at lower inundation stress and thus higher elevation relative to mean sea level (Bouma et al., 2016; Willemsen et al., 2018). Lateral dynamics of the marsh edge are driven by two phases, lateral retreat (Leonardi et al., 2016; Mariotti & Fagherazzi, 2013) and expansion (Zhang et al., 2004; Zhang et al., 2020; Zhang et al., 2011), that show cyclic alternations over time in many locations (Allen, 2000; Singh Chauhan, 2009; Van de Koppel et al., 2005; Van der Wal et al., 2008).

Lateral retreat can be initiated by cliff formation and/or vegetation mortality, which occurs if a marsh expands to far out on the tidal flat (Bouma et al., 2016). The retreat rate is driven by flooding frequency and continuously occurring normal weather conditions, causing marsh edges that are exposed to prevailing wind direction to retreat faster (Fagherazzi, 2014; Wang et al., 2017). Expansion is initiated by seedling establishment (Bouma et al., 2016) and subsequent growth of clonal shoots (Silinski et al., 2016).

Previous studies assessing retreat of the cliff, show a clear relation between wave power and cliff retreat (Bendoni et al., 2016; Leonardi & Fagherazzi, 2014; Leonardi et al., 2016; Marani et al., 2011; Zhao, Yu et al., 2017). Eroded sediments originating from the cliff can contribute to growth of vegetation in front of the cliff, thereby stimulating short-term expansion (Mariotti, 2020). Also more seaward from the cliff, pioneer vegetation is able to establish and colonize the tidal flat in absence of physical stress (Bouma et al., 2016; Pedersen & Bartoldy, 2007), highlighting that the cliff is not per definition equal to the vegetation edge.

Feedback mechanisms are fundamental for the vertical and lateral expansion and retreat of the salt marsh under different environmental conditions. Provided sufficient sediment is available to be trapped by the vegetation, salt marshes grow with SLR (e.g., Best et al., 2018; Kirwan et al., 2010; Kirwan et al., 2016). During storm events sediment supply toward the salt marsh increases, due to resuspension of sediment from the tidal flat and increased water levels over the marsh. This enhances vertical growth of salt marshes during storms (Kolker et al., 2009; Schuerch et al., 2013). Moreover, vegetation presence at the salt marsh edge might reduce wave-induced lateral erosion (Feagin et al., 2009; Wang et al., 2017). However, insufficient sediment availability inhibits marsh growth, increases wave energy hence promoting erosion (Mariotti & Fagherazzi, 2013). The positive effect of wind-driven waves on vertical accretion during extreme events, given sufficient sediment supply, contrasts with the lateral erosion at the marsh edge, caused by relatively small waves during continuous mild weather conditions (Callaghan et al., 2010; Fagherazzi, 2014; Tonelli et al., 2010).

Taking all effects into account, the lateral development of a salt marsh, that is, seaward expansion or landward retreat, depends on (a) the relative elevation to mean sea level (Mariotti & Fagherazzi, 2010; Temmerman et al., 2004), (b) the sediment supply (Ladd et al., 2019; Mariotti & Fagherazzi, 2010), (c) the wave climate (Leonardi et al., 2016; Marani et al., 2011), and obviously (d) the moment in the tidal phase (i.e., spring-neap) at which storms occur, which affects bed shear stresses due to waves. For the use of salt marshes in a hybrid coastal flood defense, a quantitative understanding of the dynamics of the cross-shore marsh width on decadal timescales is essential (Bouma et al., 2016).

The vertical growth of salt marshes, as influenced by sediment supply, wave climate and SLR, is well-studied (e.g., Schuerch et al., 2013; Temmerman et al., 2004). Also the retreat of the marsh edge by cliff erosion over a rather short timescale (snapshot to years) has been analyzed with coupled field observations and modeling studies (e.g., Bendoni et al., 2016; Tonelli et al., 2010). However, the effect of different levels of relatively mild wave conditions on decadal vegetation development at the seaward edge of the salt marsh has not been quantified. Previous studies did not systematically assess process-based vegetation dynamics around the seaward salt marsh edge. Moreover, the long-term biological development around the salt marsh edge, that is, vegetation patterns and development of vegetation density, affected by sediment availability and homogenous waves is not yet detailed described. To assess both seaward expansion and landward retreat of vegetation at the salt marsh edge in a single model, a detailed long-term process-based description of interaction between hydrodynamics, morphodynamics and a process-based vegetation development module is a prerequisite.

In this paper we aim to understand the cross-shore width of the vegetated salt marsh over a decadal time scale and yearly variability of this width by simulating retreat and expansion of the salt marsh due to homogeneous hydrodynamic forcing and sediment availability. Building on previous research (e.g., D’Alpaos et al., 2011; Kirwan et al., 2010; Temmerman et al., 2007), we explicitly combine a process-based vegetation growth module,
with hydrodynamic and morphodynamic development in a schematic biophysical setting. We hypothesize that (a) the variability of the marsh edge location defined by vegetation presence increases with wave height, because of continuous re-establishment of the eroding tidal flat, (b) until hydrodynamic stresses disable the opportunity for vegetation to establish. We will assess the dynamic lateral extent of the salt marsh schematically by modelling bed level change and vegetation growth over a period of 50 years in a two dimensional (depth-averaged) model. We will focus on vegetation dynamics at the salt marsh edge, thereby not aiming at a real world representation, but an understanding of the variability of the location of the salt marsh edge, given hydrodynamic forcing and sediment availability. The biophysical settings of the model are based on and compared with field observations of existing salt marshes in the Netherlands.

2. Methods

We developed an online-coupled model able to reproduce the feedbacks between hydrodynamics, morphodynamics and vegetation dynamics. Using this set-up, the role of homogeneous mild wave conditions, derived from daily weather conditions, and sediment availability derived from the locally occurring range, are systematically assessed.

2.1. Physical Settings of the Salt Marsh

Parameter settings and salt marsh characteristics were derived from salt marshes in the Westerschelde estuary (southwestern part of the Netherlands (Figure 1). The spring tidal range at the center of the Westerschelde (51° 23’ N, 3° 50’ E) is 4.93 m, with MHWN (mean high water neap) at 1.85 m + MSL (mean sea level) and MHWS (mean high water spring) at 2.63 m + MSL (Van der Wal et al., 2008; Willemsen et al., 2020). The salinity is approximately 20–25 psu (Damme et al., 2005). The northern shores are more exposed to the prevailing winds from the southwest than the sheltered southern shores (Callaghan et al., 2010). Vegetation species in the pioneer zone (lower marsh) are mostly the perennial common cord grass (*Spartina anglica*) and the annual glasswort (*Salicornia spp*.). Higher up in the marsh dominant species are common saltmarsh grass (*Puccinellia maritima*), annual seablite (*Suaeda maritima*), and sea aster (*Aster tripolium*) (Van der Wa et al., 2008).

Detailed bathymetric data in the intertidal zone of the Westerschelde are extensively available (De Kruijf, 2001; Marijs & Parée, 2004; Wiegman et al., 2005). The initial bathymetry from the model was derived from decadal field observations of elevation data in a marsh on the northern shore (Zuidgors) and one on the southern shore (Paulinapolder) (Willemsen et al., 2020). The considered salt marshes contrast in wind exposure and development of the salt marsh edge. Zuidgors at the northern shores is exposed to the prevailing wind direction and the marsh edge is retreating, whereas Paulinapolder is sheltered from the prevailing wind direction and the marsh edge is expanding. Both salt marshes are located in a landward inflection of the dike, relatively sheltered from longshore currents (Figure 1). The data set from Willemsen et al. (2020), containing bathymetric profiles every 250 m alongshore for six salt marshes in the Westerschelde estuary, including Zuidgors and Paulinapolder, was used to compare field observations of the decadal dynamics of the salt marsh edge over the past 60 years (1955–2015) with model results (Section 3.3.3).

2.2. Biogeomorphological Model Description

2.2.1. Hydrodynamic and Morphodynamic Model

The Delft3D Flexible Mesh (Delft3D-FM) model was used in the current study to simulate hydrodynamics, sediment dynamics and morphological processes. This model and its predecessor Delft3D are widely used in coastal, estuarine and riverine systems (e.g., Achete et al., 2016; Kernkamp et al., 2011; Ruessink & Roelvink, 2000). The unsteady shallow water equations in the flow module D-Flow FM (Flexible Mesh) are solved two dimensionally (depth-averaged) (Appendix A).

D-Waves was used to simulate waves (Deltares, 2019c). D-Waves is based on the third generation Simulating WAves Nearshore (SWAN) spectral wave model (Booij et al., 1999; Ris et al., 1999). D-Waves can be used to simulate the evolution of random, short-crested wind-generated waves in coastal regions. The model computes wave propagation, wave generation by wind, non-linear wave-wave interaction and dissipation (Appendix A).
Figure 1. (a) The Westerschelde estuary in the Netherlands. (b) The overlay shows the bathymetry from 2015. Two salt marshes located in the center of the estuary, that is, Zuidgors (a, e, g) and Paulinapolder (d, f, h) were used to determine parameter settings for the model. An aerial picture highlights the salt marsh and fronting tidal flat (c and d), with a zoom on the vegetation edge (e and f). The white dots highlight the starting points of the transects used to derive the variability of the salt marsh edge (c and d). Profiles of both study sites were used to determine the initial profile in the model (g and h). Source aerial imagery: Google Earth.
Transport of cohesive sediment was calculated using D-Morphology (Deltareas, 2019b) by solving the advection-diffusion equation for suspended sediment, whilst sedimentation and erosion are calculated with the Partheniades-Krone equations (Partheniades, 1965) (Appendix A).

Shear stresses exerted by vegetation on the flow were taken into account by using the trachytopes model in D-Flow FM (Deltareas, 2019a). The flow resistance is parameterized by means of a bed roughness determined by plant dimensions following Baptist (2005). To mitigate excessive bed shear stresses, an additional term representing the flow resistance of the vegetation is included in the momentum equation too (Deltareas, 2019a). Wave attenuation by vegetation is resolved by the Méndez-Losada equation (Méndez & Losada, 2004; Suzuki et al., 2012) (Appendix A).

### 2.2.2. Dynamic Vegetation Model

Vegetation establishment and growth for Spartina anglica was calculated by the population dynamics balance equation (Equation 1) (Schwarz et al., 2014; Temmerman et al., 2007). The change of the total stem density over time was calculated as a result of vegetation establishment (Equation 2), lateral expansion of plants through diffusion to neighboring cells (Equation 3), clonal growth of plants up to the maximum carrying capacity by using a logistic function (Equation 4), plant mortality caused by shear stress due to flow and waves (Equation 5) and plant mortality due to inundation stress, proportional to inundation height at high tide (Equation 6).

\[
\frac{dn_h}{dt} = (\frac{dn_h}{dt})_{est} + (\frac{dn_h}{dt})_{diff} + (\frac{dn_h}{dt})_{growth} - (\frac{dn_h}{dt})_{flowwave} - (\frac{dn_h}{dt})_{inund} \tag{1}
\]

\[
(\frac{dn_h}{dt})_{est} = r_{01}(P_{est}) \ast n_{0,0} \tag{2}
\]

\[
(\frac{dn_h}{dt})_{diff} = D \left( \frac{\partial^2 n_h}{\partial x^2} + \frac{\partial^2 n_h}{\partial y^2} \right) \tag{3}
\]

\[
(\frac{dn_h}{dt})_{growth} = r \ast \left( 1 - \frac{n_h}{K} \right) n_h \tag{4}
\]

\[
(\frac{dn_h}{dt})_{flowwave} = -n_h \ast C_{tau} \ast (\tau - \tau_{cr,p}), \text{ when } \tau > \tau_{cr,p} \tag{5}
\]

\[
(\frac{dn_h}{dt})_{inund} = -n_h \ast C_{inund} \ast (H - H_{cr,p}), \text{ when } H > H_{cr,p} \tag{6}
\]

where \(\frac{dn_h}{dt}\) represents the change of the stem density per cell over time [stems m\(^{-2}\)d\(^{-1}\)]. \(r_{01}(P_{est})\) is a function generating at random either a 0 (with probability 1 − \(P_{est}\)) or a 1 (with probability \(P_{est}\)). The random numbers were generated independently per time step and per cell in the model domain. \(n_{0,0}\) is the initial stem density [m\(^{-2}\)]. \(D\) is the plant diffusion coefficient [m\(^2\) yr\(^{-1}\)]. \(x\) and \(y\) are the horizontal spatial coordinates [m], \(r\) is the intrinsic growth rate of the stem density [d\(^{-1}\)], \(K\) is the maximum carrying capacity of the stem density [m\(^{-2}\)], \(C_{tau}\) is the plant mortality coefficient due to bed shear stress [d\(^{-1}\) (N m\(^{-2}\))\(^{-1}\)], \(\tau\) is the bed shear stress exerted by flow and waves [N m\(^{-2}\)]. \(r_{cr,p}\) is the critical bed shear stress for plant mortality [N m\(^{-2}\)]. \(C_{inund}\) is the plant mortality coefficient due to inundation stress [d\(^{-1}\) m\(^{-1}\)]. \(H\) is the inundation height [m], and \(H_{cr,p}\) is the critical inundation height at high tide [m].

### 2.2.3. Biogeomorphological Coupling

The vegetation growth module was set up in Python. This module was coupled to the hydrodynamic (both flow and wave) and the morphological Delft3D-FM model through BMI (Basic Model Interface) (Hutton et al., 2020; Peckham et al., 2013) (Figure 2). BMI exchanges memory location pointers between the Delft3D-FM and Python models. Consequently, model parameters and (state) variables are exchanged through memory, thus avoiding any file writing and reading when switching between the codes. The flow model simulates tidal flow with a computational time step of maximum 30 s; this timestep decreases if the maximum Courant number of 0.7 is exceeded (Deltareas, 2019a). The wave model was set up to simulate wave propagation every 3600 s.

Morphological change was calculated every computational timestep (‘online’). However, the morphological change was multiplied with an acceleration factor (‘MorFac’; Roelvink, 2006) of 100 every single timestep. The
computation of a subsequent hydrodynamic timestep uses the morphological change multiplied by the acceleration factor, ensuring that the hydrodynamic computations are carried out using the correct bathymetry. Applying this factor means that 3.6 days of hydrodynamic calculations represents the morphological change of a single year, that is, 180 hydrodynamic days represent 50 years. A full spring-neap cycle of approximately 14 days represents the morphological change of 3.9 years. The acceleration factor used in this study was equal to the acceleration factor used in Best et al. (2018), whereas earlier studies of salt marsh development used an acceleration factor of approximately 700 (Temmerman et al., 2007). The vegetation development was calculated once every 100 morphodynamic days (i.e., once every single hydrodynamic day); the change in vegetation over a time step of nominally one day, corresponds to vegetation change over 100 days in the morphological timescale. This is assumed to be suitable for simulating yearly to decadal marsh width dynamics, forced with constant hydrodynamics and sediment dynamics. Moreover, vegetation dynamics was modeled as a year-averaged process, consequently seasonal variability was not included (Temmerman et al., 2007), even though several vegetation time steps occur in a single morphological year. The physical variables driving vegetation development (e.g., inundation height and bed shear stress), were cumulatively stored every hydrodynamic computational timestep (of maximum 30 s), for calculating vegetation dynamics.

Figure 2. (a) Flowchart of modeling approach and online coupling of interactive computation of hydrodynamic, morphodynamic and vegetation development using the Basic Model Interface (BMI). (b) Hydrodynamic and morphodynamic time for the hydrodynamic models and vegetation model with a morphological acceleration factor of 100.
The full model was controlled in Python. First, the vegetation establishment was calculated over the model grid. Next, the flow and morphodynamic model were executed every 30 s and the wave model every 3600 s over the vegetation timestep, which is 86400 s (i.e., a hydrodynamic day equal to 100 days of morphodynamics and vegetation development) (Figure 2). After a day, hydrodynamic results over the vegetation time step were used to inform the vegetation growth and decay. In addition, new vegetation establishment was calculated. The results of the vegetation model, that is, new vegetation presence and density (plant dimensions were considered constant), were used to set a new vegetation roughness field in Delft3D-FM. Then a new loop of hydrodynamic and morphodynamic calculations started (Figure 2).

2.3. Model Setup

2.3.1. Model Domain

The model domain of the depth-averaged flow model represented an area with a cross-shore width of 2500 m and an alongshore length of 1000 m. The cell size applied over the full domain is 5 m, both in x- and y-direction. The domain of the wave model was larger in the alongshore direction (i.e., 2000 m) to prevent boundary effects. The cell size over the outer wave domain was 15 m, both in x- and y-direction. A grid with a smaller cell size was nested in the larger wave model, the alongshore length of the inner grid is 1100 m with a cell size of 5 m both in x- and y-direction.

2.3.2. Topography

A typical initial profile was derived from the data set presented in Willemsen et al. (2020). The direction of the profiles was approximately aligned to the wind direction during extreme events statistically occurring once every 10–10,000 years (Willemsen et al., 2020) (Figure 1), to be able to compare the simulated dynamics of the salt marsh edge with field observations and discuss Nature-Based Flood Defenses (NBFD) which are typically designed for extreme events with longer return periods. Relative to MSL, the initial bed level height at the most seaward location of the domain is −7 m, well below mean low water spring (MLWS) of −2.31 m (Zuidgors) and −2.16 m (Paulina). The bed level increased to the local mean sea level (0.16 m at Zuidgors; 0.19 m at Paulinapolder) over a distance of approximately 650 m. Subsequently the bed level reached MHWN, which is 1.85 m at Zuidgors and 1.73 m at Paulina, over a distance of 800 m (Figures 1g and 1h). This part of the profile was explicitly chosen to be linear, to prevent imposing a convex-up or concave-up profile affecting vegetation establishment and growth at the tidal flat and potential marsh area. MHWN has been used previously as fixed elevation threshold for vegetation growth in the Westerschelde (Doody, 2007; Van der Wal et al., 2008). Finally, the topography increased to mean high water spring (MHWS; 2.63 m at Zuidgors; 2.54 m at Paulina) over the last 1050 m of the domain. The initial topography was uniform in alongshore direction. Random perturbations in the range of −1 cm – +1 cm were added on to the initial bed elevation of each grid cell for initiation of pattern development (c.f. Best et al., 2018).

2.3.3. Boundary Conditions and Model Parameters

The model contained a single open boundary at the southern end of the model extent. The water levels at the open boundary were constructed using the semidiurnal M2 and S2 tidal constituents, resulting in a repeated spring-neap tidal cycle. The range of the tidal signal was 4.93 m with a mean tide level of 0.16 m (Van der Wal et al., 2008). MLWS and MHWS were −2.32 and 2.64 m respectively and MLWN and MHWN were −1.52 and 1.85 m respectively. Wave forcing was applied to the model by continuously imposing a mild wave height and wave period at the open southern boundary. The wave height at the boundary was based on measurements of the wave height seaward of the vegetation edge at a marsh at the northern and southern shores of the Westerschelde (Hellegatpolder and Zimmermanpolder resp.; Figure 1). The average wave height measured over approximately a year at both locations was approximately 0.11 m with a standard deviation of 0.07–0.08 m (Willemsen et al., 2018). The continuous wave heights used in the model scenarios were situated around this average. A directional spreading of 30° was applied. Suspended sediment concentrations (SSC) measured in the stream channel of the Westerschelde generally ranged between approximately 10 and 75 mg/L (10th and 90th percentile) (Temmerman et al., 2004; Van Damme et al., 1999). In the current model the vertically averaged suspended sediment concentration was
Table 1  
Hydrodynamic, Sediment and Vegetation Growth Parameters Used in the Model Study

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform friction coefficient</td>
<td>$N$</td>
<td>0.023</td>
<td>s m$^{-1/3}$</td>
<td>Wamsley et al. (2010), Deltares (2019a)</td>
</tr>
<tr>
<td>Eddy viscosity</td>
<td>$N$</td>
<td>10</td>
<td>m$^2$ s$^{-1}$</td>
<td>Deltares (2015)</td>
</tr>
<tr>
<td>Eddy diffusivity</td>
<td>$D$</td>
<td>10</td>
<td>m$^2$ s$^{-1}$</td>
<td>Deltares (2015)</td>
</tr>
<tr>
<td>Reference density</td>
<td>$\rho_{s,0}$</td>
<td>1600</td>
<td>kg m$^{-3}$</td>
<td>Best et al. (2018), Deltares (2019b)</td>
</tr>
<tr>
<td>Specific density</td>
<td>$\rho_s$</td>
<td>2.650</td>
<td>kg m$^{-3}$</td>
<td>Best et al. (2018), Deltares (2019b)</td>
</tr>
<tr>
<td>Dry bed density</td>
<td>$\rho_{s,dry}$</td>
<td>500</td>
<td>kg m$^{-3}$</td>
<td>Best et al. (2018), Deltares (2019b)</td>
</tr>
<tr>
<td>Settling velocity cohesive sediment</td>
<td>$\omega_s$</td>
<td>0.5</td>
<td>mm s$^{-1}$</td>
<td>Willemsen et al. (2018)</td>
</tr>
<tr>
<td>Critical bed shear stress for erosion</td>
<td>$\tau_{cr,s}$</td>
<td>0.5</td>
<td>N m$^{-2}$</td>
<td>Best et al. (2018), Deltares (2019b)</td>
</tr>
<tr>
<td>Critical bed shear stress for deposition</td>
<td>$\tau_{cr,d}$</td>
<td>1,000</td>
<td>N m$^{-2}$</td>
<td>Best et al. (2018), Deltares (2019b)</td>
</tr>
<tr>
<td>Erosion parameter</td>
<td>$M$</td>
<td>$5 \times 10^{-5}$</td>
<td>kg m$^{-2}$ s$^{-1}$</td>
<td>Best et al. (2018), Deltares (2019b)</td>
</tr>
<tr>
<td>Acceleration factor</td>
<td>AF</td>
<td>100</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chance of vegetation establishment</td>
<td>$P_{est}$</td>
<td>0.01</td>
<td>-</td>
<td>Schwarz et al. (2018)</td>
</tr>
<tr>
<td>Initial vegetation density of established vegetation</td>
<td>$n_{veg,0}$</td>
<td>200</td>
<td>m$^{-2}$ day$^{-1}$</td>
<td>van Hulzen et al. (2007)</td>
</tr>
<tr>
<td>Intrinsic growth rate of vegetation</td>
<td>$R$</td>
<td>1</td>
<td>Day$^{-1}$</td>
<td>van Hulzen et al. (2007)</td>
</tr>
<tr>
<td>Maximum carrying capacity of stem density</td>
<td>$K$</td>
<td>1,200</td>
<td>Stems m$^{-2}$</td>
<td>Temmerman et al. (2005)</td>
</tr>
<tr>
<td>Vegetation diffusion coefficient</td>
<td>$D$</td>
<td>0.2</td>
<td>m$^2$ day$^{-1}$</td>
<td>van Hulzen et al. (2007)</td>
</tr>
<tr>
<td>Vegetation mortality coefficient due to bed shear stress</td>
<td>$C_{vis}$</td>
<td>30</td>
<td>Day$^{-1}$ (N m$^{-3}$)$^{-1}$</td>
<td>van Hulzen et al. (2007)</td>
</tr>
<tr>
<td>Critical bed shear stress for vegetation mortality</td>
<td>$\tau_{cr,veg}$</td>
<td>0.26</td>
<td>N m$^{-2}$</td>
<td>van Hulzen et al. (2007)</td>
</tr>
<tr>
<td>Vegetation mortality coefficient due to inundation stress</td>
<td>$C_{inund}$</td>
<td>3,000</td>
<td>Day$^{-1}$ m$^{-1}$</td>
<td>van Hulzen et al. (2007)</td>
</tr>
<tr>
<td>Critical inundation height for vegetation mortality</td>
<td>$H_{veg}$</td>
<td>1.1</td>
<td>m</td>
<td>van Hulzen et al. (2007)</td>
</tr>
<tr>
<td>Uniform vegetation diameter</td>
<td>$b_{veg}$</td>
<td>0.0043</td>
<td>m</td>
<td>Temmerman et al. (2005)</td>
</tr>
<tr>
<td>Uniform vegetation height</td>
<td>$h_{veg}$</td>
<td>0.5</td>
<td>m</td>
<td>Temmerman et al. (2005)</td>
</tr>
</tbody>
</table>

Note. The vegetation time steps are defined in hydrodynamic days, equal to 100 morphodynamic days.

varied between 10 and 50 mg/L at the southern open boundary. Eroded sediment resuspended within the domain was re-allocated within the domain or flowed out via the open southern boundary.

2.3.4. Hydrodynamic Model Parameters

A uniform Manning bed roughness of 0.023 s m$^{-1/3}$ was used, which is slightly higher than the value for open waters (Wamsley et al., 2010), because of the location in the intertidal (Table 1). Manning values were comparable with values used in previous studies on salt marshes in general and salt marshes in the Westerschelde (e.g., Best et al., 2018). The horizontal eddy viscosity and eddy diffusivity should be typically in the range of 1–10 m$^2$ s for grid cell dimensions of tens of meters or less and were both set to 10 m$^2$ s, which is the default value (Deltares, 2015).

2.3.5. Morphodynamic Model Parameters

A uniform fine cohesive sediment was applied in the model, generally appearing at tidal flats and salt marshes in the Westerschelde (Willemsen et al., 2018). Default values were used for the reference density, specific density and dry bed density of the sediment, respectively 1600, 2650 and 500 kg m$^{-3}$ (Table 1). The settling velocity for cohesive sediment was set to 0.5 mm s$^{-1}$, which is approximately the settling velocity of the average grain size diameter found around the salt marsh edge in the Westerschelde (Willemsen et al., 2018). A value of 0.5 N m$^{-2}$ was applied for the critical bed shear stress for erosion, whereas the critical bed shear stress for deposition was set to 1000 N m$^{-2}$ enabling sedimentation unrestricted by bed shear stresses. The erosion parameter was set to $5 \times 10^{-5}$ kg m$^{-2}$ s$^{-1}$ (Best et al., 2018; Deltares, 2019b). To decrease the computational time an acceleration factor of 100 was applied (Figure 2).
2.3.6. Vegetation Growth and Decay

Vegetation growth was simulated by changing the stem density according to the population dynamics model. In this study the salt marsh species *Spartina anglica* (cordgrass) was simulated. The drag coefficient ($C_D$) of vegetation depends on hydrodynamic conditions and the vegetation species (Table 1). The drag coefficient under storm conditions for *Spartina anglica* was previously calibrated to be 0.5 (Vuik et al., 2016). Under small wave heights it can be assumed that the stems are rigid, for which a $C_D$ coefficient of 1.0 is commonly used (Suzuki & Arikawa, 2010; van Veelen et al., 2020). In the current study a value of 0.7, in between the previous values, was used, to take into account various conditions and vegetation of different ages. Average values were assumed for the stem height (0.5 m) and stem thickness (4.3 mm) (Temmerman et al., 2007), whereas the vegetation density was variable, driven by the population dynamics model. The establishment chance ($P_{est}$), was equal to 1% (Equation 2), representative for a slow colonizer like *Spartina anglica* (Schwarz et al., 2018). The intrinsic growth rate of the vegetation ($r$) was equal to 1 per vegetation time step, which is in this study equal to a single hydrodynamic day and 100 morphodynamic days due to the use of an acceleration factor. The maximum stem density ($K$) was 1200 stems m$^{-2}$ (van Hulzen et al., 2007) (Equation 4). First the vegetation establishment, $(\partial n_b/\partial t)_{est}$ was calculated (Equation 2). The subsequent growth and decay (Equations 3–6) in the next vegetation timestep was solved using an ordinary differential equation solver, iterating toward the solution (c.f. Soetaert et al., 2010).

2.4. Model Scenarios

Four extensive scenarios were simulated with different significant wave heights ($H_s$), resulting in a focused, but limited set of experiments. Marshes only affected by tidal flow were simulated without waves (significant wave height ($H_s$) of 0.00 m), whereas the influence of both waves and tidal flow were assessed for waves with a height ($H_s$) of 0.05, 0.10 and 0.15 m. The wave period ($T_{m01}$) at the boundary was 1.79, 2.53 and 3.10 s respectively, based on a constant wave steepness of 0.01. A suspended sediment concentration of 10 mg/L was imposed at the boundary for all four scenarios. The suspended sediment concentration was varied for the scenario with a significant wave height of 0.10 m, since this wave height is closest to values occurring in the field (Callaghan et al., 2010; Willemsen et al., 2018). The SSC imposed at the boundary were continuous and equal to 10, 25 and 50 mg/L. The scenario runs covered a period of 50 years. The first 10 years of the 50 years development were used to start-up the full model. This start-up time for the hydrodynamic, morphodynamic and vegetation module was used to initiate feedback between modules and prevent possible excessive dynamics being included in the analysis. The computational time of a single run was limited to approximately 5 days (2 cores @ 3.50 GHz; 32 GB memory).

3. Results

3.1. Salt Marsh Development and Marsh-Edge Patterns After 50 Years Under Different Wave Conditions

After 50 years of development in the model, of which 10 years start-up time, vegetation at the salt marsh edge revealed distinct features typically occurring at salt marshes in the field (Figures 1 and 3). The form and presence of those features depended on the incoming wave forcing at the seaward boundary. In the absence of wave forcing ($H_s$ of 0.00 m) resulted in the formation of creeks landward from the vegetation edge (Figures 3a–3c). The creeks extended landward with multiple branches over a cross-shore width of 200 m. The large creeks showed an alongshore spacing of approximately 100 m. Moreover, vegetation patches with a diameter ranging from approximately 5 m (the size of a single computational cell) to 50 m were found seaward from the salt marsh edge (Figures 3a–3c).

In year 50, a sawtooth pattern was observed after salt marsh development with a wave forcing of 0.05 m (Figures 3d–3f), approximately at the same cross-shore location as the marsh edge developed without waves. Four to five coves formed over an alongshore distance of 1,000 m. An area with vegetation patches formed seaward from the marsh edge. Nevertheless, the cross-shore width of the area with patches was smaller than the area with patches resulting from the run without waves. The smaller area of patches might be explained by the steepness of
the profile just seaward of the marsh edge, which is largest for the scenario with waves of 0.05 m (Figure 4), preventing extensive vegetation patches to develop.

The development of the salt marsh edge under a wave forcing of 0.10 m (Figures 3g–3i) showed similarities with the development of the marsh edge under a significant wave height of 0.05 m (i.e., Figures 3d–3f). A sawtooth pattern developed with vegetation patches appearing seaward from the marsh edge. However, the alongshore variability of both the patterns and the patches was larger. Moreover, a gradient of vegetation density formed in the along-shore direction (Figures 3g–3i).

The marsh edge showed no pattern at all in the model scenario with the largest wave forcing \( (H_s = 0.15 \text{ m}) \) (Figures 3j–3l). The straight marsh edge was formed as no new vegetation was able to establish in front of the existing marsh edge due to the larger waves, as visible from the abrupt transition from 1200 to 0 stems m\(^{-2}\) at the edge.

Creeks were absent in the model scenarios with waves, except when sediment supply increased (Figure 5; \( H_s = 0.10 \text{ m} \)). This might be explained by sediment transport toward the vegetated salt marsh, preventing further development of creeks after initiation. Either by filling in initiated creeks with sediment or obstructing the locations where creek outlets appear.
3.2. Cross-Shore Profile Characteristics and Variability at the Parsh Edge

The development of the cross-shore profile was highly affected by the wave forcing and SSC (Figure 4). The alongshore averaged profile in year 50 remained rather similar to the initial profile with no wave and low wave forcing (0.00 and 0.05 m). With increasing wave forcing at the boundary (0.10 and 0.15 m), a cliff formed at the landward side of the domain, approximately 200 m from the landward boundary. Waves of $H_s = 0.10$ m resulted in a cliff with a height of approximately 1.00 m, whereas wave forcing of 0.15 m resulted in a cliff with a height of 4.00 m (Figure 4). The wave height determines the general height of the profile, whereas the suspended sediment concentration determines the steepness of the profile (Figure 4). The alongshore variability of the profile in year 50 decreased with increasing wave heights (Figure 4; standard deviation). Smaller wave heights allowed patterns with large alongshore variability to develop (e.g., creek formation inside and outside the vegetated area and development of vegetation patches; Figures 3 and 5), resulting in larger alongshore variability of the bed elevation (Figure 6). Over time, the development of the vegetated salt marsh after initial establishment largely depended on the wave forcing. Without waves and with small waves (0.00 and 0.05 m), the salt marsh extended seaward, while the salt marsh retreated landward with larger wave forcing (0.10 and 0.15 m; Figure 5). However, with larger SSC, vegetation at the marsh was able to switch from a retreating to an extending behavior ($H_s$ is 0.10 m; Figure 5). The salt marsh edge in year 50 was found at higher elevations with decreasing stress from waves and sediment availability (Figure 4), hence indicating the direction of development: a too low elevated salt marsh edge due to

Figure 5. The development of the vegetation density (colormap) at the salt marsh edge per 10 years (from top to bottom). The resulting vegetation density in year 50 is presented for the full domain (bottom row). The area around that is presented in the first four rows of panels is indicated in the full domain (bottom row) with a dashed box. The different scenarios runs are presented from left to right.
continuously occurring physical stress retreats, whereas low levels of physical stress result in a higher salt marsh edge that can even expand. This balance suggests the importance of the response time of vegetation to physical stresses.

The final location of vegetation presence at the salt marsh edge was quickly reached for the lower wave heights (0.00 and 0.05 m), a slight seaward extension of tens of meters only was observed over the last four decades (Figure 5). Nevertheless, differences were observed in the development of vegetated salt marshes with larger wave heights (0.10 and 0.15 m): the occurrence of a cliff in the bathymetry largely affected vegetation growth. Vegetation was still able to establish in front of the cliff with $H_s = 0.10$ m over a cross-shore width of over 1000 m, although the variability of the vegetation density in this area was rather high due to the wave forcing (200–1200 stems m$^{-2}$). Vegetation was not able to establish in front of the cliff with largest wave height ($H_s = 0.15$ m; Figure 5), resulting in an abrupt transition from a vegetation density of 1200 to a density of 0 stems m$^{-2}$. The latter resulted in a rather small decadal variability of the cross-shore location of the marsh edge (Figure 6). This deviates from the increasing variability of the location of the marsh edge with increasing wave heights between wave heights ($H_s$) of 0.00 and 0.10 m.

### 3.3. Comparing Modeled Marsh Edge Characteristics to Field Observations

To test the schematic model predictions, the variability of the marsh edge in the field was quantified using field data from the salt marshes Zuidgors and Paulinapolder in the Westerschelde estuary (Figure 1). Generally, over a 40 year period (1975–2015), the marsh edge at Zuidgors (exposed to the prevailing wind direction) retreated, whereas the marsh edge at Paulinapolder (sheltered from the prevailing wind direction) expanded (Figure 6). This can be explained by the hydrodynamic energy occurring in both systems. Generally high hydrodynamic energy results in increasing bed level dynamics, lower bed elevations and longer inundation periods; an environment in which vegetation is not able to establish. On the contrary, low hydrodynamic energy leads to less bed level dynamics and inundation periods remain rather small, giving vegetation the opportunity to establish (Bouma et al., 2013).
et al., 2016; Willemsen et al., 2018). The mean wave height observed seaward from the marsh edge at the tidal flat, specifically during calm conditions was 0.14 m at Zuidgors (standard deviation of 0.06 m), versus 0.05 m at Paulinapolder (standard deviation of 0.03 m) (Callaghan et al., 2010).

An expanding marsh edge was observed (Figure 6) for the model scenarios both without wave forcing and with rather small continuous wave forcing (0.05 m). The modeled marsh edge expanded seaward over 50 m on average over a period of 40 years, which resembles the average variability of the marsh edge at Paulinapolder (Figure 6). However, the modeled standard deviation of the marsh edge variability is lower, but in the same order of magnitude (tens of meters), most probably due to a more variable wave climate in the field.

A retreating marsh edge was observed for the model scenarios with larger wave forcing (0.10 and 0.15 m), although with increasing sediment availability the marsh was also able to expand. This is supported by the field observations at the Zuidgors marsh, where transects both were expanding and retreating at a single marsh. The simulated marsh edge retreated landward by 120 m on average over a period of 40 years (0.10 and 0.15 m), but was also able to expand over a length of approximately 60 m with larger SSC, corresponding to the average variability of the marsh edge at the exposed marsh Zuidgors (Figure 6). The standard deviation of the marsh edge location for the model run with $H_s = 0.10$ m was larger than observed in the field with similar wave heights (Zuidgors), mainly caused by the possibility for vegetation to establish seaward from the developed cliff. Conversely, vegetation was not able to establish seaward from the cliff with $H_s$ equal to 0.15 m, hence resulting in a lower standard deviation (Figure 6). Vegetation patches were observed in the model runs with no waves and smaller wave forcing (0.00, 0.05 and 0.10 m). Vegetation patches appearing in year 50 were similar in size (5–50 m) as the patches observed in the field (Figure 1e and 1f), although the amount of pioneer vegetation growing in patches generally decreases with larger wave heights in the model, which is observed in the field as well.

3.4. Biophysical Response of Marshes to Waves: Marsh Width, Height and Vegetation Patterns at the Marsh Edge

The salt marsh responded differently to different wave forcing. Different responses were observed for an increasing wave height, with a suspended sediment concentration of 10 mg/L: (a) the cross-shore marsh width and marsh platform height was largest in the absence of waves (Figure 7; panel a, b, c); (b) the marsh width and height remained rather similar, whereas the alongshore variability decreased with small waves ($H_s = 0.05$ m). Alongshore periodic vegetation patterns appeared at the marsh edge (Figure 5; $H_s = 0.05$ m); (c) Both the marsh width and height decreased with medium waves, since vegetation was not able to establish at a lower elevation ($H_s = 0.10$ m), and the alongshore variability of both largely increased (Figure 7; panel a, b, c). The cross-shore variability of vegetation density was observed (Figure 5; $H_s = 0.10$ m); and (d) the average marsh width and height further decreased with large waves ($H_s = 0.15$ m). Moreover, the variability of the marsh width and height decreased to almost zero (Figure 7; panel a, c), at the same time a lack of variability in vegetation density was observed (Figure 5; $H_s = 0.15$ m), since vegetation was almost not able to establish at lower heights (Figure 7; panel b).

The modeled cross-shore width of the salt marsh was affected by wave height ($H_s$). The mean width was approximately 2000 m for low wave heights ($H_s$ is 0.00 and 0.05 m). Once the wave height increased to $H_s = 0.10$ m and larger, initiation of cliff formation was observed (Figure 4) and the width of the salt marsh decreased to 1300 m ($H_s = 0.10$ m) and 220 m ($H_s = 0.15$ m). The salt marsh width was affected by cliff formation, with the appearance of cliffs depending on the wave forcing (Figure 7; panel a).

The mean height of the vegetated salt marsh platform changed with the incoming wave height as well (Figure 7; panel b). The height of the platform decreased with increasing wave heights. Although cliff formation was initiated when the wave height exceeded 0.10 m, a clear threshold affecting the height of the salt marsh platform was not observed for wave heights between $H_s = 0.00$ m and $H_s = 0.10$ m. The average height of the salt marsh platform decreased from 1.55 m + MSL to 1.49 m + MSL to 1.18 m + MSL. Once the wave height increased ($H_s = 0.15$ m), the platform height suddenly increased (2.60 m + MSL).
4. Discussion

Salt marshes are neither homogeneous, nor static (Reed et al., 2018). An understanding of the long-term marsh width dynamics is required to predict their dynamic capacity to attenuate waves and implement marshes in hybrid flood defenses (Bouma et al., 2014, 2016; Willemsen et al., 2020). Like previous studies into salt marsh extent (e.g., Leonardi et al., 2016; Marani et al., 2011; McLoughlin et al., 2015), this current study showed that vegetation dynamics around the salt marsh edge depend on wave forcing and sediment supply. Seaward salt marsh expansion required low or moderate wave forcing or high sediment supply. Alternatively, when the wave forcing was high and sediment supply limited the salt marsh retreated landward. With increasing sediment availability the salt marsh forced with higher waves was able to switch from a retreating extent toward an expanding extent.

4.1. Biogeomorphological Modeling of the Salt Marsh Width

Previous numerical modeling studies identified processes driving salt marsh development, for example, on a two dimensional (depth-averaged) and three dimensional landscape scale (Best et al., 2018; Temmerman et al., 2007). Similar model studies addressed salt marsh development on a timescale of centuries aiming to assess salt marsh development and/or loss due to SLR and changes in sediment availability (D’Alpaos & Marani, 2016; Kirwan & Murray, 2007; Kirwan et al., 2010; Mariotti & Canestrelli, 2017). Mariotti and Canestrelli (2017) highlighted that, instead of platform drowning, retreat of the salt marsh edge will likely cause marsh loss on a timescale of centuries. Furthermore, simplified models indicated that the salt marsh edge may retreat due to wave-induced cliff erosion (e.g., Tambroni & Seminara, 2012), thereby enabling marsh loss. Process-based models that focused on the marsh edge showed a similar relation between wind waves and marsh retreat (Mariotti & Fagherazzi, 2013; Marani et al., 2011). However, wind waves have not always been included in models describing salt marsh development (Belliard et al., 2015; Temmerman et al., 2005, 2007). The current study builds upon and extends these previous studies, by using a process-based vegetation model, resulting in a more realistic progradation regime and vegetation decay.
Salt marsh width is variable over time, and the salt marsh edge can retreat landward or expand seaward by several meters a year (Allen, 2000; Cox et al., 2003; Francalanci et al., 2013; Wang et al., 2017). More specifically in the Westerschelde estuary, a general landward retreat of the salt marsh edge is observed at Zuidgors and Zimmermanpolder at its northern shores from 1982 till 2004, whereas a general expanding trend of the salt marsh edge is observed at Paulinapolder and other salt marshes at the southern shores over the same period (Van der Wal et al., 2008). Differences between sites may be related to their relative wind exposure. The salt marshes at the northern shores of the Westerschelde estuary are classified as exposed to the prevailing south-westerly winds (e.g., Zuidgors), whereas the salt marshes at the southern shores (e.g., Paulina) are more sheltered from these winds (Callaghan et al., 2010). Whilst the daily variability of wave heights was not considered in the present study (i.e., we used a homogeneous wave height to clearly distinguish between processes that affect the salt marsh width), the modelled variability of the marsh edge position corresponded well with field observations (Figure 6). Despite the similarity of the modeled and observed marsh width variability in the present study, the range of marsh width for a medium wave height \( (H_s = 0.10 \, \text{m}) \) and the height of the cliff for a large wave height \( (H_s = 0.15 \, \text{m}) \), did deviate from field observations. Previous studies quantified a relation between wave power density and cliff retreat (e.g., Leonardi et al., 2016; Marani et al., 2011; Schwimmer, 2001; Stecca et al., 2017). The relation between wave power density and marsh edge retreat rate in the current study was rather weak \( (H_s = 0.10 \, \text{m}; R^2 = 0.15) \). With a wave height of 0.10 m vegetation was able to grow seaward of the vegetation edge, which resulted in a horizontal offset between the cliff and actual marsh edge. Pioneer vegetation that colonized the tidal flat in front of the former salt marsh, suggested the presence of a mechanism that can drive a retreating into an expanding salt marsh (c.f. Singh Chauhan, 2009). The relation between wave power density and marsh edge retreat was slightly better for a wave height of 0.15 m \( (R^2 = 0.23) \), where the marsh edge was at the same location as the cliff. Building on previous studies (Leonardi & Fagherazzi, 2014; Mariotti, 2020; Mariotti & Canestrilli, 2017), in future studies the use of a sophisticated cliff erosion model combined with a process-based vegetation growth model is recommended and will result in improved predictions of marsh edge retreat due to cliff erosion. If a cliff erosion model had been implemented in the current study, the predicted cliff height would likely have been smaller due to faster retreat and deposition of material originating from the cliff in front of the cliff. Consequently, integrating a cliff erosion model would have resulted in a better representation of field observations.

The horizontal marsh width variability would have been smaller if the wave forcing would have been more variable, that is, hourly changing wave heights. This would have led to a smaller range of marsh width variability for model simulations with medium waves and less extreme cliff heights for model simulations with large waves. Short events with extreme waves, which were not included in the model simulations, may have resulted in more disturbances of the bed, thereby decreasing the frequency and duration of calm periods in which vegetation could establish (Hu et al., 2015). Hydrodynamic exposure and bed level change will increase during large wave events and, thereby increasing vegetation mortality (Temmerman et al., 2007) and landward retreat of the marsh edge (Bouma et al., 2016; Willemsen et al., 2018). Conversely, during periods with rather small waves in a variable wave climate the establishment of vegetation will not be disturbed and therefore vegetation development is enhanced (Bouma et al., 2016), resulting in a seaward expanding salt marsh.

In the present study a MorFac of 100 was applied to decrease computational time and accelerating morphological development. A sensitivity analysis was conducted to assess the influence of the MorFac on the vegetation development and the dynamics of the salt marsh edge. The MorFac was multiplied by a factor 2 \( (\text{MorFac} = 200) \) and divided by a factor 2 \( (\text{MorFac} = 50) \). Furthermore, simulations were executed with (case 1) a fixed factor for the vegetation update and (case 2) an adapted factor for the vegetation update, related to the adapted MorFac. With the higher MorFac and a fixed factor for the vegetation update (case 1), the dynamics of the salt marsh edge were found to increase and the rate of retreat increased. The observed increasing rate of retreat can be explained by larger erosion rates that increasingly exposed the establishing vegetation. Nevertheless, differences in simulated retreat rates remained small between a MorFac of 50 and 100 (maximum of tens of meters over a domain of 2,500 m). When a corrected factor for vegetation development updates was applied with changing the MorFac (case 2), the location of the salt marsh edge remained similar over time for a MorFac of 50 and 100, but it changed substantially for a MorFac of 200. The sensitivity analysis showed that the applied vegetation model is robust when using a MorFac of 100 and lower, but a MorFac of 200 with the current model set-up showed strongly deviating results. Following this sensitivity analysis, the use of a MorFac of 100 in the current study is justified.
More processes were simplified in this model exploration. For example, critical bed shear stresses for erosion were kept constant, even though it is known that the bed becomes stronger with the increasing duration of vegetation presence in a certain area (Wang et al., 2017). Furthermore, the default suspended sediment concentration imposed at the boundary of the model was in the lower range of the sediment concentrations occurring in the Westerschelde estuary. In general, salt marsh width and platform height are smaller with low SSC and increase with increasing SSC (Mariotti & Fagherazzi, 2010; Temmerman et al., 2004). This study showed that, with feedback between hydrodynamics, morphodynamics and vegetation growth, increasing sediment concentrations resulted in a higher marsh platform due to enhanced sedimentation on the platform compared to previous studies (c.f. Mariotti & Fagherazzi, 2010; Temmerman et al., 2004) The lower wave exposure of the elevated marshes will enhance vegetation growth, enabling the marsh to maintain its position over a longer period. However, a higher marsh platform might be more prone to lateral erosion due to a larger vertical offset between bare tidal flat and salt marsh. This increasing instability could be better assessed by including a process-based cliff-erosion model.

The tide, consisting of S2 and M2 tidal constituents, was explicitly chosen to be equal in all scenarios. Therefore, the influence of tides and tidal range on the dynamics of the salt marsh edge was not assessed. Generally, the seaward extent of the salt marsh is limited by mean high water (Adam, 2002). Balke et al. (2016) showed that the marsh edge is able to extend further seaward with an increasing tidal range. The stability of the vegetated platform also improves with an increasing tidal range, as the growth range of vegetation increases with tidal range (Kirwan & Guntenspergen, 2010; D’Alpaos et al., 2011). This might be attributed to increasing dispersion of hydrodynamic energy with an increasing tidal range as wave energy will be distributed over a wider area of the salt marsh, instead of being focused at the salt marsh edge. Accordingly, it can be assumed that waves have a larger influence on the salt marsh width in microtidal estuaries. The computational domains of the flow and wave model that were used in this study prevented for boundary effects from occurring, as evidenced by the results (e.g., Figure 5). Morphology and vegetation dynamics were consistent throughout the flow domain. The resolution of the grid (grid cell size) was sufficiently high to prevent for numerical effects on the hydrodynamics (Bomers et al., 2019). However, the grid cell size may have hampered smaller scale dynamics, for example, small-scale creek development, although this was not the focus of the current study.

Next steps in the development and assessment of the model should be focusing on the implementation of a variable wave climate and/or sediment availability to extend on the homogeneous wave forcing and sediment availability. These improvements will allow to use the vegetation model to its full capacity, as variable wave forcing and sediment availability inherently lead to increasingly variable stresses, enabling greater dynamics in the establishment of vegetation. Furthermore, different vegetation species with different traits could be incorporated. Currently, a slow colonizer with clonal growth was simulated (Spartina anglica). However, fast colonizers without the ability of clonal growth (e.g., Salicornia europaea) can also be simulated with the current model (c.f. Schwarz et al., 2018). The latter species grows faster initially, but its biomass declines over the winter period, and hence explicit seasonality is required to model this species. For inclusion of different species and to improve single-species simulations, belowground feedback between morphology and vegetation, that is, spatio-temporal differences in substrate strength (Chirol et al., 2021), is required. This can be simulated by implementing a spatio-temporal varying critical bed shear stresses. Eventually, such model adaptations for vegetation species will lead to different predictions of vegetation patterns and landscape morphology, for example, less patchy patterns with Salicornia europaea (slow colonizers without clonal growth), right from the early stages of initial establishment.

### 4.2. Implications for Nature-Based Flood Defenses

An important ecosystem service of salt marshes is their wave attenuating capacity, which increases coastal safety locally (Temmerman et al., 2013). NBFD incorporate the protective functionality of ecosystems. The reduction of the significant wave height (i.e., wave attenuating capacity) of a vegetated foreshore can be explained by the width of the vegetated foreshore and the reduced water depth over such accreted vegetated foreshores (e.g., Möller & Spencer, 2002; Vuik et al., 2016; Willemsen et al., 2020). The current model results indicated the development of wider vegetated foreshores at places with less wave forcing and increasing sediment availability. Moreover, the model results highlighted a decreasing height of the marsh platform with larger wave forcing, until the cliff exceeded a certain height and vegetation was not able to grow seaward from the cliff. When the relations of the imposed wave exposure and modeled marsh dimensions are combined, a general non-linear trend...
was observed: the development of salt marshes under larger wave heights might lead to a smaller potential wave attenuating capacity (Figure 7; qualitative impression in panel d.). Still, the wave attenuating capacity related to a simulated average wave height of 0.10 m, which typically occurs at salt marshes in the Westerschelde, is relatively large (Willemsen et al., 2018).

This study emphasized once more that the widest salt marshes occur in the lowest-energy environments, which are sheltered from incoming high waves. Although salt marshes expand when the sediment availability increases, it would appear that the extent of any such increase is limited, most probably due to an increasing offset between the bare tidal flat and vegetated salt marsh with an expanding marsh. The cross-shore width of the salt marsh decreased with increasing wave heights. In the low-energy environments where salt marshes thrive, they can contribute to the wave attenuation of extreme storm events, provided that their cross-shore width is sufficiently large (Vuik et al., 2016). Not surprisingly, even though wide salt marshes are very effective at wave attenuation, they generally occur only where waves are small. However, the area of application might largely increase by enhancing marsh growth with engineering measures and using salt marshes as part of a NBFD (e.g., Baptist et al., 2021; Vuik et al., 2019).

Artificial structures like brushwood dams can assist in enhancing vegetation establishment and growth. Lower wave heights enable saltmarsh vegetation to establish (Poppena et al., 2019), by decreasing bed level dynamics (Bouma et al., 2016; Cao et al., 2018) and seedling mortality (Cao et al., 2019). This is also observed in this study. Lower wave heights support vegetation establishment at a lower elevation (Figure 7; panel b). Additionally, a decreasing inundation period and frequency leads to better opportunities for vegetation growth (Balke et al., 2016; Structures will promote settling of suspended sediments, which increases the bed level (Siemes et al., 2020). The wave height at the landward side of artificial structures is observed to be generally lower, and frequently occurring small waves are generally absent. Hence, artificial structures will lead to a larger marsh width due to the absence of small continuous waves. The enhanced larger salt marsh width will result in a larger contribution to wave attenuation (Willemsen et al., 2020).

There is a paradox both in the model result predicting continuous retreat of the vegetated salt marsh edge and in observations confirming such retreat over decadal timescales. Before a salt marsh can expand, the conditions must be favorable for vegetation to develop and expand seaward. Some elements in the landscape should, at least during certain periods of time, permit the salt marsh to develop before it enters into a phase of retreat. Tidal flats in front of salt marshes are candidate landscape elements for that. Tidal flats can effectively dissipate wave energy under daily conditions (Callaghan et al., 2010), which improves the conditions for salt marsh development at the landward side. Seaward expansion of tidal flats were observed to be a consequence of spatial shifts in tidal channels, or changes in sediment availability. Increasing the accommodation space for intertidal systems or stimulating growth of tidal flats with engineering measures, might enhance seaward expansion of salt marshes (Bouma et al., 2016; Callaghan et al., 2010). Stimulating sedimentation at tidal flats with, for example, sediment disposals and nourishments has resulted in a switch from an erosive phase to an accreting phase (de Ve et al., 2020), as is also observed for salt marshes in the current study. This is also confirmed by the long-term analyses by Ladd et al. (2019) who showed that marsh width over the last 150 years in 25 estuaries and embayments spread over the UK, critically depended on SSC. An accreting tidal flat might lead to a decreasing daily wave height at the marsh. Lower wave heights at the marsh edge have resulted in expanding salt marshes, based on the results of the current study and experimental studies on marsh establishment (Cao et al., 2019; Hu et al., 2015; Zhu, van Belzen, et al., 2020). Furthermore, vegetation patterns, such as patches and gradients in density at the marsh edge, showed the possibility for establishment of pioneer vegetation, thereby emphasizing the resilience of the salt marsh at lower wave heights. An increasing salt marsh width leads to a larger wave attenuating capacity (Vuik et al., 2016; Willemsen et al., 2020), hence enabling the use of saltmarshes in NBFDs.

5. Conclusions

A biogeomorphological model with a process-based vegetation growth module was presented to assess the dynamic cross-shore salt marsh width. Salt marsh development was modeled over a period of 50 years schematically forced with waves and differences in sediment availability. The development was assessed to answer the key question: How does the biophysical development, cross-shore width and yearly variability of a vegetated salt marsh depend on the magnitude of hydrodynamic forcing and sediment availability over a decadal time scale?
Under average mild weather conditions, the salt marsh width was intrinsically vulnerable to erosion. In year 50, with increasing physical stress, the salt marsh edge was found at lower elevations, indicating an unhealthy system with a retreating marsh edge due to vegetation mortality, whereas decreasing physical stresses result in a higher salt marsh edge enabling expansion after 50 years of development. This balance suggests the importance of the response time of vegetation to physical stress. The variability of the salt marsh edge increases up until a point vegetation is not able to establish in front of the marsh edge. The vegetation density gradient and patterns around the marsh edge increase up till the same point. Furthermore, small changes in the magnitude of sediment availability, result in rather large variability in marsh width, enabling even to transform from a retreating marsh to expansion. The results suggest a resilient marsh edge where re-establishment is possible for locations with rather small mild wave conditions, but with little increase of wave height only, vegetation decays and the marsh almost fully retreats. So while conventional gray coastal infrastructure can be applied generically, salt marshes in NBFDs are more location-specific due to spatially variable conditions. These model studies inspire management measures and artificial structures for enhancing the development of tidal flat-salt marsh systems.

Appendix A: Hydrodynamic and Morphodynamic Model Equations

Hydrodynamic and morphodynamic processes in the current study are solved using the numerical Delft3D-FM model (Deltasres, 2019a, 2019b; 2019c). Both hydrodynamics and morphodynamics interact with the vegetation module via BMI (Hutton et al., 2020), enabling simulations of ecosystem development in the coastal zone.

A1.1 Flow Module

Delft3D-FM solves the Navier-Stokes equations for an incompressible fluid, under the shallow water assumptions (i.e., hydrostatic pressure) and Boussinesq approximation (The effect of variable density is only taken into account in the pressure term) (Deltasres, 2019a):

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} = -\frac{1}{\rho_0} \frac{\partial p}{\partial x} + v \Delta u - f_x
\]  

(A1)

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} = -\frac{1}{\rho_0} \frac{\partial p}{\partial y} + v \Delta v - f_y
\]  

(A2)

\[
\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} + w \frac{\partial w}{\partial z} = -\frac{1}{\rho_0} \frac{\partial p}{\partial z} + v \Delta w - f_z - \frac{\rho}{\rho_0} g
\]  

(A3)

where \( u, v \) and \( w \) present the velocity components in \( x-, y-\) and \( z\)-direction respectively, \( \rho \) and \( \rho_0 \) the density and initial density respectively, \( p \) the pressure, \( \nu \) the kinematic viscosity, \( f_x, f_y \) and \( f_z \) represent the components of the Coriolis force and \( g \) is the gravitational force.

The continuity equation can be derived assuming mass conservation:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0
\]  

(A4)

The model setup in the current study uses a two dimensional (depth-averaged) approach, assuming that vertical accelerations are sufficiently small to be neglected, thereby reducing the rate of change in the vertical to the hydrostatic pressure distribution:

\[
\frac{\partial p}{\partial z} = -\rho g
\]  

(A5)

By elaborating the viscous stresses in Equations A1 and A2 and substituting Equation A5:

\[
\frac{\partial h}{\partial t} + \frac{\partial hu}{\partial x} + \frac{\partial hu}{\partial y} = 0
\]  

(A6)

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + gh \frac{\partial h}{\partial x} - fu + \frac{1}{\rho_0} \left( \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} + \frac{\partial \tau_{xh}}{h} \right) = 0
\]  

(A7)
\[
\frac{\partial \nu}{\partial t} + \nu \frac{\partial \nu}{\partial x} + \nu \frac{\partial \nu}{\partial y} + \frac{\partial h}{\partial y} - fu + \frac{1}{\rho_0} \left( \frac{\partial \tau_{yx}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y} + \frac{\partial \tau_{xy}}{h} \right) = 0
\]  \tag{A8}

where \( \tau_{yx} \) is the bed shear stress and \( h \) the water depth.

Vegetation effects on hydrodynamics are accounted for by implementing the roughness predictor by Baptist, et al. (2007). The resulting bed roughness \( (C) \) and the flow resistance of the vegetation \( (\lambda) \) are calculated using the following equation (Deltasres, 2019a):

\[
C = C_b + \frac{\sqrt{g}}{\kappa} \ln \left( \frac{h}{h_{\text{veg}}} \right) \sqrt{1 + \frac{C_D n_b h_{\text{veg}} C_b^2}{2g}}
\]  \tag{A9}

\[
\lambda = C_b n_b h_{\text{veg}} \frac{C_b^2}{h C^2}
\]  \tag{A10}

where \( C_b \) is the bed roughness of the bare bed, \( \kappa \) is the von Kármán constant, \( h_{\text{veg}} \) the stem height, \( C_d \) the drag coefficient and \( n_b \) the stem density. These equations are valid both for emergent and submerged vegetation. So the effect of vegetation on hydrodynamics is parameterized in a bed roughness, consequently affecting bed shear stresses.

### A1.2 Wave Module

The wave module is used to simulate the evolution of random, short-crested wind-generated waves. In the wave module, waves are described with the two dimensional wave action density spectrum, since in the presence of currents, action density is conserved (Deltares, 2019c). The evolution of the wave spectrum is described by the spectral action balance equation in Cartesian coordinates (Hasselmann, et al., 1973):

\[
\frac{\partial}{\partial t} \mathbf{N} + \frac{\partial}{\partial x} c_x \mathbf{N} + \frac{\partial}{\partial y} c_y \mathbf{N} + \frac{\partial}{\partial \theta} c_\theta \mathbf{N} = \mathbf{S} \sigma
\]  \tag{A11}

The local rate of change of action density is represented by the first term, propagation of action in geographical space (with propagation velocities \( c_x \) and \( c_y \)) in \( x \)- and \( y \)-direction is represented by the second and third term respectively. Shifting of the relative frequency due to variations in depths and currents (with propagation velocity \( c_\theta \) in \( \sigma \)-space) is represented by the fourth term and the fifth term represents dept-induced and current-induced re-fraction (with propagation velocity \( c_\theta \) in \( \theta \)-space). Expressions for these propagation speeds are taken from linear wave theory. The term at the right-hand side, where \( S(\sigma, \theta) \), is the source term in terms of energy density representing the effects of generation, dissipation and non-linear wave-wave interactions (Deltares, 2019c).

Wave dissipation by vegetation is included as a source term (Méndez & Losada, 2004; Suzuki et al., 2012) in the wave module:

\[
S_{\text{ds,veg}} = -\frac{2}{\pi} g^2 C_D b_{\text{veg}} n_b \left( \frac{k}{a} \right) \sinh^3 \frac{kh_{\text{veg}} + \frac{3}{2} \sinh \frac{kh_{\text{veg}}}{3k \cosh^3 \frac{kh}{3k}} \sqrt{E_{\text{tot}} E(\sigma, \theta)} \right)
\]  \tag{A12}

where \( C_d \) is the drag coefficient, \( b_{\text{veg}} \) the stem diameter of vegetation, \( n_b \) the stem density of vegetation, \( k \) the mean wave number, \( \sigma \) the mean frequency, \( h_{\text{veg}} \) the vegetation height, \( E_{\text{tot}} \) the total energy and \( E(\sigma, \theta) \) the energy over wave frequency and direction.

### A1.3 Morphodynamic Module

In the model, cohesive sediments are assumed to be transported as suspended load, which is computed by the advection-diffusion equation:

\[
\frac{\partial c}{\partial t} + \frac{\partial uc}{\partial x} + \frac{\partial vc}{\partial y} + \frac{\partial (w - \mathbf{w}_i) c}{\partial z} - \frac{\partial}{\partial x} \left( \epsilon_{ix} \frac{\partial c}{\partial x} \right) - \frac{\partial}{\partial y} \left( \epsilon_{iy} \frac{\partial c}{\partial y} \right) - \frac{\partial}{\partial z} \left( \epsilon_{iz} \frac{\partial c}{\partial z} \right) = 0
\]  \tag{A13}

\[\text{where} \quad \epsilon_{ij} = \kappa_i \kappa_j - \frac{1}{2} \delta_{ij} \sum_k \kappa_k \]
where \( c \) is the mass concentration of the sediment fraction, \( u, v \) and \( w \) are the flow velocity components in \( x, y \) and \( z \) direction, \( \varepsilon_{\text{s},x}, \varepsilon_{\text{s},y}, \) and \( \varepsilon_{\text{s},z} \) are the eddy diffusivities of the sediment fraction and \( w_i \) is the settling velocity.

In the current study with two dimensional (depth-averaged) settings, the fourth and seventh term reduce to zero. Boundary conditions at the open boundary are prescribed by the user. Boundary conditions at the free surface and at the bed are set by the morphodynamic module. The vertical diffusive flux through the free surface is set to zero. So the water surface boundary condition is given by:

\[
-w_{1} c - \varepsilon_{s,z} \frac{\partial c}{\partial z} = 0, \quad \text{at} \quad z = \zeta \quad (\text{free surface}) \quad (A14)
\]

The exchange of material between the bed and water column is modeled by calculating the sediment fluxes from the water column to the bed and vice versa. The fluxes are incorporated in the model as source and/or sink term, also to account for morphological updating. The boundary condition at the bed is given by:

\[
-w_{1} c - \varepsilon_{s,z} \frac{\partial c}{\partial z} = D - E, \quad \text{at} \quad z = z_b \quad (\text{bed level}) \quad (A15)
\]

where \( E \) is the erosion flux and \( D \) the deposition flux. For cohesive sediments, both fluxes are calculated with the Partheniades-Krone formulations (Partheniades, 1965):

\[
E = \begin{cases} 
M \left( \frac{\tau_{b,\text{max}}}{{\tau}_{c,\text{d}} - 1} \right), & \text{when} \quad \tau_{b,\text{max}} > \tau_{c,\text{d}} \\
0, & \text{when} \quad \tau_{b,\text{max}} \leq \tau_{c,\text{d}} 
\end{cases} \quad (A16)
\]

\[
D = \begin{cases} 
\left( w_{1} c \right) \left( 1 - \frac{\tau_{b,\text{max}}}{{\tau}_{c,\text{d}}} \right), & \text{when} \quad \tau_{b,\text{max}} < \tau_{c,\text{d}} \\
0, & \text{when} \quad \tau_{b,\text{max}} \geq \tau_{c,\text{d}} 
\end{cases} \quad (A17)
\]

where \( M \) is the erosion parameter, \( \tau_{b,\text{max}} \) is the maximum bed shear stress due to currents and waves, \( \tau_{c,\text{d}} \) is the critical bed shear stress for erosion, \( w_{1} \) is the settling velocity, \( c \) the average sediment concentration and \( \tau_{c,\text{d}} \) the critical bed shear stress for deposition.
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