®

Check for
updates

Rewriting Fictional Texts Using Pivot
Paraphrase Generation and Character
Modification

Dou Liu!®™), Tingting Zhu', Jérg Schlstterer?®, Christin Seifert’2®,
and Shenghui Wang!

! University of Twente, Enschede, The Netherlands
{d.1iu-2,t.zhu}@student.utwente.nl, shenghui.wang@utwente.nl
2 University of Duisburg-Essen, Essen, Germany
{christin.seifert,joerg.schloetterer}@uni-due.de

Abstract. Gender bias in natural language is pervasive, but easily over-
looked. Current research mostly focuses on using statistical methods to
uncover patterns of gender bias in textual corpora. In order to study
gender bias in a more controlled manner, we propose to build a paral-
lel corpus in which gender and other characteristics of the characters in
the same story switch between their opposite alternatives. In this paper,
we present a two-step fiction rewriting model to automatically construct
such a parallel corpus at scale. In the first step, we paraphrase the origi-
nal text, i.e., the same storyline is expressed differently, in order to ensure
linguistic diversity in the corpus. In the second step, we replace the gen-
der of the characters with their opposites and modify their characteristics
by either using synonyms or antonyms. We evaluate our fiction rewriting
model by checking the readability of the rewritten texts and measuring
readers’ acceptance in a user study. Results show that rewriting with
antonyms and synonyms barely changes the original readability level;
and human readers perceive synonymously rewritten texts mostly rea-
sonable. Antonymously rewritten texts were perceived less reasonable in
the user study and a post-hoc evaluation indicates that this might be
mostly due to grammar and spelling issues introduced by the rewrit-
ing. Hence, our proposed approach allows the automated generation of a
synonymous parallel corpus to study bias in a controlled way, but needs
improvement for antonymous rewritten texts.

Keywords: Text rewriting - Gender parallel corpus - Paraphrase
generation + Character modification

1 Introduction

A fictional text contains a compelling plot and a series of characters. The descrip-
tion and narration of these characters play a crucial role in the readers’ accep-
tance of the story. If we rewrite a fictional text in which the characters change
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their gender! or other characteristics, for example, if the Little Red Riding Hood
is not a girl but a boy, or Peter Pan is actually disciplined instead of being mis-
chievous, do readers still think that the story is acceptable and fun to read?

Measuring readers’ reactions to a gender-parallel story with the same sto-
ryline as the original but whose characters have a different gender or opposite
characteristics brings an interesting perspective and a controlled way to study
gender bias. In order to conduct this type of studies at scale, an automated
process that produces such a parallel corpus at a large scale is desirable.

In this paper, we propose a two-step approach for rewriting fictional texts and
constructing a parallel corpus. First, a fictional text is paraphrased by a pivot-
based paraphrase generation model, to keep the storyline but vary its expression.
We apply this step in order to increase the textual diversity in the corpus. In
a second step, we modify the gender and other characteristics of the characters
using a combination of Named Entity Recognition, Part-of-Speech Tagging, and
Character Recognition. We compare four different methods to identify the syn-
onyms or antonyms to describe person characteristics, and perform a technical
evaluation as well as a user study to assess the readability of the rewritten texts
and readers’ acceptance. A web demo, source code and evaluation examples are
made available?.

2 Related Work

Gender bias for characters in literary works is pervasive, but easily neglected
or overlooked [6]. Current research on gender bias focuses on statistical seman-
tics of gender-sensitive words or patterns in large scale corpora [3,10,27]. For
gender stereotype detection, Cryan et al. [5] demonstrated end-to-end classifica-
tion approaches to outperform lexicon-based approaches in terms of robustness
and accuracy, even on moderately sized corpora. Field and Tsvetkov [9] use
propensity matching and adversarial learning to reduce the influence of con-
founding factors in identifying gender bias in comments. Rudinger et al. [24]
rely on a high-quality corpus containing contrast text to detect gender bias in
co-reference resolution models. Habash et al. [11] manually created a gender
parallel corpus and proposed an approach to de-bias the output of a gender-
blind machine translation with gender-specific alternative re-inflections. While
the aforementioned methods study or address gender-bias, they typically rely on
large-scale (parallel) corpora. Our goal is not to study gender bias itself, but to
develop an automatic process for the creation of a gender parallel corpus, which
can then be used to study gender bias in a controlled way. That is, we seek a
method to rewrite the original text, switching gender and other characteristics.

Most previous work of text rewriting (e.g. [12,15,25,28]) has focused on
style transfer, e.g., transferring modern English to Shakespearean English [12].
Santos et al. [25] presented an encoder-decoder network to transfer offensive

! In this paper, we simplify the notion of gender to the binary concept of male and
female.
2 https://doi.org/10.5281 /zenodo.4904849.
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Input Fictional Text Paraphrase Generation Character Modification Rewritten Text
I Identification Replacement
Ha_:rry Pottef; life is Shaniece Falk’s life is
mrser'able, His pa’rents NER Name wretched. Her parents
ztrsclzlljgha;lg he's Dictionary were killed and she
heartless relatives, CR .Ge.nder zﬁ;ﬁ:’;ﬁi‘; :Ve:ltglif\lli;
who force him to live Pivot-based Dictionary who forced her to live
;’;' :;g{r sC/DBSuett ;”’_Zde’ — Paraphrase —— ——— in allittle closet under
fortune changes when Generation cR WordNet + et
he receives a letter BERT telling her the truth
that tells him the truth POS about herself: she
about himself: he's a Tagging Word2Vec was a witch, her fate

wizard.

changed.

Fig.1. Overview of the fictional texts rewriting model. First, the input text [23]
is paraphrased using a pivot language. Second, we detect characters using NER and
CR and modify their gender and other characteristics using dictionaries and language
models.

language. Woodsend et al. [28] used automatically extracted rewriting rules to
increase the amount of labeled data for semantic role labeling. Changing style
in texts can be seen as a Paraphrase Generation (PG) problem, which in
turn can be considered a monolingual machine translation problem. Bannard
et al. [1] introduced a pivot-based method for PG based on the assumption that
two English phrases that translate to the same phrase in a pivot language are
potential paraphrases. Moreover, Zhao et al. [29] leveraged multiple MT engines
for paraphrase generation and showed that this approach is useful for obtaining
valuable candidate paraphrases.

Approaches for Named Entity Recognition (NER) have transformed
from rule-based methods (e.g., [19]) to machine-learning based methods (e.g.,
[14]) to deep learning methods with automatic feature generation (e.g., [16]).
Qi et al. [22] introduced a toolkit for NLP with the state-of-art performance in
NER tasks. Similarly, the CoreNLP toolkit [17] encompasses methods for Coref-
erence Resolution (CR) with the state-of-the-art performance. The replace-
ment process in our rewriting model requires a notion of semantic similarity.
Mikolov et al. [20] proposed Word2Vec to obtain a feature space capturing the
semantic similarity between words. Faruqui et al. [8] introduced retrofitting word
vectors to incorporate knowledge from semantic lexicons and showed that these
word vectors perform better on semantic tasks than those word vectors trained
without it. As a sub-task of BERT [7], mask-filling can also be used to select the
most similar word when several alternative words are given for a sentence.

3 Approach

Figure 1 provides an overview of our approach. The input is a fictional text, e.g.,
the summary of a published book or a short story written by a human author.
Rewriting is then performed in two steps: i) paraphrase generation to express
the original text differently and ensure variance in the corpus and ii) character
modification, to detect characters and modify their characteristics. Applied to
a corpus of fictional texts with controlled modifications, the original texts and
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paraphrased
sentence
sentence

CowowmspTeme e mresnemews meas et
Pandora Wyatt. LRANS—RBAEHFT G, of adventure.

Fig. 2. A single-pivot paraphrase generation system first translates the input sen-
tence [18] to the pivot language (PL) and then back to the original language.

the rewritten ones form a parallel corpus to which readers’ preferences can be
measured.

3.1 Paraphrase Generation

The paraphrase generation step is applied to increase the textual diversity in
the corpus. Conducting a gender bias user study with only changing the fictional
characters’ gender may easily reveal the study purpose to users and influence
their behavior. Further, the original author’s writing style could be a confounding
factor when studying gender bias. If the parallel corpus is composed of only
paraphrased texts, i.e., in a text pair one text that is paraphrased and one that
is paraphrased and modified, instead of the original text and a paraphrased and
modified version, this factor can be eliminated.

We use a single-pivot paraphrasing system as proposed by Bannard [1].
The basic assumption for pivot-based paraphrase generation (PG) is that two
English phrases translated to the same phrase in a pivot language, are poten-
tial paraphrases. A single-pivot PG system (cf. Fig.2), is defined as the triple
(MTy, PL, MT,), with MT; being a machine translation engine which translates
a source sentence into the pivot language, PL is the pivot language, and MT5
a machine translation engine which translates the intermediate sentence in the
pivot language back to the source language. The final translation result is the
paraphrase of the original sentence. We choose Chinese as the pivot language
because Chinese is the mother tongue of the two first authors and therefore the
intermediate translations can be manually checked, and Chinese is a gender-
neutral language, which prevents introducing additional gender bias during the
paraphrasing step. Chinese has gendered pronouns just like English, but does
not have grammatical gender in the sense of noun class distinctions.

We use the LingoCloud API [2] for translating the texts from English to
Chinese and back, i.e., as MT; and MT5. Figure2 shows an example for the
orginal English sentence, it’s paraphrased version and the intermediate Chinese
translation.
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Growing up on a pirate ship, For Pandora Wyatt, every day For Hervey. Guillory, every
every day was full of growing up on a pirate ship Character day growing up on a pirate
adventure for Pandora Wyatt. Paraphrase __, Was full of adventure. This is uMscigglcanon ship was full of adventure.

It was also the perfect place Generation also the perfect place for her GoogleNews This is also the ideal place
for her to use her magic to cast magic without being Pre-trained for him to cast magic without
without persecution. persecuted. being persecuted.

Fig. 3. A rewriting example. The original text [18] is paraphrased before the charac-
teristics of the main character are detected and modified.

3.2 Character Modification

After the original text is paraphrased, we modify the characters in the text, by
first detecting the characters and subsequently modifying their name, gender
and characteristics (cf. Fig.1). Figure3 presents the rewriting steps using an
example.

To detect characters and their mentions, we use Named Entity Recognition
(NER) and Coreference Resolution (CR) from CoreNLP [17] and Stanza [22].
An initial comparison on CoreNLP and Stanza’s NER performance shows that
Stanza provides more accurate results®, and therefore, we use Stanza to detect
the PERSON entities. The CR from CoreNLP is used to detect all mentions of
the characters.

To modify characters, we use a POS tagger to detect adjectives in the
near proximity (at most two tokens away) to the detected characters, assuming
that those adjectives describe their characteristics. Once the characteristics are
identified, we rewrite the text by switching the character to the opposite gender
and rewrite attributes by either using synonyms or antonyms. To change the
gender of a fictional character, we first determine its gender using dictionaries.
For our model, we simplify the notion of gender to a binary attribute?. We use
a gender-name dictionary® and a dictionary with pairs of gender-specific words
(e.g. prince vs princess)®. When the gender of the character is determined, we
randomly select a common first name with the opposite gender and a common
surname from the Surname list” or choose the opposite gender-specific to replace
the original name: For example, Princess Diana is replaced by Prince Philippe,
or Harry Potter with Shaniece Falk (cf. Fig. 1). One rewriting option is to replace
the identified characteristics (i.e., the adjectives in the near proximity) with their
synonyms. In other words, similar characteristics are now associated with the
opposite gender. We compare the following four methods to replace adjectives:

3 CoreNLP treats the first name and the last name as two different name entities while
Stanza combines them into one.

* We will address this limitation in future work.

5 https://data.world/alexandra/baby-names.

8 www.fit.vutbr.cz/imikolov /rnnlm /word-test.v1.txt.

" https://data.world /uscensusbureau/frequently-occurring-surnames- from- the-
census-2000.
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— WordNet: We select a synonym from WordNet [21].

— Self-trained Word2Vec (W2V_own): We train a Word2Vec model using
our own corpus of book summaries that is additionally retrofitted with a
semantic lexicon as described in [8]. We select the most similar adjective
based on semantic similarity.

— Google News Word2Vec (W2V _google): We use the Word2Vec model
pre-trained on Google News corpus® to select the most similar adjective.

— BERT Mask Filling (BERT): We consider the adjective as a masked
token, and use the prediction of a pre-trained BERT model [7] as replacement.

Another rewriting option is to replace the characteristics with their antonyms,
in order to support possible study in gender bias or other fields which need
to change the characteristics to the opposite. To replace characteristics with
their antonyms we follow nearly the same methodology as above except for the
following adaptions:

— W2V_own and W2V _google: In order to find the opposite adjectives in the
vector space, we subtract the adjectives’ sentimental polarity (i.e., positive
or negative) and add the opposite polarity. For instance, for the positive
word optimistic, we select the word whose embedding is closest to the vector
representing optimistic - positive + negative. We use SenticNet [4] to obtain
the sentimental polarity of the adjective.

— BERT: We combine WordNet with the pre-trained BERT model to select
appropriate alternatives to replace the adjectives. First, a set of antonyms
of the target adjective is selected from WordNet. With the target adjective
masked out, each candidate antonym is ranked by the pre-trained BERT
model. The antonym with the highest score, i.e., the one that fits the pre-
trained language model best, is chosen as the replacement.

4 Evaluation

We evaluate our approach on a corpus of English fictional texts. To assess the
quality of our rewriting model, we evaluate NER and CR separately, assess the
readability of the rewritten texts, and conduct a user study to measure the
performance of different rewriting methods and the overall acceptance of the
rewritten texts.

4.1 Dataset

Our corpus consists of the summaries of 72,487 English books that are catalogued
as fictional juvenile works in the WorldCat library catalogue”. The average length
of the summaries is 216 words, and the vocabulary size is 26,768 words. This
dataset is used to train our own Word2Vec embeddings for the character replace-
ment, as mentioned in Sect. 3.2. This corpus also serves as the original fictional
texts based on which the parallel corpus is built.

8 https://github.com/mmihaltz/word2vec- GoogleNews-vectors.
9 https://www.worldcat.org)/.
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Table 1. Example errors for NER and CR

Method | Sentence Error

NER ...who were the three people she The person name ‘Death’ is
spoke of when Death carried her not identified correctly
away’ Casey must...

CR ...As she explores the wreckage of | Plump, the pronouns ‘she’
her own marriage, Plump offers a | and ‘her’ refer to the same
beautifully told .. person ‘Plump’. The

pronouns are annotated, but
‘Plump’ is not annotated

4.2 Performance of NER and CR

To evaluate NER and CR, the first two authors independently annotated 20
randomly chosen texts and agreed on a final annotation in case of differences.
We obtained F; scores for NER on Stanza of 0.953 and CR with CoreNLP of
0.868. The results show that Stanza and CoreNLP perform well on our dataset.
Stanza is able to identify persons with high accuracy, while CoreNLP can identify
referential relationships between the fictional characters and personal pronouns
with reasonable accuracy. However, we observe some errors, as shown in Table 1.
Such errors may prevent readers from accepting the rewritten texts, while this
is not necessarily related to any implicit biases.

4.3 Text Readability

Ideally, apart from changing the gender and characteristics of the character, the
original texts should remain consistent in its story. This also applies to readabil-
ity; that is, the rewritten text should be at the same or similar readability level
as the original one. Therefore, we assess the impact of our model on the read-
ability of the rewritten texts. As readability measures, we use the Flesch-Kincaid
Grade Level [13] and the Automated Readability Index [26]. The former score
is a linear combination of average sentence length and the average number of
syllables of a word, while the latter calculates readability as a linear combination
of characters per word and sentence length.

We calculate the readability in terms of school grade level for both, the orig-
inal and the rewritten texts. Both measures of readability are then averaged for
each text. The readability difference is then calculated by subtracting the orig-
inal text’s grade level from that of the rewritten one. We assess how different
stages in our model, i.e., the paraphrase generation and different character mod-
ification methods, affect the readability. Text readability evaluation is performed
on 100 randomly selected texts. The results are shown in Table2. The metrics
are defined as follows:

Diff spsolute. Averaging each method’s absolute differences shows the absolute
difference on the readability without considering if the rewritten text is easier
or harder for the reader to read.
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Table 2. Result of readability evaluation. The Original-Rewritten results are between
original and rewritten text (either directly after paraphrasing or the final rewritten
text generated by different replacement methods). The PG-CM results are between
the paraphrased text and the final rewritten one.

Indicator Method
Paraphrase Character modification (CM)
generation (PG)
Synonymous rewriting Antonymous rewriting Mean
WordNet| W2V _own ' W2V _google BERT|WordNet W2V _own| W2V _google BERT
Diffabsolute 1.94 2.01 2.07 1.96 2.27 |2.00 2.10 1.98 2.27 |2.08
(Original-Rewritten)
Diffsimpiity 1.61* 1.08* 1.48* 1.20% 1.84% [1.18* 1.53* 1.33% 1.85% |1.43
(Original-Rewritten)
Diffeomplicate 0.98 2.77 1.78 2.27 1.27 248 1.72 1.94 1.27 |1.94
(Original-Rewritten)
Diffapsolute (PG-CM) |- 1.22 0.72 0.96 0.74 |1.06 0.69 0.75 0.75 0.86
Diffgimplity (PG-CM) |- 0.05 0.16 0.06 0.44* |0.06 0.18 0.07 0.45% 10.18
Diffeomplicate (PG-CM) - 3.50*% 1.70* 2.70* 0.90 |2.98* 1.52% 2.04* 0.92  2.03

* This indicates that the majority (more than half) of rewritten texts are easier (or more difficult) to read.

Diffsimpiiey- This only takes into account the rewritten texts that have lower
grade level on readability and show the average difference.

Diff complicate- This indicator calculates the average difference only if the rewrit-
ing text has a higher readability level.

Overall, the readability level of the rewritten texts differs from that of the
original by two grades, as indicated by the mean Diffpsoiute (Original-Method).
Most rewritten texts are easier to read, as the symbol * is mostly attached to
the indicator Diffgimpliry (Original-Method). It also shows that the paraphrase
generation step has a more significant influence on readability than character
modification. The difference between paraphrased text and character modified
text (PG-CM) shows that, except for the BERT Mask Filling method, other
three replacement methods tend to make the texts more complicated to read.
A closer inspection also indicates that the first three methods tend to provide
more obscure adjectives as the replacement.

In conclusion, the paraphrasing in our model impacts readability by mostly
simplifying the original texts. Synonymous Rewriting and Antonymous Rewrit-
ing have no significant difference in terms of the impact on readability. The
BERT Mask filling method tends to simplify the texts, while the other three
replacement methods do the opposite.

4.4 User Study

A two-stage user study was conducted to evaluate our rewriting methods and
the rewritten texts’ overall acceptance. We collected human readers’ assessments
on different rewriting methods applied on individual sentences in the first stage.
In the second stage, we investigated human readers’ overall attitude towards
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the synonymously or antonymously rewritten texts. In total, 23 students in
the English speaking Master program of the University participated in the user
study.

Rewriting Method Evaluation. As described in Sect. 3.2, we implemented
four different methods to modify the character’s characteristics by replacing cor-
responding adjectives with their synonyms or antonyms. In the first stage of the
user study, we collect human readers’ judgments to determine which method pro-
duces the most naturally rewritten sentences. We randomly selected two groups
of sentences, each containing two individual sentences. For the first group, each
sentence was synonymously rewritten while the sentences in the second were
antonymously rewritten. During the user study, participants were asked to judge
for each of the four rewritten sentences the appropriateness of replacements on a
5-point Likert scale (1: completely disagree, 5: completely agree) and the question
is phrased as “Please rate the above sentences based on whether their substi-
tutions(the bold words) are appropriate”. In order to avoid bias, the original
sentences were not shown to the participants.

Synonymous Replacement 14 Original Plot
Antonymous Replacement Synonymous Rewriting Plot
4 12 Antonymous Rewriting Plot

3 91

-
$ 13422

number of tester

1 1

WordNet W2Vv_own W2V_google Bert Don't meet Grammar or Other
tester's perception spelling Error

(a) Text quality scores. (b) User Feedback

Fig. 4. User study results. (a) shows the approval scores of the sentences rewritten by
different methods (a higher score is better). (b) shows the frequencies of the reasons
chosen by the participants when judging a plot is unreasonable.

The user study results are shown in Fig.4a. For the synonymously rewrit-
ten sentences, the BERT method had the highest score. WordNet, W2V _own,
W2V _google showed better results for rewriting with antonyms than with syn-
onyms. W2V _google was perceived best for antonymously rewritten sentences.
The inferior performance for antonyms vs. synonyms using BERT can be
explained as follows: the method first gets candidate antonyms from WordNet
before calculating their probability scores; however, some antonyms do not exist
in the pre-trained BERT model. This may lead to a less appropriate candidate
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being chosen as the replacement. The result suggests to use BERT for rewriting
using synonyms and W2V _google to rewrite the texts antonymously.

Overall Acceptance. In the second stage, participants were asked to evaluate
six fictional texts (two original, two synonymously rewritten and two antony-
mously rewritten ones). These six texts depict six different storylines. Based
on our preliminary manual inspection and the readability evaluation results, we
chose the BERT method to modify characters’ characteristics for Synonymous
Rewriting and Antonymous Rewriting. The six fictional texts were presented to
the participants in a randomized order. In detail, the participants were asked
“How do you feel after reading?” first and needed to select one level from reason-
able, almost reasonable or unreasonable for each text. Additionally, the partic-
ipants were asked “Why do you think the plot is reasonable or unreasonable?”
and needed to select the major reason for their choices or provide their own
reasons.

From the feedback collected during this study stage, 73.91% of the partic-
ipants judged the original fictional texts reasonable or almost reasonable, and
69.57% judged the synonymously rewritten texts reasonable or almost reason-
able. This is interesting because it suggests that switching gender barely makes
the whole story less reasonable. At the same time, only 52.17% had the same
judgments towards the antonymously rewritten texts. The reasons for judging a
text not reasonable are provided in Fig.4b. An almost equal amount of users did
not think the texts meet their perception, no matter they were original or rewrit-
ten. We do not know the exact reasons for the mismatch between the texts and
human reader’s perception, but synonymous rewriting does not seem to have an
influence. Slightly more users deemed the antonymously rewritten texts unrea-
sonable due to not meeting their perception. Antonymous rewriting is clearly a
more difficult task, as many participants found grammar or spelling mistakes in
the antonymously rewritten texts. However, these grammar issues are a potential
reason why less users deem antonymously rewritten texts reasonable.

4.5 Detecting Spelling and Grammar Issues

The user study reveals a high percentage of antonymously rewritten texts not
deemed reasonable, due to grammar issues. Here, we investigate, whether gram-
mar issues can be identified programmatically as a pre-requisite to potentially
resolve them and improve antonymous rewriting in future work. We use the open
source software LanguageTool'® containing over 4,800 rules to detect potential
spelling mistakes and grammar errors. For a description of the categories please
refer to the LanguageTool community'.

We randomly selected 100 fictional plots from our corpus on which we perform
the paraphrase generation and character modification with all eight characteris-

10 https://pypi.org/project /language-tool-python/, python wrapper for https://
languagetool.org.
Y https://community.languagetool.org/rule/list?lang=en.
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Table 3. Spelling and grammar errors of 100 fictional texts at different stages. The
first column indicates the stage of the rewriting model and the remaining columns
represent categories of spelling or grammar errors defined by LanguageTool.

Stage Misspelling| Typographical Whitespace| Grammar | Style| Uncategorized | Duplication
Original 401 193 46 22 7 12 0
PG 421 53 44 20 9 |0 3
Synonymous rewriting

W2V_own 769 110 101 68 9 |1 20
W2V _google 996 45 102 50 8 |0 6
WordNet 933 133 102 48 1 |1 1
BERT 650 109 93 10 1 |1 2
Antonymous rewriting

W2V_own 768 111 101 50 10 |1 9
W2V _google|833 39 102 54 8 |0 1
WordNet 767 130 101 39 9 |1 1
BERT 833 107 91 24 9 |1 1

tic replacement methods. The results of the spelling and grammar check for each
stage (from the original text over paraphrasing to the final rewritten text pro-
duced by a particular method) are shown in Table 3. The rather high amount of
misspellings (401) in the original text can be explained by the made-up names
for the character and locations in the fictional plots. Since many rare names
exist in our name dictionary, the number of misspelling errors increases after we
replace the character’s name during the character modification. The paraphras-
ing step barely changes the amount of errors, except for the typographical issues,
which decrease from 193 to 53. We found many incorrectly opening and closing
quotation marks in the original text, an issue the paraphrasing step mitigates.

The character modification part is also found to introduce additional whites-
pace errors. These are due to tokenization, i.e., treating a single word wrongly
as two tokens when splitting a sentence into individual tokens. The increase of
duplication errors for W2V _own may be explained by the limited vocabulary of
Our corpus.

While the text quality evaluation (cf. Sect. 4.4) suggests the use of
W2V _google for antonymous rewriting, the spelling and grammar check results
confirm our choice of BERT. BERT outperforms the other methods in particu-
lar in terms of grammar issues, both for synonymous and antonymous rewriting.
Still, the amount of grammar issues in antonymous rewriting (24) is more than
twice as high as in synonymous rewriting (10), confirming the results from the
user study. Yet, these results suggest that grammar issues can be identified pro-
grammatically, providing an opportunity to also resolve them programmatically
in the future.

5 Conclusion

In this paper, we proposed a fiction rewriting model to build a parallel corpus
for future studies of gender bias. Our model combines paraphrase generation
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with character detection and characteristic replacement. The evaluation shows
that, compared to the original fiction, the user acceptance of synonymously
rewritten texts is roughly on par with the original, while antonymously rewritten
texts perform worse. An analysis shows that rewriting with antonyms tends
to generate unnatural texts or introduce grammatical mistakes. In conclusion,
synonymously rewritten fictional texts produced by our approach can be deemed
suitable for building a gender parallel corpus, while antonymous rewriting needs
some future improvements, e.g., an automatic grammar correction. Future work
could investigate the alteration of further aspects of the stories (e.g., location,
events) and investigate their influence, as well as improve the naturalness of the
rewriting method, especially for the antonymous rewriting.
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