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ABSTRACT

Railway operations are vulnerable to delays. Accurate predictions of train arrival and departure delays improve the passenger service quality and are essential for real-time railway traffic management to minimise their further spreading. This review provides a synoptic overview and discussion covering the breadth of diverse approaches to predict train delays. We first categorise research contributions based on their underlying modelling paradigm (data-driven and event-driven) and their mathematical model. We then distinguish between very short to long-term predictions and classify different input data sources that have been considered in the literature. We further discuss advantages and disadvantages of producing deterministic versus stochastic predictions, the applicability of different approaches during disruptions and their interpretability. By comparing the results of the included contributions, we can indicate that the prediction error generally increases when broadening the prediction horizon. We find that data-driven approaches might have the edge on event-driven approaches in terms of prediction accuracy, whereas event-driven approaches that explicitly model the dynamics and dependencies of railway traffic have their strength in providing interpretable predictions, and are more robust concerning disruption scenarios. The growing availability of railway operations data is expected to increase the appeal of big-data and machine learning methods.

1. Introduction

Railway operations are typically based on schedules, defined as “a routine vehicle movement between two or more points at pre-scheduled times, transporting passengers or cargo” (Banerjee et al., 2019). One of the most important service level criterion for railway companies is to operate according to the timetable with minimal deviation – namely to operate punctually (Nabian et al., 2019). The high variability in operational process times and unexpected disruptive events lead to train delays, i.e., deviations of the realised arrival and departure times from the planned timetable (Zilko et al., 2016). These delays are inconvenient for passengers and railway operators.

Railway networks constitute a heavily intertwined system as numerous train vehicles share a limited infrastructure of tracks. A single train running behind its schedule is likely to hinder other trains using the same tracks leading to cascading consequences. Due to this high degree of inter-dependency in railway operations, initial delays often propagate to other trains in the railway network (Yuan and Hansen, 2007).

Predicting train delays is an important service quality for passengers reducing the uncertainty about their arrival/departure times (Corman and Kecman, 2018). Additionally, train delay predictions are crucial for anticipative traffic control in real-time. Traffic

\textsuperscript{*} Corresponding author.
E-mail address: thomas.spanninger@ivt.baug.ethz.ch (T. Spanninger).

https://doi.org/10.1016/j.jrtpm.2022.100312
Received 13 November 2021; Received in revised form 6 February 2022; Accepted 7 March 2022
Available online 15 March 2022
2210-9706/© 2022 Published by Elsevier Ltd.
controllers try to minimise the propagation of delays in railway networks and nowadays base their decisions mainly on experience and real-time information about delays (Hansen et al., 2010). Therefore, the systematic prediction of train delay propagation to be used for dispatching decisions can increase the quality of traffic control significantly, and prevent delays from spreading across the network. Predicting train delays is a soft operational action requiring only marginal investments compared to other management actions to improve the service quality, such as using extra vehicles, stand-by drivers or infrastructural investments.

From a structural point of view, railway services can be divided into passenger and freight services. In terms of spatial coverage as well as technical and operation complexity, we further distinguish between urban railways (metro & tramway), traditional railways, and high-speed railways. Although the precise problem of predicting the future of a train delay may vary based on the nature of the railway service, we can generally formalise this problem by defining a function $f$, mapping a space of input information $\Omega$ to the potential delay realisations $\Phi$:

$$f : \Omega \rightarrow \Phi.$$ 

Assume that train $i$ is planned to be at location $x$ at time $t_p$. Then, the delay $D_i$ of train $i$ being at location $x$, computed at a given point in time $t \leq t_p$, is predicted with:

$$D_i(i, x, t_p) = f(\Omega_i),$$

where the input information $\Omega_i$ is conditioned on the current time $t$.

During the last decades, a variety of approaches has been developed in the context of train delay prediction. This diversity is due to different considered types of railway systems and precise problem definitions. Specifically, the prediction horizons (i.e., $t_p - t$; ranging from very short-term predictions for a few minutes ahead to predictions of delays several hours in advance), the availability and choice of input information $\Omega$, the definition of the realisation space $\Phi$, and also the functional form of mapping $f(\cdot)$ may all vary. At a higher level, approaches differ by being data-driven or event-driven, which we refer to as their modelling paradigm hereafter and discuss later.

To navigate and understand this multitude of train delay prediction approaches, we classify and discuss the contributions in the literature based on multiple criteria: the underlying modelling paradigm (data-driven vs event-driven), the specific mathematical model, the input data used, the type of prediction (deterministic vs stochastic) and its horizon. We further discuss advantages and disadvantages of applying different prediction techniques for small delays or during a disruption. Our goal is to provide some insights on which prediction model and data to use in a specific situation, and to identify and discuss research gaps and recent trends, i.e., the impact of increasing availability of railway operations data on delay prediction. Summarising, this review contributes to the field of train delay predictive analytics by:

1. Providing a synoptic overview and meaningful categorisations of different approaches;
2. Discussing the used data sources, types of predictions, and prediction horizons;
3. Determining research trends and identifying topics of growing interest.

We believe this review on train delay prediction approaches is timely due to the widely increasing number of scientific publications on the topic. From a practical standpoint, predictive analytics matches well the strong interest from industry to digitalise and optimise railway operations using quantitative methods.

The remainder of the paper is structured as follows. Section 2 explains the methodology behind our review, discusses the publications in scope qualitatively, and introduces the modelling paradigms of event-driven and data-driven approaches. In Section 3, we discuss the different input data sources and their role. In Section 4, we highlight advantages and disadvantages of applying the methods identified in specific contexts. We summarise our findings and future research needs in Section 5.

2. Methodology and modelling paradigm

The methodology of our review is based on Wee and Banister (2016). We started our literature search by looking for combinations of keywords “train”, “railway”, “delay”, “forecasting” and “prediction” in the titles, keywords and abstracts of railway related publications in the well-known scientific search engines of Google Scholar, Scopus and Web of Science and consequently screened their references. We restricted the inclusion of contributions to journal publications and conference proceedings written in the English language. According to the categorisation made by Ghofrani et al. (2018) of descriptive, predictive and prescriptive analytics, we focus only on predictive approaches for train delays, finally obtaining a set of 71 publications up to September 2021.

Two recent review papers have some commonalities with the field of train delay prediction but focus on different problems. Specifically, Banerjee et al. (2019) surveyed the prediction of passenger demand for scheduled transport, while Besinović (2020) considered resilience in railway transport systems. Also worth mentioning are the surveys of Karlaftis and Vlahogianni (2011) on statistical methods and artificial neural networks in transportation research and of Ghofrani et al. (2018) on big data analytics in railway transportation systems. For the prescriptive analytics side, i.e., real-time railway rescheduling models, we refer to the review of Cacchiani et al. (2014).

2.1. Distributions of contributions over time and per scientific journal

Among the 71 reviewed publications, almost 70% are journal publications. The number of yearly contributions has increased
sharply in the recent few years, as shown in Fig. 1. For the sake of visualisation, the label “before 2000” collects five publications from the years 1988, 1990, 1994, 1996, and 1998.

Table 1 reports the scientific journals in which most contributions have appeared, also divided in publication periods. Most published works are found in well-established transportation-related outlets like *Transport Research Part C*, *Transport Research Part B* and *Transportation Science*. The majority of journal contributions has been published in the last six years.

### 2.2. Classification of prediction models

We classify the approaches according to the formulation of the prediction function $f(\cdot)$ introduced in Section 1. The most used modelling classes to predict train delays are graph models and machine learning methods. Additionally, some works have applied queuing models, equation system models and time-series analysis investigations.

Specifically, we distinguish train delay prediction approaches based on their inherent *modelling paradigm*. We classify approaches that explicitly capture dependencies of train-events (departure, arrival and pass-through) as *event-driven*. Their main intention is to explicitly model railway operation dynamics (procedures and restrictions). For example, the arrival of a train at the second station along its journey, logically, can only take place after the train has departed from the initial station. In terms of infrastructure restrictions, only one train at a time can occupy a track section or stop at a platform (headway constraints). This modelling paradigm is naturally associated with multi-step predictions, since predicting near-future train-events directly affects predictions for delays occurring later. Event-driven approaches with a train-event dependency structure are primarily based on either a graph model or an equation system.

We label instead approaches as *data-driven* if they are not based on an explicitly modelled train-event dependency structure, which extends along prediction horizon. Hence data-driven approaches typically generate one-step predictions also for train-events at the end of the prediction horizon (e.g., at the tenth-next stop), without explicitly modelling the dynamics of traffic flow between time $t$ and time $t_p$ but directly predicting the delay at the desired station or point in time. Most data-driven models are, in fact, machine learning models.

To illustrate the differences in these modelling paradigms, assume that train $i$ has just left its initial station $x_1$ at time $t$ with the observed departure delay $D_i$. Now (at time $t$), we aim to predict train $i$’s arrival delay at its $n^{th}$ station $D_i(i, x_n, t_n)$, planned for time $t_n$. An event-driven approach would apply function $f(\Omega_i)$ to predict the delay of train $i$ at the second station $x_2$ ($D_i(i, x_2, t_2)$), then use $D_i(i, x_2, t_2)$ in addition to other input to predict the delay at the third station $x_3$, et cetera. This iterative process can be seen as an $n^{th}$ functional power or composite prediction function:

$$D_i(i, x_n, t_n) = f(f(\cdots f(\Omega_i))))$$

Note that the parameters of the mapping function $f(\cdot)$ can also vary for time and location. In contrast, a data-driven approach would directly predict the delay $D_i(i, x_n, t_n)$ by a single application of $f(\Omega_i)$. Therefore, the event-driven prediction process can be seen as a chain of prediction steps for the delay at subsequent stations: $x_1 \rightarrow x_2 \rightarrow \cdots x_{n-1} \rightarrow x_n$, whereas data-driven predictions are typically generated directly without using the intermediate predictions: $x_1 \rightarrow x_i$ for $i = 1, \ldots, n$. In our literature study, we found 29 contributions classified as event-driven and 42 as data-driven. In some cases, this classification is not very sharp due to hybrid modelling elements. We describe more in detail the most important mathematical models within these categories in Section 4. Before, we discuss next the different input data sources.

![Number of Publications in Scope of this Review per Year in Journals and at Conferences](image-url)
3. Input data

We generalise existing classifications focusing on train delays (e.g., Lee et al. (2016a, 2016b) considered the four categories: station-related, train-related, operation-related and timetable-related delays) by categorising the sources of inputs $\Omega_t$ into four categories that capture the entire range of input information for train delay prediction approaches:

- Historic train movements (HTM);
- Infrastructure information (INI);
- Operational information (OPI);
- External factors and weather (EFW).

HTM data covers observations of train-specific scheduled/realised departure and arrival times. The spatial resolution and temporal

<table>
<thead>
<tr>
<th>Journal</th>
<th>Number of journal publications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>until 2015</td>
</tr>
<tr>
<td>Transportation Research Part C</td>
<td>1</td>
</tr>
<tr>
<td>Transportation Research Part B</td>
<td>4</td>
</tr>
<tr>
<td>Transportation Science</td>
<td>4</td>
</tr>
<tr>
<td>Transportation Research Part E</td>
<td>2</td>
</tr>
<tr>
<td>Journal of Rail Transport Planning and Management</td>
<td>1</td>
</tr>
<tr>
<td>Journal of Advanced Transportation</td>
<td>1</td>
</tr>
<tr>
<td>International Journal of Rail Transportation</td>
<td>0</td>
</tr>
<tr>
<td>Transportation Research Record</td>
<td>0</td>
</tr>
<tr>
<td>Recent Advances in Computer Science and Communications</td>
<td>0</td>
</tr>
<tr>
<td>Other journals with one publication</td>
<td>4</td>
</tr>
<tr>
<td>TOTAL</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 1: Journals ranked by number of publications on train delay predictions.

Fig. 2. Classification of train delay prediction approaches.
granularity of HTM data depend on the railway network and on the railway operator’s data acquisition and management processes. It may also include pass-through observations at important points of operation (e.g., switches) and basic information about the rolling stock. Typically, railway operators use train describer data to build up an HTM database. Train describer systems keep track of train positions based on train numbers and messages received from elements of the signalling and interlocking systems (sections, switches and signals) (Kecman and Goverde, 2012). Goverde and Hansen (2000), Goverde and Meng (2011) and Kecman and Goverde (2012) discuss how to process train describer records towards input datasets for train delay predictions. In many countries, operators provide open access to HTM data. The most recent (last) available HTM data is particularly relevant for real-time delay predictions, as it includes the knowledge of the actual delay at the latest arrival, departure or pass-through of every running train in the system.

Nowadays, more and more railway companies are collecting and publishing these real-time operational data (Ghofrani et al., 2018). The recent increase in data availability definitely boosts the application of state-of-the-art data science and machine learning techniques to analyse train movements and predict train delays.

Information about the typology of a station, section length, number of tracks and switches in a section, overtaking possibilities, and average super-elevation, gradient, and radius of a section are all examples of INI. Data-driven approaches often use location-specific INI as explanatory variables for the prediction. Event-driven approaches sometimes make use of INI to build a dependency structure for train-events.

OPI covers the timetable, crew schedule, buffer times, planned train connections, waiting policies and other potential operational restrictions that are used when operating the railway system, including constraints from the signalling system. In particular, some approaches use section-specific catch-up potential or buffer times, minimal headway times, planned connections or waiting time policies as an explicit source of information (e.g., Berger et al., 2011b; Gao et al., 2020; Goverde, 2010). A few approaches consider the schedules of rolling stock and crew as input data to predict train delays (e.g., Barbour et al., 2018; Li et al., 2020).

Local information about weather indicators like rainfall, temperature, humidity, wind speed, snowfall and visibility are EFW data that have been used in the literature as input for train delay prediction (e.g., Arshad and Ahmed, 2019; Hauck and Kliewer, 2020; Huang et al., 2020b; Jiang et al., 2019b; Sara et al., 2020; Zhou et al., 2020). For instance, Wang and Zhang (2019) combined weather indicators into a single input variable. Another example of EFW information is the presence of a big sporting event or other types of events taking place.

4. Models

We now review the mathematical models applied in the literature and discuss the most important contributions. Fig. 2 provides an overview of the models classified according to their underlying modelling paradigm (event- or data-driven) introduced in Section 2. The markers in the outer circle visualise the number of contributions per model category and are divided by deterministic and stochastic output. We call approaches that provide probability distributions for train delays stochastic, whereas deterministic approaches result in single-value predictions. It is evident from Fig. 2 that most event-driven approaches produce stochastic predictions (the upper half of the outer circle is predominantly green), whereas data-driven approaches typically result in deterministic predictions (the bottom half of the outer circle is mostly red). This is mainly because event-driven approaches aim to explicitly model process time variabilities and consequently produce potential (probabilistic) predictions of the future dynamics of delay evolution. Additionally, we can observe, that some models are more popular than others, with Neural Networks and Random Forest models being the most widely used on the data-driven side.

4.1. Event-driven approaches

The core idea of event-driven approaches is to explicitly capture and model the dependencies of train arrival, departure and pass-through events in the prediction function \( f(.) \). In this way, a chain of consecutive train-events or a network of dependent train-events is constructed for the time horizon of the prediction. For example a late departure of a train at the station 1 influences the arrival delay at station 2 and all other stops downstream of its journey, and might also result in a delay of the following arriving train at station 1. The majority of event-driven contributions rely on a graph model but equation systems models have also been used to define a dependency structure. In the following paragraphs, we outline contributions proposing event-driven models.

4.1.1. General graph models

Graph models generally consist of a collection of nodes and edges. In the context of railway analytics, graphs describe train-events and dependencies in-between them. Nodes represent a state of delay at a train-event (a value or, more in general, a probability function) and directed edges model the impact from one node to the consequent node. Many works on predicting train delays are based on graphs. They represent explicitly a dependency of factors by the nodes and arcs in the graph, which matches the dependencies of train events. They aim to quantify the importance of these dependencies for the process of train delay propagation.


Goverde (2010) argues for the first time that train delay prediction problems display the underlying structure of a timed event graph (TEG). Berger et al. (2011b) use waiting policies, driving time profiles, and catch-up potentials explicitly to build a stochastic graph model for train delay prediction in large networks. Büker and Seybold (2012) propose a probability distribution convolution...
model for large railway networks, assuming exponentially distributed process times. Keyhani et al. (2012) and Lemnian et al. (2014) present stochastic graph approaches to predict the expected reliability of a scheduled train connection. Kecman and Goverde (2015b) use a microscopic TEG model to predict train events with dynamic edge weights.

### 4.1.2. Markov Chains

An important class of event-driven approaches to predict train delays uses Markov Chain (MC) models. These models explicitly consider the dependencies of successive train-events for individual trains (i.e., along the path of a train) in the prediction function \( f(.) \) as transition of delay states. Effects from one train to another (network effects) are only captured implicitly within those dependencies. Therefore, MC models are especially useful to predict the evolution of delay along a train’s journey without expecting a lot of interference with other trains (e.g., connections to other trains, headways on a single-track line).

Barta et al. (2012) propose an MC model to predict the evolution of delays for freight trains. Kecman et al. (2015) model the uncertainty in the evolution of train delays as a stochastic process, showing that including real-time information about the most recent delay observations increases prediction accuracy. Sahin (2017) uses an MC model to predict train delay states (based on a 1-min discretisation) at departure/arrival events, analysing the time allowances in the timetable. Gaurav and Srivastava (2018) present an MC and regression approach to predict train delays in the Indian railway network. Within their test-case setting, they conclude that most delay evolutions along a train’s journey follow a 1-order Markovian Process, i.e., the latest delay information for a train is sufficient to predict future delays of that train whilst earlier observations are not needed. To the best of our knowledge, this is the only study to specifically investigate the order of MC for train delay evolution, although other contributions using MC models to predict train delays also assume first-order models.

### 4.1.3. Bayesian Networks

Bayesian Network (BN) approaches can be seen as a generalisation of MC approaches since they also include the explicit modelling of inter-train-event dependencies (network effects) and potential external influencing factors. This results in more complex structures of the prediction function \( f(.) \) that still provide an interpretable framework to understand the spreading of predicted train delays throughout the railway network (also from train to train).

Zilko et al. (2016) propose the Copula BN method to predict the length of a railway disruption. Corman and Kecman (2018) are the first to apply a BN to directly predict train delays, assuming normally distributed changes of delay from node to node. They analyse how new information about the latest observed train delays changes the predicted delay probabilities throughout the railway network. Lessan et al. (2019) also use a BN approach and investigate methods for dependency structure learning. Huang et al. (2020a) propose a BN to predict the primary delay, the number of affected trains and the total delay time during disruptions.

### 4.1.4. Petri Nets

Apart from MC and BN approaches, directed bipartite Petri Net (PN) models are also models that represent interconnection of processes by means of a graph structure, and that have also been applied to predict train delays. Petri Nets are a specific type of bipartite graph, with two sets of nodes: events and processes. Events are only connected to processes and vice versa. The interconnection of those elements can describe well the dependency structure of operations. Petri Nets also model a current state of the system over time, by means of tokens (possibly coloured) which describe the state of the system along a few possible characteristics. In this sense, they can extend pure graphical models to include aspects of simulation models, a study of a-priori dynamics of the systems (for instance, reachability) and inclusion of if-then rules representing business rules.

Milinković et al. (2013) apply a PN model to predict train delays. They implement a fuzzy logic to model train delay propagation under incomplete information about train delay states. Zhuang et al. (2016) develop a PN approach with fuzzification of time intervals in a train timetable to predict delays, detect potential conflicts and support traffic management.

### 4.1.5. Equation systems

As graph models, equation system models (EQS) describe the effects of delay propagation for a given prediction horizon by characterising the dependencies of train-events in railway networks. Their close relation to graph models is highlighted by Goverde (2010) translating their TEG approach into a system of linear equations to predict train delays.


Goverde (2010) introduces the Max-plus algebra methodology based on recursive linear equations to represent a TEG and consequently predict the propagation of train delays assuming that the structure of the network dependencies repeats in every period, but the exogenous variation, i.e., the delay, happens once at the beginning of the study. Ma et al. (2016) further develop the Max-plus algebra theory to predict train delay propagation in a Chinese railway system.

Recently, Zhang et al. (2020) formulate a linear system of ordinary differential equations, solved with control theory techniques, to predict the mitigation of train delays to neighbouring stops of delayed trains.

### 4.1.6. Synthesis of event-driven approaches

Event-driven approaches range from theoretical models of equation systems to more visualisable graphical models. Typically, process time variability is modelled by assuming distribution functions for process times (or delays at events) and fitting the parameters of the assumed distributions according to historic observations under the same (or similar) circumstances. Different
probability distributions have been used to model train delays including the Exponential, Weibull, Normal, Log-normal, Erlang and Chi-squared functions (Shi et al., 2021) as well as phase-type distributions (Meester and Muns, 2007). Among those, exponentially distributed processes are the most popular as they are the easiest to convolute while performing equally well in terms of prediction accuracy as the others.

The complexity of the graphical models has increased substantially throughout the last decades due to the explicit capturing of more and more dependencies. Especially, the inclusion of inter-train dependencies in the recent applications of BN models as a natural extension to MC models sets a milestone in graphical event-driven approaches. On the theoretical side of event-driven approaches, it is necessary to point out the Max-plus algebra approaches, as they rely on a specific formulation of equation systems that has been especially introduced for modelling train delay propagation.

Table 2 summarises the contributions of event-driven train delay prediction approaches. The table includes the specific model category, the three-character ISO country code of the railway network used in the numerical experiments, the input data sources used for prediction (see Section 3), and an indicator of the prediction output being deterministic (D) vs stochastic/probabilistic (S), which is discussed more in detail in Section 5.

4.2. Data-driven approaches

We classify train delay prediction approaches as data-driven, if they do not explicitly model and exploit a train-event dependency structure for the prediction horizon. As stated earlier, most contributions in this class fall into the field of machine learning, i.e., algorithms that “improve automatically through experience” (Jordan and Mitchell, 2015), meaning in our case that the performance of the prediction function \( f(.) \) increases when fed with historical data.

The vast majority of contributions in this category rely on supervised learning methods because historical observations for both input variables and realised delay (i.e., the true value of \( f \)) are used to learn the prediction function \( f \). In particular, HTM observations are commonly considered as a source of experience to train a model. Furthermore, influencing factors for train delays (infrastructure, operational information, external factors) may also be used as a source of experience to improve predictions. Machine learning techniques used in the discussed papers include Linear Regression, Decision Trees, Random Forests, Neural Networks, and Support Vector Machines. In addition, we classify time-series analysis and queuing models as data-driven approaches, too.

4.2.1. Linear regression

The simplest form of regression technique is Linear Regression (LR), which models a train delay (i.e., output variable) as a linear combination of different input features (i.e., explanatory variables).

Gorman (2009) presents an application of this method to US freight rail data, predicting train delays by splitting the total running time of a train as the sum of the so-called free running time and an additional time caused by congestion. Murali et al. (2010) use LR to

<table>
<thead>
<tr>
<th>Reference</th>
<th>Model category</th>
<th>D/S</th>
<th>Country</th>
<th>HTM</th>
<th>OPI</th>
<th>INI</th>
<th>EFV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Huang et al. (2020a)</td>
<td>BN</td>
<td>S</td>
<td>CHN</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhang et al. (2020)</td>
<td>EQS</td>
<td>D</td>
<td>N.A.</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lessan et al. (2019)</td>
<td>BN</td>
<td>S</td>
<td>CHN</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corman and Kecman (2018)</td>
<td>BN</td>
<td>S</td>
<td>SWE</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaurav and Srivastava (2018)</td>
<td>MC</td>
<td>S</td>
<td>IND</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sahin (2017)</td>
<td>MC</td>
<td>S</td>
<td>TUR</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhuang et al. (2016)</td>
<td>PN</td>
<td>S</td>
<td>CHN</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Davydov et al. (2016)</td>
<td>EQS</td>
<td>S</td>
<td>RUS</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Martin (2016)</td>
<td>BN</td>
<td>S</td>
<td>N.A.</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zilko et al. (2016)</td>
<td>BN</td>
<td>S</td>
<td>NLD</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Ma et al. (2016)</td>
<td>Max-plus</td>
<td>D</td>
<td>CHN</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kecman et al. (2015)</td>
<td>MC</td>
<td>S</td>
<td>NLD</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kecman and Goverde (2015b)</td>
<td>TEG</td>
<td>D</td>
<td>NLD</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lemnian et al. (2014)</td>
<td>General graph</td>
<td>D</td>
<td>DEU</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Milinković et al. (2013)</td>
<td>PN</td>
<td>D</td>
<td>SRB</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keyhani et al. (2012)</td>
<td>General graph</td>
<td>S</td>
<td>DEU</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Büker and Seybold (2012)</td>
<td>General graph</td>
<td>S</td>
<td>DEU</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barta et al. (2012)</td>
<td>MC</td>
<td>S</td>
<td>CHE</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berger et al. (2011b)</td>
<td>TEG</td>
<td>S</td>
<td>DEU</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hansen et al. (2010)</td>
<td>TEG</td>
<td>D</td>
<td>NLD</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goverde (2010)</td>
<td>Max-plus</td>
<td>D</td>
<td>NLD</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D’Ariano and Pranzo (2009)</td>
<td>General graph</td>
<td>D</td>
<td>NLD</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yuan and Hansen (2007)</td>
<td>General graph</td>
<td>S</td>
<td>NLD</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Yuan (2007)</td>
<td>General graph</td>
<td>S</td>
<td>NLD</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huisman and Boucherie (2001)</td>
<td>EQS</td>
<td>S</td>
<td>NLD</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higgins and Rozan (1998)</td>
<td>EQS</td>
<td>S</td>
<td>AUS</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Hallowell and Harker (1996)</td>
<td>General graph</td>
<td>S</td>
<td>USA</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Cary and Kwietniowski (1994)</td>
<td>General graph</td>
<td>S</td>
<td>GBR</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen and Harker (1990)</td>
<td>EQS</td>
<td>S</td>
<td>USA</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

estimate train delays over track segments considering actual delays in the railway network and infrastructure information. Wang and Work (2015) apply an LR model after train trips have started showing that incorporating real-time delay information significantly increases the prediction quality. Hauck and Kliewer (2020) use an LR model to predict train delays in the German railway network and show that their LR model delivers similar results as their NN implementation on the same test-case scenario.

4.2.2. Decision trees and Random Forests
Decision Trees (DT) are popular supervised learning models due to their simplicity and interpretability. In the context of train delay predictions, their goal is to find rules based on decisive information criteria in Ω (e.g., current delay > 3min, section length > 5 km) using historical observations to determine delay predictions. Random Forests (RF) are ensembles of decision trees based on bootstrapping techniques, in which multiple trees are used to generate individual predictions and the most-likely prediction resulting from these trees is then selected as output. This makes RF generally more accurate than DT and more robust to modelling errors.

Kecman and Goverde (2015a) compare the accuracy of several models, and conclude for their test-cases, that the RF model outperforms the LR and DT models to predict train running and dwelling times. Wang and Zhang (2019) analyse the effect of different weather types and headways using RF. Nair et al. (2019) present a large-scale application of RF, while Nabian et al. (2019) discuss a bi-level RF approach for short-term passenger train delay prediction. Shi et al. (2020) apply a gradient-boosting DT to delay prediction. Finally, Gao et al. (2020) use a two-stage RF model to increase the prediction accuracy of train recovery times.

4.2.3. Neural networks
Artificial Neural Networks (NN) are inspired by biological neural networks and consist of units (neurons) and connections to transfer information (signals) between them. Their structure is usually based on multiple layers of neurons, and the propagation of signals occurs by neurons processing data, applying a non-linear function, and producing an output that is weighted and sent to the following layer. This way, input data (explanatory variables) is propagated through the network until the final output layer is reached. We refer to the methodology section in Oneto et al. (2018) for more technical details on NN and their use for train delay prediction.

The first application of NN to train delays is by Malavasi and Ricci (2001), predicting the total delay and the number of delayed trains in a railway network. Yaghini et al. (2013) predict passenger train delays in the Iranian railway network, analysing which definition of input variables and NN design yields the best performance.

An extensive analysis of the application of NN models in the form of shallow and deep extreme learning machines to predict train delays is provided by Oneto et al. (2018). They suggest that using NN to exploit historic train movement data allows constructing high-performance and robust prediction models for train delays. Wen et al. (2019) show that their application of a long short-term memory NN prediction model outperforms an RF approach on a test case based on the Dutch railway network. Huang et al. (2020b) apply different types of NN models to predict train delays by including state, location and trajectory-based input data.

We can observe that NN have mostly been applied to predict the delay of passenger trains with a recent focus on real-time utilisation. They currently provide the most accurate prediction results (Bao et al., 2021), although they do neither need nor provide insights into the dynamics of the railway system.

4.2.4. Support Vector Machines
Support Vector Machines (SVM) are popular supervised learning methods used for classification. SVM determine a hyperplane in a high- or infinite-dimensional space separating two classes of observations, such that distance or margin between this hyperplane and the nearest training data from the two classes is maximal. A well-known SVM variant is used for regression.

Markovic et al. (2015) compared the results of NN and SVM to predict train delays in the Serbian railway system, highlighting that purely data-driven NN models have a considerable risk of overfitting, i.e., of calibrating the model too closely to the training data, which leads to poor predicting performance on new data. Lee et al. (2016a, 2016b) develop an SVM approach that considers sequences of diagnostic events (abnormal or particular situations) to improve prediction performance. Huang et al. (2020c) use a combination of SVM and Kalman filter to predict train running times during railway disruptions. They show that a reduction of prediction error is possible with their approach, especially for trains that are already running with a delay.

4.2.5. Others
Greenberg et al. (1988) propose a queueing model (QM) to predict the average delay of trains on a single-track line. Meester and Muns (2007) show that phase-type distributions can calculate knock-on train delays given probability distributions of primary delays in a global mathematical queueing model. An online model to recognize delay and predict its propagation to the next station is proposed by Hansen et al. (2010). Pongnumkul et al. (2014) use time-series analysis (TSA) to predict train arrival delays in the Thai railway network based on autoregressive and moving-average processes. Dekker et al. (2019) provide the only unsupervised machine learning contribution in scope we are aware of, by predicting the transition between train delay states in the Dutch railway network using a clustering algorithm.

4.2.6. Synthesis data-driven approaches
As we have noted, most data-driven approaches are associated with machine learning and regression models. There, the application of non-linear regression models marks an important progress, since also non-trivial non-linear dependencies (and interdependencies) can be captured within these models. Hence, the first application of an NN model by Malavasi and Ricci (2001) to the domain of train delay prediction has to be highlighted. Also, the first application of an SVM model by Marković et al. (2015) to overcome the problem of overfitting in data-driven approaches can be considered as a seminal work. Furthermore, the application of NN models saw a huge
increase in complexity by the enhancements of Oneto et al. (2018) adding multiple layers of neurons in shallow and deep extreme learning machines, including weather as external factor and its applicability in real-time. Generally speaking, machine learning approaches are considered of being capable of processing big datasets with complex formats and non-trivial structures efficiently. Table 3 summarises the literature on data-driven train delay prediction, including the same information reported in Table 2 previously discussed (i.e., model category, deterministic or stochastic outputs, reference country in the case study, and input data sources).

Finally, we considered all papers from Tables 2 and 3 based on their year of publication and mathematical model class. We observed the following:

1. Event-driven approaches have experienced a shift from general graph models (with contributions ranging from 1994 to 2015) to more specific MC, PN and BN models (all related publications are more recent than 2012).
2. There has been a substantial boost in the number of publications dealing with data-driven approaches in the last few years. In fact, only eight papers were published before 2015, while 33 up from 2015.

5. Discussion

5.1. Event-driven versus data-driven methods

A modelling paradigm gap separates event-driven and data-driven approaches. Event-driven prediction approaches aim to describe a train-event dependency structure that holds for a given prediction horizon and exploit this structure to generate predictions of delay developments (i.e., knock-on delays in terms of propagation of delays across trains). Such predictions are constructed incrementally according to the dependencies for all train-events within the horizon. Therefore, event-driven approaches are generally more easily

---

**Table 3**

Data-driven train delay prediction approaches.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Model category</th>
<th>D/S</th>
<th>Country</th>
<th>HTM</th>
<th>OPI</th>
<th>INI</th>
<th>EFW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bao et al. (2021)</td>
<td>NN</td>
<td>D</td>
<td>CHN</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shi et al. (2021)</td>
<td>RF</td>
<td>D</td>
<td>CHN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al. (2021)</td>
<td>LR, DT, SVM</td>
<td>D</td>
<td>CHN</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Arshad and Ahmed (2021)</td>
<td>RF</td>
<td>D</td>
<td>IND</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Wang et al. (2021)</td>
<td>SVM</td>
<td>D</td>
<td>CHN</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prabhu et al. (2021)</td>
<td>LR</td>
<td>D</td>
<td>IND</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Shi et al. (2020)</td>
<td>DT</td>
<td>D</td>
<td>CHN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huang et al. (2020b)</td>
<td>NN</td>
<td>D</td>
<td>CHN</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Huang et al. (2020c)</td>
<td>SVM</td>
<td>D</td>
<td>CHN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhou et al. (2020)</td>
<td>NN</td>
<td>D</td>
<td>CHN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sara et al. (2020)</td>
<td>SVM</td>
<td>D</td>
<td>FRA</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hauck and Klawer (2020)</td>
<td>LR</td>
<td>D</td>
<td>DEU</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gao et al. (2020)</td>
<td>RF</td>
<td>D</td>
<td>CHN</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Li et al. (2020)</td>
<td>RF</td>
<td>D</td>
<td>NLD</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Dekker et al. (2019)</td>
<td>Clustering</td>
<td>D</td>
<td>NLD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mou et al. (2019)</td>
<td>NN</td>
<td>D</td>
<td>NLD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wen et al. (2019)</td>
<td>NN</td>
<td>D</td>
<td>NLD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang and Zhang (2019)</td>
<td>DT</td>
<td>D</td>
<td>CHN</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Nair et al. (2019)</td>
<td>RF</td>
<td>D</td>
<td>DEU</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Nabih et al. (2019)</td>
<td>RF</td>
<td>D</td>
<td>NLD</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Arshad and Ahmed (2019)</td>
<td>RF</td>
<td>D</td>
<td>IND</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Jiang et al. (2019a)</td>
<td>RF</td>
<td>D</td>
<td>CHN</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jiang et al. (2019b)</td>
<td>RF</td>
<td>D</td>
<td>SWE</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Oneto et al. (2018)</td>
<td>NN</td>
<td>D</td>
<td>ITA</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Barbour et al. (2018)</td>
<td>SVM</td>
<td>D</td>
<td>USA</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Shih et al. (2017)</td>
<td>QR</td>
<td>S</td>
<td>USA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wen et al. (2017)</td>
<td>RF</td>
<td>D</td>
<td>CHN</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Davydov et al. (2017)</td>
<td>Others</td>
<td>S</td>
<td>RUS</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu et al. (2017)</td>
<td>NN</td>
<td>D</td>
<td>CHN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lee et al. (2016a, 2016b)</td>
<td>SVM</td>
<td>D</td>
<td>NLD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Koslosombat and Limprasert (2016)</td>
<td>RF</td>
<td>D</td>
<td>THA</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Markovic et al. (2015)</td>
<td>SVM</td>
<td>D</td>
<td>SRB</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Wang and Work (2015)</td>
<td>LR</td>
<td>D</td>
<td>USA</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keçman and Goverde (2015a)</td>
<td>RF</td>
<td>D</td>
<td>NLD</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pongnumkul et al. (2014)</td>
<td>TSA</td>
<td>D</td>
<td>THA</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yaghini et al. (2013)</td>
<td>NN</td>
<td>D</td>
<td>IRN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Muradi et al. (2010)</td>
<td>LR</td>
<td>D</td>
<td>USA</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Gorman (2009)</td>
<td>LR</td>
<td>D</td>
<td>USA</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Meester and Muns (2007)</td>
<td>QM</td>
<td>S</td>
<td>NLD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peters et al. (2005)</td>
<td>NN</td>
<td>D</td>
<td>DEU</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malavasi and Ricci (2001)</td>
<td>NN</td>
<td>D</td>
<td>ITA</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greenberg et al. (1988)</td>
<td>QM</td>
<td>S</td>
<td>USA</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>
interpretable, i.e., delay predictions for train-events at the end of the horizon can be tracked and explained by their preceding dependency. However, event-driven approaches usually do not capture complex interrelations of historic train operation data themselves. Instead, HTM data is used to calibrate model parameters aiming to describe the a-priori assumed dependencies. Regardless of the prediction method being event- or data-driven, it is important that it accounts for knock-on delays or there would be the risk that the method suffers from a structural deficit. Event-driven approaches usually capture these effects explicitly with the dependency structure, while data-driven implicitly by training on the HTM data.

Data-driven approaches on the other side do not explicitly model the dynamics of railway operations (i.e., internal mechanisms of the system) during the prediction horizon, and hence are usually less interpretable. Consequently, this also means that data-driven models typically require less domain knowledge and physical behaviour and instead rely more on the HTM data source. One key strength of data-driven approaches is that they are capable of handling multi-dimensional noisy data and can take into account all kinds of (hidden) relationships of variable dependencies as well as external and human influences, that might not be immediately evident at first sight. The downside, however, is that tracing the reasons for delay predictions (i.e., the debugging of the prediction process, and the detection of any incorrect input parameter value or setting) can be very hard. In fact, the most sophisticated data-driven approaches such as NN and SVM are often referred to as black-box models (Jiang et al., 2019a, 2019b).

Event-driven approaches typically generate stochastic predictions (i.e., probability distributions) for future delays, as far as they model explicitly process time variability and uncertainty in the system. Differently, most data-driven approaches produce single-value deterministic predictions. This is also evident from Tables 2 and 3, where we classify the type of prediction in all reviewed papers. Single-value predictions are straightforward to read and provide an easily understandable outlook into the future of train delay development. However, they do not convey any information about their (un)certainty and ignore (or drastically simplify) the random occurrence of disturbances in the prediction horizon. Predicted probability distributions carry substantially more information on the potential (and random) future propagation of delays in the network (e.g., their variance).

In terms of passenger information, discrete values as the expected time of arrival or a 95% probability of getting a connection are most useful, while providing full probability distributions/density functions would be more time consuming and harder to understand. Nevertheless, stochastic predictions of future delays might be especially meaningful for risk-based traffic management. Furthermore, probability distributions for delays can always be reduced to a single-value prediction (e.g., the mean or quantiles). If the influence of the most important factors affecting train delays is precisely known, deterministic predictions should be the preferred choice of model as they generally produce higher prediction accuracy (Bao et al., 2021).

In the end we can say that both data-driven and event-driven approaches are suited to predict train delays in real time, even though constructing/assuming an understandable and useful dependency structure (i.e., as large as needed and as small as possible) is a challenging part of event-driven approaches. We believe, however, that the definition of a dependency structure might give event-driven approaches an advantage to predict uncommon delays, such as large disruptions, and their propagation throughout the railway network. For example, Huang et al. (2020c) overcome a shortcoming in their data-driven SVM approach to predict rare train delays for which limited experience is available. In general, the quality of train delay predictions is difficult to compare across published results due to many reasons that we detail in Subsection 5.3. However, we anticipate here that data-driven methods have proven to deliver state-of-the-art results in terms of prediction accuracy, albeit such results are harder or not possible to interpret as previously discussed.

In conclusion, our analysis reveals complementary strengths of event- and data-driven approaches. While event-driven methods are more interpretable and suitable in cases of disruptions and uncommon train delays, state-of-the-art data-driven methods usually deliver the highest accuracy and can more easily be applied in real-time.

5.2. Data usage and limitations

As discussed in Section 3, HTM, INI, OPI and EFW information can all be used as input data to predict train delays. Digitalisation and increasing data availability push towards the usage of more and more data for both data- and event-driven approaches. Especially the increase of the quality in terms of granularity and precision of HTM data allows increasing the robustness and accuracy of train delay prediction models.

Of course, both data-driven and event-driven approaches rely on diverse data-sources to generate train delay predictions. Their different underlying modelling paradigm, however, leads to a conceptually different usage of HTM, INI and OPI data to some extent. While data-driven models mostly use indicators of actual delays, infrastructure and operations as direct regressors for delay predictions, event-driven approaches rely specifically on infrastructure and operational data to build a dependency network of train-events for the prediction horizon first, and then also use diverse data sources to calibrate their model parameters.

The idea of using HTM data to predict train delays is to find recurrent patterns of delay and delay propagation that is similar to the situation at the current prediction time, and use this experience to draw conclusions on future delays, to identify appropriate countermeasures, and finally overcome sources as well as spreading of delays. The underlying assumption therefore is that delays develop/propagate in a typical way – so by comparing the current situation (current delays, used rolling stock, weather, etc.) with observed HTM data, a similar situation of the past should provide an estimation for the future development of delays. To this end, the timetable in place when making a prediction should be the same as the one used to record the HTM data. Atomic elements in the sense of repetitive (periodic) schedules of operations can range from an hourly basis to daily basis.

However, in modern and complex railway systems, every day of operations is unique, especially when the infrastructure is used for both passenger and freight services, and for maintenance services. In fact, freight trains are much less regular in volume, and actual path followed, with a mix of planned abstract train paths, and last minute insertion of additional train paths (Cacchiani et al., 2010).
When looking at full days, a study reports how for a year of 365 days, 314 patterns have been identified, when considering intervals of entire days (Gestrelius et al., 2015). When considering smaller intervals, a higher amount of the same patterns repeated is expected. In this context, Oneto et al. (2018) argue that timetable changes restrict the usage of HTM data significantly. To overcome the problem of different timetables during the training/testing period and prediction period, it is very important that the approach can abstract from these schedule changes and focus on invariant traffic dynamic properties. However, this limitation is the key reason why many approaches can use no more than a few months of HTM data to train their models. Among 40 contributions specifying the length of their training HTM dataset, we find that more than half (21) report using six or less months of observations (13 of which three months or less) while in only six papers a model is trained on more than two years of data.

In terms of EFV data, weather variables including temperature, wind speed and rainfall have been used in the literature. However, only about 20% of studies consider EFV data. It seems reasonable to expect that “normal” weather conditions do not affect railway operations massively, whereas severe weather conditions might have a huge impact (e.g., heavy snowfall). If there is enough experience in terms of HTM data in combination with data on weather indicators, train delay prediction approaches can make use of actual weather conditions or even weather forecasts.

The necessity to use different input data sources is closely related to the domain of the railway service and to the model to solve the precise prediction problem. While infrastructure information is extremely important for expected-arrival-time predictions some days in advance (typically for freight services), the most recent delay information is essential to predict passenger train delays in real-time. In the future, digitalisation may lead to additional and more abstract data sources that can support train delay predictions. For instance, Ghofrani et al. (2018) name smart ticket sales as a potential data source to explain abnormal demand fluctuations in rail services. Artificial intelligence will increasingly explain the impact on train punctuality of more explanatory variables (see, e.g., Rojler et al., 2021). It will be a key task of scientific analyses to quantify the relevance of novel upcoming data sources and consequently from railway operating companies to provide them eventually. Learning from historical observations will remain nonetheless critical as the amount and quality of information increases and as this data source inherits the results of all potential influencing factors of train delays.

Especially data-driven approaches face the well-known problem in machine learning of overfitting. This problem arises when a model is trained “too close” to a given set of training data; consequently delivering poor predictions when applied out-of-sample, i.e., to test data not used for training and new to the model. For example, Marković et al. (2015) show that Neural Networks for train delay prediction tend to easily run into overfitting using HTM data, whereas Support Vector Machines appear more robust in this sense. Wen et al. (2019) argue that Random Forests as a generalisation of Decision Trees are more likely to avoid overfitting.

Another important distinction in the context of input data usage stems from the methodological handling of human based decisions of traffic control within the prediction horizon. Clearly, predicting train delays, in the long run, requires making assumptions on how railway traffic is handled. For this reason, train delay prediction approaches have also been divided into optimisation-based, simulation-based and analytic-parametric methods (Gorman, 2009). Although we do not focus on this alternative classification, we mention these approaches in the following to briefly discuss if and how they account for traffic control decisions, which affect predictions.

Optimisation-based approaches aim to find optimal routes for trains for a required destination and/or an optimal sequence or train order to pass a bottleneck of the infrastructure to minimise total delay and simultaneously predict delay development of trains. Simulation-based methods on the other side describe future developments of delays using richer railway dynamics and data while applying simple heuristic decision rules for managing railway traffic as done by human dispatchers. Thus, simulation-based methods need detailed information on the infrastructure, physical behaviour of the rolling stock and dynamics of the railway systems. Without reservation, they can be seen as detailed representations of the dynamic of a railway system as soon as the modelled rules match reality. To achieve that, simulation-based methods require some huge effort to be configured and maintained and are not easily transferable to other railway systems. RailSys (Radtke and Hauptmann, 2004), OpenTrack (Nash and Huerlimann, 2004), LUKS (Janecek et al., 2010) and OnTime (Büker and Seybold, 2012) are known examples of simulation software for train delay propagation. Additionally, a recent work by Liebchen et al. (2021) points out that simulation tools are still too simple to provide a clearly matching picture of the dynamics withing a railway system.

Analytic-parametric approaches in comparison make more general assumptions, for instance, on the underlying distributions of process times and influences of external factors to delays. Therefore, they require less data compared to simulation-based methods and are easier to maintain and transfer. Nevertheless, they can only provide predictions within their framework of assumptions and may fail for unseen and therefore unexpected situations where such assumptions do not hold.

### 5.3. Prediction horizon and quality

Prediction approaches for train delays range from a very short-term prediction horizon (i.e., \( s - t \)) of a couple of minutes ahead to predictions made several days in advance. With an increasing prediction horizon, more and more rescheduling actions could be taken by human dispatchers (e.g., retiming and rerouting), affecting the railway traffic flow and hence making the prediction task more complex. We could assign 58 publications to the following six classes of prediction horizons (note that the first four classes are defined based on time, the last two classes on space):

- very short-term (up to 30 min): 3 contributions
- short-term (up to 2 h): 7 contributions
- medium-term (up to 4 h): 11 contributions
- long-term (more than 4 h): 16 contributions
- medium-term (up to 4 h): 11 contributions
- long-term (more than 4 h): 16 contributions
• next station: 3 contributions
• train journey (more than one station ahead): 18 contributions

Note that different structures of railway services have different spectra of acceptable delays or even delay definitions. For freight trains, arrivals within 30 min of the planned arrival time are mostly considered to be punctual, whereas for passenger services punctuality is usually defined in the range of 3–10 min delayed arrivals after the scheduled arrival time. We illustrate in Fig. 3 the ranges of prediction horizons in minutes, for those 18 contributions that explicitly mention the investigated prediction horizon in their respective case studies. The figure highlights the diversity of train delay prediction horizons covered in the literature.

To evaluate the accuracy of train delay predictions, the prediction error (i.e., the difference between the predicted delay of a train at a certain train-event and the train’s realised delay at this event) is analysed. Once the realised delay of the predicted event is measured, it is straightforward to calculate this error for single-value predictions. There is instead no unique definition of prediction error for probability distributions, but most papers calculate it using single-value properties of the distribution such as its mean or median. Often, the mean absolute error (MAE), the mean squared error (MSE) and the root mean squared error (RMSE) are used to evaluate the prediction accuracy.

Answering the question of which train delay prediction approach delivers the most accurate results is challenging due to several reasons. First, the prediction horizons differ strongly throughout the literature. Second, comparing deterministic and stochastic predictions requires making assumptions on how the stochastic predictions are evaluated. Third, the evaluation measures used for prediction errors are diverse. Fourth, the quality of predictions heavily relies on the considered dataset as well as the region and structure of the railway system considered in the case study (Tables 2 and 3 include 16 different countries where the case studies have been conducted). Despite these challenges, we try to compare the results in the literature, focusing on the contributions that report an analysis or enough details of the prediction quality of their models.

Berger et al. (2011a, 2011b) report an increasing error for a prediction horizon of 30–240 min in a German case study. Specifically, the MAE increases in the first 150 min of the horizon and then remains rather flat until the end of a 240-min horizon. Kecman and Goverde (2015a) show in a Dutch case study that the MAE for a 0 to 20-min prediction horizon increases up to about 40 s and then stays at this level for the rest of a 120-min horizon. Oneto et al. (2018) differentiate the prediction horizon in terms of stations ahead and show that for stations 1 to 5 their evaluated MAE increases from one-and-a-half to two-and-a-half minutes, using dynamic predictions based on NN. Nair et al. (2019) compute RMSE statistics for different prediction horizon intervals (0–10, 10–30, 30–90, 90–180 and 180+ minutes). They find that the RMSE increases from 110 s for the first period to 400–500 for the last. Corman and Kecman (2018) show that their BN approach provides stochastic predictions where the MAE (based on distribution mean) increases from 30 to 100 s in a prediction horizon of 0–60 min.

Based on these results, we provide some insights on the relation between the accuracy of train delay predictions and the length of the horizon. First, there exists a small but non-negligible prediction error already for very short-term train-events happening a couple of minutes in the future. This could result from uncertainty about dwelling time, rather independent from the prediction horizon, leading to a baseline error arising for the very short-term, too. Second, the prediction error increases with larger prediction horizons, which is intuitive as the amount of uncertainty due to small and big disturbances in the railway system increases over time. However, the prediction error does not increase anymore (or even slightly decrease in one study) after a certain point far enough in the future (e.
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g., 150 min in the case of Berger et al. (2011a, 2011b)). These findings suggest a functional form of increasing, saturating prediction error for an increasing prediction horizon, identifying the medium-term accuracy as a challenging aspect.

Updating delay predictions is important to reduce the amount of uncertainty in future railway dynamics, which is valuable in real-time traffic control. However, relying on medium- and long-term delay propagation predictions should be done with caution, since real-time information can help reduce uncertainty in such horizons only up to a certain point. For passengers, this translates to delay information for short trips being usually rather reliable, while this may not be the case for longer trips of e.g., 1 h, hence planning based on some personal buffer time may be advised.

5.4. Prediction purposes and requirements, for different processes and stakeholders

A prediction for railway traffic can be of interest to the many stakeholders of the system in different ways. We here systematically review the most relevant stakeholders and identify possible interest in prediction outcomes; highlighting how the availability of information about the predicted state could possible improved their actions, and discussing the possible implications of a wrong prediction.

5.4.1. Customer-passengers

The prediction horizon lasts from a few minutes up to a few hours. Predictions lead to a psychologic reduction of discomfort due to known delay against unknown delay; in case of connections, the predicted probability of catching the connecting train creates awareness (see Keyhani et al. (2012). Effects can be changes in route choice resulting in a potential replanning of transport chains (e.g., transfers, different trains). Even more, replanning actions could have effects beyond the transport chain (e.g., shift of location or time for performing activities, dropping activities) (Leng and Corman, 2020). In the long term, delay predictions affect passengers’ mode choices and can potentially lead to inclusions of buffer times. The impact of wrong predictions are additional travel times, regrets due to suboptimal choice and discomfort.

5.4.2. Customer-freight

The prediction horizon lasts from a few minutes up to a few days for the purposes of planning of downstream processes and planning of resources required to further handle the goods. In the long term, delay predictions of freight trains can help to optimise the planning of buffer times, defining of economic storage quantity, sizing of batches of transport and might affect the mode choice. The impact of wrong freight train delay predictions are penalties for delayed delivery, opportunity costs for loss of customers and additional resource costs.

5.4.3. Infrastructure manager, traffic control

The prediction horizon lasts from a few minutes up to a few hours. Traffic control managers can use delay predictions for train retiming, reordering, rerouting, short turning and even cancellation (Berger et al., 2011a, 2011b). In the long term, delay predictions for infrastructure managers reveal needs for extra resources in case of contingencies (for more infrastructure capacity available to run the scheduled traffic: more tracks; more controlled operations; less traffic running). The impacts of wrong predictions are cascading effects of the wrong control actions, need for further control action, costs and penalties due to delays, or less traffic running.

5.4.4. Railway operator, crew and rolling stock

The prediction horizon ranges from less than an hour up to a day. Railway operators use delay predictions for shift retiming, swapping tasks within same resource, swapping tasks with other resources, cancellation, insertion and also decisions to use resources overtime. For very long train runs (e.g., long distance passenger traffic, night trains and freight traffic), the prediction horizon might need to cover the total circulation time of the train between its two ends, which can go up to a few days. In the long term, delay predictions can point out needs for additional standby crews and rolling stock resources. The impact of wrong predictions are extra costs for overtime usage of resources, costs for additional standby resources and penalties for not being able to deliver train services as planned.

5.4.5. Infrastructure manager, planning of internal special resources (maintenance, possession)

The prediction horizon ranges from less than an hour, up to multiple days. Here, predictions only have a limited impact to the current traffic situation. Nevertheless, the impact of wrong predictions are needs for unplanned emergency operations rather than the usage of planned intervals, and penalties due to reduced productivity of the railway resources.

Infrastructure manager, planning of services, scheduling of extra trains:

The prediction horizon ranges from a few days, up to a few months. The impact to current traffic situation is limited, apart from temporal and geographical availability of resources. The impacts of wrong prediction are extra resource costs (crew, preparation of vehicles that are not necessary in the end) and losses of revenue for not monetizing on available resources.

6. Conclusion and further research directions

Train delay prediction is an active and growing field of research with a variety of approaches developed in the literature, including methods based on event graphs and machine learning. A natural question that arises is which method to apply in which context. Answering this question is challenging as the applicability and accuracy of prediction methods largely depend on the precise purpose
and use-case. We have nevertheless critically examined a large number of contributions on this topic, distinguishing between event-driven and data-driven approaches and identifying several aspects relevant for research.

State-of-the-art results in terms of prediction accuracy are achieved by data-driven machine learning methods, which include the widely applied Neural Networks and Random Forests. Stating this, we want to point out at the same time that data-driven approaches inherit some risk in terms of overfitting. Nevertheless, increasing data availability and accessibility (e.g., HTM data) enhances model calibration and out-of-sample performance, making those methods increasingly popular. Due to limited historical observations on rare events, forecasting delays during disruptions is harder with such techniques. Moreover, the lack of interpretability of the most advanced data-driven approaches makes their adoption by practitioners slower than in academia.

Event-driven approaches provide easier-to-interpret predictions for train delays, as they model the evolution and propagation of train delays throughout the railway network. Therefore, event-driven approaches can be more flexibly adapted to handle disruptions as well as different temporal and spatial domains. Graph models, Markov Chains, equation systems and Bayesian Networks are the main event-driven approaches for train delay prediction. Bayesian Networks are interesting as they combine the explicit modelling of a train-event dependency structure for the prediction horizon with the inclusion of multiple data sources.

Following this discussion, we identify that hybrid methods can combine the strengths of data-driven and event-driven approaches. For instance, an SVM has been recently combined with a Kalman filter to overcome the prediction inability of the SVM alone to produce useful forecasts in unexpected disruptions scenarios (Huang et al., 2020c). Interestingly, Ulak et al. (2020) point out that Bayesian Networks are to some extent already at the intersection between machine learning and techniques that explicitly exploit a dependency network. This combination of network modelling and big-data usage might become even more relevant in future conditions with increasing data availability and even busier railway systems.

Regarding the explicit inclusion of more data sources, the robustness and resilience of railway timetables have been studied in detail, but we see some potential in explicitly including more properties of the timetable such as spatially and temporally diverse scheduled safety margins for running times (i.e., recovery times, buffer times), plus specific inclusions of prescriptive business rules, operation policies. Having sufficient data, with enough variety and including all the relevant variables, those could be possibly learned from data; but a model based approach can naturally express them. Explicitly including more timetable and operational variables could enhance prediction accuracy.

A fair comparison of the quality of the reviewed prediction approaches is hardly possible due to profound differences in application settings and evaluation methods. Stochastic prediction models that deliver output probability distributions are especially difficult to evaluate and compare with deterministic predictions. Overall, our analysis reveals that the prediction error increases with the time horizon, at a decreasing rate, until the error eventually stabilises. This is to some extent due to the decreasing predictability of human decisions to manage the railway traffic flow.

Given our review and discussion, we propose seven directions of future research outlined in the following.

(i) Including novel data sources in prediction models such as social media postings, which can be used to infer travel demand as well as behavioural patterns of passengers on platforms, or additional weather indicators.

(ii) Exploiting the availability of increasingly granular observations of train movement data. While observations have been available only for stations a couple of decades ago, railway companies are now able to measure train passing times on an operation point level (e.g., signals, switches, etc.) and even equipping trains with GPS sensors that have the ability to provide a continuous stream of delay information. This development offers the chance to update delay predictions with increasing frequency whenever new information becomes available.

(iii) Reconciling data sources according to their influence and importance for specific train delay predictions problems. This could be achieved by splitting delay predictions according to their mostly influencing factors and circumstances in order to capture the essential drivers for train delays.

(iv) Better specifying the scope of the problem. What is actually important to be forecasted and what can be neglected? Moreover, do predictions for passengers and railway traffic controllers have the same requirements? In the upcoming years, we expect more and more contributions to focus on predicting train delays under very specific circumstances and settings.

(v) Quantifying the uncertainty embedded in a delay prediction (e.g., by means of reasonable confidence intervals) for more informed decision making. To this end, making use of increasingly granular delay observations can help to better understand the trade-off between the length of the prediction horizon and the reliability of the prediction.

(vi) Taking advantage of the recursive dynamics of predicting train delays and optimizing traffic flow. Very often, train delay predictions are not accurate, because wrong assumptions of future traffic-control decisions have been made. Internalising those human control decisions in the prediction process and the vice-versa usage of predictions to control the traffic flow could reduce the uncertainty and consequently increase the prediction reliability and traffic performance at once.

(vii) Capturing only necessary and useful inter-train dependencies and their effects to train delay propagation. In other words: modelling every “arc” in a graph where a dependency exists, but avoiding blown-up network structures with dependencies that can be numerically estimated, but do not correspond to physically representable relations. Bayesian Networks already capture effects to train delay predictions but rely on a standard procedure as their underlying network structure either relies heavily on expert knowledge or is compiled by machine learning algorithms. Clearly, statistical analyses on the importance of potential inter-train dependencies can help to construct a more reasonable underlying network structure to predict train delays.
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