Many real-world networks were found to be highly clustered and contain a large amount of small cliques. We here investigate the number of cliques of any size $k$ contained in a geometric inhomogeneous random graph: a scale-free network model containing geometry. The interplay between scale-freeness and geometry ensures that connections are likely to form between either high-degree vertices, or between close by vertices. At the same time, it is rare for a vertex to have a high degree, and most vertices are not close to one another. This trade-off makes cliques more likely to appear between specific vertices. In this article, we formalize this trade-off and prove that there exists a typical type of clique in terms of the degrees and the positions of the vertices that span the clique. Moreover, we show that the asymptotic number of cliques as well as the typical clique type undergoes a phase transition, in which only $k$ and the degree-exponent $\tau$ are involved.

Interestingly, this phase transition shows that for small values of $\tau$, the underlying geometry of the model is irrelevant: the number of cliques scales the same as in a non-geometric network model.
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1. Introduction

Real-world networks often share common characteristics. For example, many large real-world networks are scale-free: a small number of individuals have a large amount of connections, whereas most of the individuals only have a small connectivity. This feature is mathematically often described by assuming that the degrees of the vertices in the network follow (at least asymptotically) a power-law distribution. Another common feature is that real-world networks typically have a large clustering coefficient. That is, two neighbours of the same vertex are likely to be connected, and thus the network contains many triangles. This structural property is highly related to a possible underlying geometry of the network. Indeed, when any two close individuals are more likely to connect, the triangle inequality ensures that triangles are more likely to form between close groups of three vertices. In fact, in several examples of geometric network models the, presence of this underlying network geometry guarantees a high-clustering geometry, for example, in hyperbolic random graphs [1], and geometric inhomogeneous random graphs [2].

While clustering is typically measured in terms of the number of triangles in the network, the presence of larger cliques inside a network is also informative on the amount of network clustering. Indeed, in clustered networks, one would expect the number of cliques of size larger than three to be high as well. Therefore, the number of cliques of general sizes have been extensively studied in several types of random graph models without underlying geometry, such as dense inhomogeneous random graphs [3], scale-free inhomogeneous random graphs [4, 5], general rank-1 inhomogeneous random graphs [6]. The number
of cliques in random graphs with underlying geometry are less well-studied, as the presence of geometry creates correlations between the presence of different edges, making it difficult to compute the probability that a given clique is present. Still, some results are known for high-dimensional geometric random graphs [7] and hyperbolic random graphs [8], showing that these types of random graphs typically contain a larger number of cliques than non-geometric models as long as the dimension of the underlying space is not too large. Particular attention has been given to the clique number: the largest clique in the network [8–10].

In this article, we study general clique structures that can indicate network clustering inside a more general geometric network model and investigate the relation between the presence of geometry and the presence of cliques. In particular, we analyse the geometric inhomogeneous random graph (GIRG) [2], a random graph model that includes scale-free vertex weights, which represent a soft constraint for the vertex degrees, and an underlying geometric space that makes nearby vertices more likely to be connected. We analyse the number of $k$-cliques contained in this random graph model, by deriving and solving an optimization method, similarly to [11]. This optimization method allows to overcome the difficulties posed by the dependence of the presence of edges in geometric models by studying the connections between different regions separately. We show that $k$-cliques typically appear in specified regions of the network, and we describe the specific properties satisfied by these typical cliques in terms of the vertex degrees and their geometric positions. Interestingly, our results show that geometry plays a central role in the number of cliques of any size only when the degree-exponent of the power-law is at least $7/3$. For smaller degree exponents however, we show that the typical type of clique does not depend on the underlying geometry, and that the number of cliques of all sizes scales the same as in scale-free configuration models [11], random graph models without any form of geometry. In other words, our results show that geometry does not always imply a larger number of cliques or clustering coefficients in the scale-free regime, even when the dimension of the geometric space is low.

Specifically, we find that for each clique size $k$, there exists a threshold degree-exponent $\tau_k$ such that for scale-free networks with degree-exponent below $\tau_k$, geometry does not influence the clique counts. On the other hand, when the degree exponent is above $\tau_k$, the number of cliques of size $k$ is influenced by the underlying geometry of the model. Furthermore, such threshold $\tau_k$ increases with $k$, so in larger cliques the geometry of the model becomes irrelevant for a larger range of the degree-exponent.

1.1 Notation

We describe the notation that will be used throughout this article. A $k$-clique is a subset of vertices of size $k$ such that they are all pairwise connected, and it is denoted by $\mathcal{K}_k$. In this article, we analyse cliques contained in GIRGs where the number of vertices $n$ tends to infinity. We say that a sequence of events $(E_n)_{n \geq 1}$ happens with high probability (w.h.p.) if $\lim_{n \to \infty} P(E_n) = 1$. We say that a sequence of random variables $X_n$ converges in probability to the random variable $X$ if $\lim_{n \to \infty} P(|X_n - X| > \varepsilon) = 0$, and denote this by $X_n \xrightarrow{p} X$. Finally, we write

- $f(n) = o(g(n))$ if $\lim_{n \to \infty} f(n)/g(n) = 0$,
- $f(n) = O(g(n))$ if $\lim \sup_{n \to \infty} |f(n)|/g(n) < \infty$,
- $f(n) = \Omega(g(n))$ if $\lim \inf_{n \to \infty} f(n)/g(n) > 0$,
- $f(n) = \Theta(g(n))$ if $f(n) = O(g(n))$ and $f(n) = \Omega(g(n))$,

and their probabilistic versions.
• $X_n = o_P(a(n))$ if $\lim_{n \to \infty} P \left( \frac{|X_n|}{a(n)} \geq \varepsilon \right) = 0$ for all $\varepsilon > 0$,

• $X_n = O_P(a(n))$ if for any $\varepsilon > 0$, there exist constants $M > 0$ and $N \in \mathbb{N}$ such that

$$P(|X_n|/a(n) \geq \varepsilon) < \varepsilon, \quad \forall n > N,$$

• $X_n = \Omega_P(a(n))$ if for any $\varepsilon > 0$, there exist constants $m > 0$ and $N \in \mathbb{N}$ such that

$$P(X_n/a(n) \leq m) < \varepsilon, \quad \forall n > N,$$

• $X_n = \Theta_P(a(n))$ if for any $\varepsilon > 0$, there exist constants $m, M > 0$ and $N \in \mathbb{N}$ such that

$$P(|X_n|/a(n) \notin [m, M]) < \varepsilon, \quad \forall n > N.$$

### 1.2 Geometric inhomogeneous random graph

We now define the model. Let $n \in \mathbb{N}$ denote the number of vertices in the graph. In the GIRG, each vertex $i$ is associated with a weight, $w_i$, and a position $x_i$. The weights $w_1, \ldots, w_n$ are independent copies of a random variable $w$, which is Pareto (power-law) distributed, with exponent $\tau$. That is, for any $i \in V$

$$F_w(w) = P(w > w) = \left( \frac{w_0}{w} \right)^{\tau - 1}, \quad (1.1)$$

or equivalently

$$f_w(w) = \frac{(\tau - 1)w_0^{\tau - 1}}{w^\tau}, \quad (1.2)$$

for all $w \geq w_0 > 0$. We impose the condition $\tau \in (2, 3)$, to ensure that the weights have finite mean $\mu := E[w] = \frac{\tau - 1}{\tau - 2}w_0$, but infinite variance.

As ground space for the positions of the vertices, we consider the $d$-dimensional torus $T^d = \mathbb{R}^d / \mathbb{Z}^d$. Then, the positions $x_1, \ldots, x_n$ are independent copies of an uniform random variable $x$ on $T^d$. That is,

$$P(x \in [a_1, b_1] \times \cdots \times [a_d, b_d]) = \prod_{j=1}^d (b_j - a_j), \quad (1.3)$$

for any $(a_1, \ldots, a_d), (b_1, \ldots, b_d)$ in $[0, 1]^d$ such that $a_j \leq b_j$ for every $j = 1, \ldots, d$.

An edge between any two vertices $u, v \in V$ of the GIRG appears with a probability $p_{uv}$, determined by the weights and the positions of the vertices

$$p_{uv} = p(w_u, w_v, x_u, x_v) = \min \left\{ \left( \frac{w_u w_v}{n \mu ||x_u - x_v||^d} \right)^\gamma, 1 \right\}, \quad (1.4)$$

where $\gamma > 1$ is a fixed parameter. Here, $|| \cdot ||$ denotes the $\infty$-norm on the torus, that is, for any $x, y \in \mathbb{T}^d$

$$||x - y|| := \max_{1 \leq i \leq d} |x_i - y_i|, \quad (1.5)$$
where $| \cdot |_c$ is the distance on the circle $T^1$. That is, for any $a, b \in T^1$

$$|a - b|_c := \min(|a - b|, 1 - |a - b|). \quad (1.6)$$

Equation (1.4) shows an interesting relation between the properties of the vertices and their connection probabilities: two vertices with high weights are more likely to connect. However, vertices with high weights are rare due to the power-law distribution in (1.1). Moreover, two vertices are more likely to connect if their positions are close. However, again, the probability for two vertices to be close is small, as positions are uniformly distributed in (1.3).

We conclude by noticing that the GIRG model here described is slightly different from the Geometric Inhomogeneous random graph defined by Bringmann et al. in [2]. In the original model, the name GIRG refers to an entire class of random graphs, where the weights of the vertices are heavy-tailed (not necessarily Pareto), and where the connection probabilities are defined in an asymptotic sense. We choose to work with this simplified version in order to obtain a sharp convergence for the number of cliques, rather than just an asymptotic result. Moreover, in the denominator of the connection probability (1.4), we write $n\mu$ in place of the original $W := \sum_i w_i$ for ease of notation, as our results deal with the large $n$ limit, and $W/n \to \mu$ almost surely as $n \to \infty$.

1.3 Organization of the article

In Section 2, we describe our main results, concerning a lower bound for localized cliques, the scaling of the total number of cliques and the characterization of the typical cliques in the GIRG. In addition, we show simulations in support of our result, and we provide a short discussion. In Section 3, we prove the first result for localized cliques stated in Theorem 2.1. Moreover, we formulate an optimization problem where the feasible region is formed by the pairs of vectors $(\alpha, \beta)$, which express the properties (weights and distances) of the vertices involved in a clique. In Section 4, we prove Theorem 2.2 regarding the precise asymptotics for the total number of cliques. Finally, we show that in two different regimes the features of the typical cliques are different (Theorem 2.3).

2. Main results

The aim of this article is to study the emerging subgraph structures inside the GIRG, as the number of vertices $n$ goes to infinity. In particular, we are interested in computing the number of complete subgraphs (cliques):

$$N(\mathcal{K}_k) = \sum_v 1_{\text{GIRG}_v = \mathcal{K}_k}, \quad (2.1)$$

where the sum is over all possible combinations of $k$ vertices, $v \in \binom{V}{k}$, and GIRG $|v$ denotes the induced subgraph formed on the vertices $v$. In our computations, we always assume that $k$ is small compared to $n$, in particular $k = O(1)$. Our results do not only investigate the number of cliques but also show where in the GIRG these cliques are most likely to be located in terms of their positions and their weights. In particular, we will consider weights and distances between the vertices as quantities scaling with $n$, and show that most cliques are found on vertices whose weights and distances scale as specific values of $n$. 
2.1 Lower bound for localized cliques

For any $\eta \in \mathbb{R}$ and $\varepsilon \in (0, 1)$, we denote $I_\eta(n^n) = [\varepsilon(n\eta)^n, (\mu n)^n/\varepsilon]$. Fix a sequence $\alpha = (\alpha_i)_{i=1,...,k}$ of non-negative real numbers and a sequence $\beta = (\beta_i)_{i=2,...,k}$ of non-positive real vectors of length $d$, where $d$ is the dimension of the GIRG. We set conventionally $\beta_1 := [-\infty, ..., -\infty]$, and define

$$M_{\varepsilon}^{(\alpha, \beta)} = \left\{ (v_1, ..., v_k) \subset V : w_{v_i} \in I_\varepsilon(n^{\alpha_i}), |x^{(h)}_{v_i} - x^{(h)}_{v_1}|_c \in I_\varepsilon(n^{\beta_i^{(h)}_c}), \forall i \in [k], h \in [d] \right\}.$$  (2.2)

The set $M_{\varepsilon}^{(\alpha, \beta)}$ contains all the lists of $k$ vertices such that their weights scale as $n^{\alpha_1}, ..., n^{\alpha_k}$, and such that their distances from $v_1$ scale with $n$ as $n^{\beta_2}, ..., n^{\beta_k}$. In the definition (2.2) of $M_{\varepsilon}^{(\alpha, \beta)}$, we implicitly set the origin of the torus at the position of $v_1$, because the edge probability of the GIRG defined in (1.4) depends on the distances between the vertices, not on their absolute positions, and the positions are distributed uniformly.

We denote the number of $k$-cliques in the GIRG with vertices in $M_{\varepsilon}^{(\alpha, \beta)}$ by

$$N(\mathcal{X}_k, M_{\varepsilon}^{(\alpha, \beta)}) = \sum_{v} 1_{\text{GIRG}_{v} = \mathcal{X}_k, v \in M_{\varepsilon}^{(\alpha, \beta)}}.$$  (2.3)

Furthermore, we define the function

$$f(\alpha, \beta) = k + (1 - \tau) \sum_i \alpha_i + \sum_{i > 1, h} \beta_i^{(h)} + \sum_{i < j} \gamma \min\{\alpha_i + \alpha_j - 1 - d \max\{\beta_i^{(h)}, \beta_j^{(h)}\}, 0\}. $$  (2.4)

Then, the following theorem provides a lower bound on the number of such cliques:

**Theorem 2.1**

(i) For any fixed $\alpha, \beta$,

$$\mathbb{E}[N(\mathcal{X}_k, M_{\varepsilon}^{(\alpha, \beta)})] = \Omega(n^{f(\alpha, \beta)}), $$  (2.5)

with $f(\alpha, \beta)$ as in (2.4).

(ii) Let $(\alpha^*, \beta^*) = \text{argmax} f(\alpha, \beta)$. Then $\alpha^* = (\alpha^*, ..., \alpha^*_k)$, $\beta^* = (\beta^*, ..., \beta^*_k)$, where

$$\alpha^*_k = \begin{cases} \frac{1}{2} & \text{if } k > \frac{2}{\varepsilon - \eta} \\ 0 & \text{if } k < \frac{2}{\varepsilon - \eta} \end{cases} \quad \beta^*_k = \begin{cases} [0, ..., 0] & \text{if } k > \frac{2}{\varepsilon - \eta} \\ \left[-\frac{1}{\eta}, ..., -\frac{1}{\eta}\right] & \text{if } k < \frac{2}{\varepsilon - \eta} \end{cases} $$  (2.6)

and there exists $c(\alpha^*, \beta^*)$ independent from $\varepsilon$ and $n$ such that

$$\lim_{n \to \infty} \mathbb{P}\left( \frac{N(\mathcal{X}_k, M_{\varepsilon}^{(\alpha^*, \beta^*)})}{n^{f(\alpha^*, \beta^*)}} \leq c(\alpha^*, \beta^*) \right) = 0.$$  (2.7)

Observe that (2.7) is a lower bound for the number of cliques in the optimal $M_{\varepsilon}^{(\alpha^*, \beta^*)}$, whereas in (2.5), for generic $\alpha, \beta$, we can only lower bound the expected number of cliques in $M_{\varepsilon}^{(\alpha, \beta)}$. This follows from the fact that $N(\mathcal{X}_k, M_{\varepsilon}^{(\alpha^*, \beta^*)})$ is a self-averaging random variable, as we will prove later, but in general $N(\mathcal{X}_k, M_{\varepsilon}^{(\alpha, \beta)})$ is not.
2.2 Total number of cliques and typical cliques

Whereas Theorem 2.1 provides results on cliques with restricted weights and positions, we now investigate the total number of cliques in the GIRG, \( N(K_k) \). In fact, we prove that the number of cliques formed outside the optimal set \( M(\alpha^*, \beta^*) \) asymptotically do not contribute to the total clique count. Observe that (2.7) represents a lower bound for the total number of cliques as well, since \( N(K_k) \geq N(K_k, M(\alpha^*, \beta^*)) \).

We will show that \( n^{(\alpha^*, \beta^*)} \) is also an asymptotic upper bound for \( N(K_k) \). This reasoning allows us to not only determine precise asymptotics for the total number of cliques but to also show that there is a specific ‘typical clique’ which dominates all other types of cliques.

We define the integrals
\[
J_{NG} := \int_{0}^{\infty} dy_1 \cdots \int_{0}^{\infty} dy_k \int_{[0,1]^d} dx_1 \cdots \int_{[0,1]^d} dx_k \left( y_1 \cdots y_k \right)^{-\tau} \prod_{i<j} \min \left\{ 1, \left( \frac{y_i y_j}{||x_i - x_j||} \right)^\gamma \right\},
\]
\[
J_G := \int_{w_0}^{\infty} dw_1 \cdots \int_{w_0}^{\infty} dw_k \int_{\mathbb{R}^d} dz_1 \cdots \int_{\mathbb{R}^d} dz_k \left( w_1 \cdots w_k \right)^{-\tau} \prod_{i<j} \min \left\{ 1, \left( \frac{w_i w_j}{||z_i - z_j||} \right)^\gamma \right\}.
\]

Here, the superscripts NG and G stand for non-geometric and geometric. In the following theorem, we then prove that the rescaled total number of cliques converges in probability to these integrals:

**Theorem 2.2**

(i) If \( k > \frac{2}{3 - \tau} \), then
\[
\frac{N(K_k)}{n^{(3-\tau)k/2}} \xrightarrow{p} \frac{J_{NG}}{\mu^{(\tau-1)k/2} k!} < \infty.
\]

(ii) If \( k < \frac{2}{3 - \tau} \), then
\[
\frac{N(K_k)}{n} \xrightarrow{p} \frac{J_G}{\mu^{1-k} k!} < \infty.
\]

We now focus on the shape of a typical clique: what are the most appearing clique types in terms of the vertex weights and positions? The following theorem describes such typical cliques. By adjusting the sensitivity \( \epsilon \), the probability that a clique of the GIRG lies in the optimal set \( M(\alpha^*, \beta^*) \) becomes arbitrarily big. In other words, the cliques with vertices of weights and distances in \( M(\alpha^*, \beta^*) \) are typical cliques in the GIRG.

To show this, we define
\[
W_{NG}(\epsilon) := \{(v_1, ..., v_k) \subset V : w_i \in I_\epsilon(\sqrt{n}), \forall i\},
\]
\[
W_G(\epsilon) := \{(v_1, ..., v_k) \subset V : |x_i^{(h)} - x_i^{(h)}| \leq c \in I_\epsilon(n^{-1/d}), \forall i > 1, h \in [d]\}.
\]

Observe that these sets are slightly different from \( M(\alpha^*, \beta^*) \), as in \( W_{NG}(\epsilon) \) there are no bounds on the distances between the vertices, and in \( W_G(\epsilon) \) there are no bounds on the weights. Then, the following theorem shows that any given clique is in \( W_{NG}(\epsilon) \) or \( W_G(\epsilon) \) with arbitrarily high probability:
Fig. 1. Phase transition emerging from Theorem 2.2. The blue region corresponds to the non-geometric region \((k > \frac{2}{3-\tau})\), where most of the cliques generate independently from the geometry of the system; whereas, in orange is the geometric region, where cliques appear most likely between vertices at distance \(\Theta(n^{\frac{1}{d}})\).

**Theorem 2.3** For any \(p \in (0, 1)\), there exists \(\varepsilon > 0\) such that

\[
\begin{align*}
\mathbb{P}(v \in W^{NG}(\varepsilon) \mid \text{GIRG} \mid_v \text{ is a } k\text{-clique}) & \geq p, \\
\mathbb{P}(v \in W^{G}(\varepsilon) \mid \text{GIRG} \mid_v \text{ is a } k\text{-clique}) & \geq p.
\end{align*}
\]  

(2.14) (2.15)

In particular, Theorems 2.2 and 2.3 show that there exists a phase transition for the number of cliques in the GIRG, depending on \(k\) and \(\tau\). When \(k < \frac{2}{3-\tau}\), the number of cliques scales as \(n\). Furthermore, most cliques appear between vertices with small distances, proportional to \(n^\tau = n^{-1/d}\), and with no conditions on the degrees. As the power-law degree distribution ensures that most vertices have low degrees, this means that these cliques typically appear between low-degree vertices. On the contrary, when \(k > \frac{2}{3-\tau}\) the number of cliques scales as \(n^{k(3-\tau)/2} \gg n\). In this case, most of the cliques are formed on vertices with high weights, proportional to \(n^{\alpha^*} = \sqrt{n}\), but arbitrarily far from each other.

In the latter case, the geometry does not influence the dominant clique structure. That is, the scaling of the number of cliques does not depend on the geometric features of the model (the positions of the vertices). Indeed, the scaling in Theorem 2.2(i) is equivalent to the analogous result for scale-free configuration models, in which there is no geometry (Theorem 2.2 in [11]). This motivates the choice of the terms geometric and non-geometric to distinguish the two different regimes in the \(\tau\)-\(k\) plane.

Another way to interpret this phase transition is the following: for all \(k \geq 3\) there exists a threshold \(\tau_k := 3 - 2/k\) such that when the parameter \(\tau\) of the GIRG is below this threshold the cliques of size \(k\) are typically non-geometric; when \(\tau\) is above \(\tau_k\) most of the \(k\)-cliques are geometric (see Fig. 1).
Fig. 2. The number of triangles against $n$ for different values of $\gamma$ for $d = 1$. Black curves show the asymptotic behaviour of $N(K_3)$ predicted by Theorem 2.2, coloured dots indicate the average number of triangles over 100 samples of the GIRG. The coloured regions contain 80% of all samples. (a) Non-geometric case: $\tau = 2.1$. (b) Geometric case: $\tau = 2.7$.

2.3 Simulations

To illustrate our results, we provide simulations of the number of triangles in the GIRG. For each sample of the GIRG, we count the number of triangles and compare it to the expected asymptotic behaviour predicted by Theorem 2.2. In [12], Bläsius et al. provide an algorithm to sample GIRGs efficiently, with expected running time $\Theta(n + m)$ (where $n, m$ denote the number of vertices and edges of the GIRG). We make use of a C++ library which implements this algorithm [13, 14]. To count the number of triangles in a GIRG, we use the forward algorithm [15, 16], which has a running time of $O(m^{3/2})$, where $m$ denotes the number of edges. As in the GIRG model the number of edges scales as the number of vertices [2], this is therefore equivalent to a running time of $O(n^{3/2})$.

Figure 2 plots the number of triangles against the number of vertices $n$ for the two regimes of $\tau$ distinguished by Theorem 2.2 for triangles ($k = 3$): $\tau < 7/3$ and $\tau > 7/3$. Indeed, for $\tau = 2.1$, Fig. 2(a) and Theorem 2.2 show that the asymptotic behaviour of $N(K_3)$ is $\Theta(n^{1.35})$. Instead, in Fig. 2b $\tau = 2.7$, and as predicted by the Theorem $N(K_3) = \Theta(n)$. These different asymptotic slopes are shown in Fig. 2(a and b), and in both cases, our simulations follow the asymptotic slopes quite well. Moreover, the simulations show that these asymptotics are already visible for networks with sizes of only thousands of vertices, and even less. More details about the simulations are collected in the Git repository [17].

2.4 Discussion

In this article, we analyse the number of cliques in a general model that incorporates power-law degrees as well as geometry. We also investigate the typical structure of a clique of any given size and show that this structure depends on the clique size and the power-law exponent. We now discuss some implications of our main results.

2.4.1 Non-geometry for $\tau < 7/3$. We now analyse the phase-transition found in Theorems 2.2–2.3 in more detail. Interestingly, when $\tau < 7/3$, the most common $k$-cliques are non-geometric for any $k \geq 3$. Furthermore, Theorem 2.2 shows that in this setting, the number of cliques scales as $n^{k(3-\tau)/2}$ for all $k$, which is the same scaling in $n$ as in many non-geometric scale-free models, such as in the inhomogeneous
random graph, the erased configuration model and the uniform random graph [11, 18, 19]. This seems to imply that when $\tau < 7/3$, we cannot distinguish geometric and non-geometric scale-free networks by counting the number of cliques, or by their clustering coefficient. Thus, in this regime of $\tau$, the geometry of the GIRG does not add clustering.

On the other hand, when $\tau > \frac{7}{3}$, then small cliques and large cliques behave differently (see Fig. 1). Indeed, small cliques are typically present on close-by vertices of distances as low as $n^{-1/d}$. Furthermore, the number of such small cliques scales as $n$, which is larger than the clique scaling of $n^{(3-\tau)/2}$ in the inhomogeneous random graph without geometry [19]. Thus, for $\tau > 7/3$, smaller cliques are influenced by geometry, whereas large cliques are not. In this case, it is clearly possible to distinguish between geometric and non-geometric inhomogeneous random graphs through small clique counts. Therefore, studying such statistical tests that distinguish geometric and non-geometric random graphs in more detail would be an interesting avenue for further research.

### 2.4.2 Intuition behind optimal $\alpha^*$ and $\beta^*$

The intuition behind the optimal $\alpha^*$ and $\beta^*$ values follows from two extreme examples of clique formation. In the geometric setting, $\alpha_i = 0$ and $\beta_i = -1/d$ for all vertices in the clique. Thus, these cliques are among constant-weight vertices that have pairwise distances of order $n^{-1/d}$. Now by the connection probabilities (1.4), any two vertices of constant weight and pairwise distance $n^{-1/d}$ have a constant probability of being connected. Furthermore, as the positions of the vertices on the torus are uniformly distributed, the probability that $k - 1$ uniformly chosen other vertices are within a ball of radius $n^{-1/d}$ of a specific vertex scales as $n^{-(k-1)}$. As there are $n^k$ ways to choose $k$ different vertices, this intuitively gives that $\Theta(n)$ such cliques exist, in line with Theorem 2.2.

Now for the non-geometric setting, $\alpha_i = 1/2$ and $\beta_i = 0$ for all vertices in the clique. Thus, these cliques are among vertices of weight $\sqrt{n}$ that have constant pairwise distances. The connection probability (1.4) ensures that all vertices of weight $\sqrt{n}$ have a constant connection probability. In fact, $\sqrt{n}$ is the minimal weight such that a constant connection probability among all vertices is ensured. By the power-law weight distribution, the number of $\sqrt{n}$-weight vertices is $\Theta(n\sqrt{n}^{-\tau+1}) = \Theta(n^{(3-\tau)/2})$. Every $k$-subset of these vertices forms a $k$-clique, so the number of such $k$-cliques is $\Theta(n^{k(3-\tau)/2})$, in line with Theorem 2.2.

Thus, Theorem 2.2 shows that the clique number is driven by either the geometry-driven triangles between vertices of constant degrees, or the geometry-independent cliques formed by vertices which connect independent of their position. All other types of cliques do not contribute to the leading order of the number of cliques. In fact, Theorem 2.3 shows this formally: a randomly chosen clique is with arbitrarily high probability a geometric clique, or an non-geometric clique, depending on the values of $\tau$ and $k$.

#### 2.4.3 Larger values of $k$

In this article, we investigate the number of cliques of a fixed size $k = O(1)$. Another interesting question is what happens when $k$ grows as a function of $n$ as well. Note that Theorem 2.2 predicts that for large (but constant) $k$, the non-geometric cliques dominate. We believe that when $k$ grows sufficiently small in $n$, the number of cliques is dominated by $\sqrt{n}$ vertices. However, at some point $k$ is so large that not enough weight-$\sqrt{n}$ vertices exist to form a $k$-clique. This could imply that for larger $k$ the optimal clique types is not among $\sqrt{n}$-weight vertices anymore, or that such a large clique does not exist in the GIRG model with high probability.

#### 2.4.4 Insensitivity to $\gamma$

In all our results, the parameter $\gamma$ does not contribute to the asymptotic behaviour of $N(\mathcal{K}_k, M^*_e, \beta^* \alpha^*)$ and $N(\mathcal{K}_k)$, nor to the determination of the phase-transition. This may
appear counter intuitive, as the edge probability defined in (1.4) decreases as $\gamma$ increases. Thus, for higher values of $\gamma$, fewer edges and therefore fewer cliques should appear. However, a direct computation shows that if $(v_1, \ldots, v_k)$ is a $k$ combination of vertices in the optimal set $M^*_{\alpha^*, \beta^*}$, then they connect with probability $\Theta(1)$, regardless of the value of $\gamma$. This explains why asymptotically the value of $\gamma$ is irrelevant, as long as $\gamma > 1$. However, $\gamma$ is present in the integrals $J_{NG}, J^G$ defined in (2.8) and (2.9). Thus, the temperature parameter only affects the leading order constant coefficient of Theorem 2.2(ii).

2.4.5 General heavy-tailed weight distributions. In (1.1), the weight of the vertices follows a Pareto distribution with power-law exponent $\tau \in (2, 3)$. That is, the weights are characterized by the probability density function

$$f_w(w) = \begin{cases} \ell/w^\tau & \text{if } w \geq w_0, \\ 0 & \text{if } w < w_0. \end{cases}$$

(2.16)

for some $w_0 > 0$, with $\ell = (\tau - 1)w_0^{\tau-1}$. However, since the results summarized in the current section hold asymptotically, we believe that the proofs of Theorem 2.1–2.3 still hold with more general heavy-tailed weight distributions. We can consider a probability density function whose behaviour at infinity is similar to the behaviour of a power law function. This is done replacing $\ell$ in (2.16) with a bounded slowly varying function, that is, a bounded measurable function $\ell : (w_0, \infty) \to (0, \infty)$ such that $\lim_{w \to \infty} \ell(aw)/\ell(w) = 1$, for all $a > 0$, and such that $f_w(w)$ is a probability density function. Under this new hypothesis, we believe that the scaling for the number of cliques described in Theorem 2.2 may be slightly affected by a slowly varying function, but we conjecture that the typical cliques is the same as in Theorem 2.3. This problem remains open for future research.

2.4.6 Relation to hyperbolic random graphs. In the past decade, hyperbolic random graphs [20] have been studied widely, as random graph models that include both geometry and scale-free vertex degrees. The downside of analysing hyperbolic random graphs is that they come with hyperbolic sine and cosine functions, which are typically difficult to work with. One way to overcome such a problem is to exploit the equivalence between the hyperbolic random graph and the $S^1$ model described by Krioukov et al. in [20]. However, hyperbolic random graphs can also be seen as a special case of geometric inhomogeneous random graphs, when the dimension is $d = 1$ and the temperature is $1/\gamma = 0$ (see [2], Section 4). It is interesting to observe that, although the model we defined differs slightly from the original GIRG in [2], Theorem 2.2 coincides with the result shown by Bläsius et al. [8] for the expected number of cliques in the hyperbolic random graph. Indeed, they proved that there exist two different regimes for the number of cliques, depending on the size $k$, where the transition point between the different regimes agrees with the one we here obtain for the more general GIRG.

3. Lower bound for localized cliques

In this section, we will prove Theorem 2.1. We recall that

$$N(\mathcal{K}_k, M^*_{\alpha^*, \beta^*}) = \sum_{v} 1_{\{v \in \mathcal{K}_k, \forall v \in M^*_{\alpha^*, \beta^*}\}}$$

(3.1)
The indicator functions inside the sum are heavily correlated, so that it is difficult to determine the law $N(\mathcal{X}_k, M_{\varepsilon}^{(\alpha, \beta)})$. We therefore first study its expected value

$$
\mathbb{E}[N(\mathcal{X}_k, M_{\varepsilon}^{(\alpha, \beta)})] = \sum_{v} \mathbb{P}(\text{GIRG} \mid v = \mathcal{X}_k, v \in M_{\varepsilon}^{(\alpha, \beta)})
$$

$$
= \sum_{v} \mathbb{P}(\text{GIRG} \mid v = \mathcal{X}_k \mid v \in M_{\varepsilon}^{(\alpha, \beta)}) \cdot \mathbb{P}(v \in M_{\varepsilon}^{(\alpha, \beta)})
$$

The terms in the right-hand side of (3.2) can be lower bounded, as we will see.

To refine this lower bound, we solve an optimization problem, to retrieve the maximum possible lower bound. This also provides a lower bound for the expected total number of cliques. Then, we introduce a self-averaging argument, to prove that $N(\mathcal{X}_k, M_{\varepsilon}^{(\alpha, \beta)})$ converges to its mean.

### 3.1 Proof of Theorem 2.1(i)

We start by computing the second term in (3.2), the probability that a combination of $k$ vertices $v = (v_i)_{i \in [k]}$ is in $M_{\varepsilon}^{(\alpha, \beta)}$:

$$
\mathbb{P}(v \in M_{\varepsilon}^{(\alpha, \beta)}) = \mathbb{P}
\left( w_{\varepsilon_i} \in I_\varepsilon(n^{a_i}, n^{a_i}/\varepsilon) \mid x_{\varepsilon_i}^{(j)} - x_{\varepsilon_i}^{(j)} \mid_{c} \in I_\varepsilon(n^{a_i}(\alpha)), \forall i \in [k], j \in [d] \right).
$$

Each weight and position is sampled independently, thus we can split the probability into a product. Recall that $v_1$ has fixed position, so that we can write

$$
\mathbb{P}(v \in M_{\varepsilon}^{(\alpha, \beta)}) = \prod_{i \geq 1} \mathbb{P}(w_{\varepsilon_i} \in [\varepsilon n^{a_i}, n^{a_i}/\varepsilon]) \cdot \prod_{i \geq 2} \mathbb{P}(x \in I_\varepsilon(n^{a_i(1)}) \times \cdots \times I_\varepsilon(n^{a_i(d)}))
$$

$$
= \prod_{i \geq 1} \left( \frac{w_0}{(\mu n)^{a_i}} \right)^{\tau - 1} (\varepsilon^{1 - \tau} - \varepsilon^{\tau - 1}) \cdot \prod_{i \geq 2} 2(\varepsilon^{-1} - \varepsilon)^d(\mu n)^{\sum_j \beta_j^{(j)}}
$$

$$
= C_1 \cdot n^{(1-\tau) \sum_i a_i + \sum_{i \geq 2} \beta_j^{(j)}},
$$

(3.4)

where $C_1$ is a constant independent from $n$.

Now we compute the other term in (3.2), the probability that $v$ forms a clique, given that $v \in M_{\varepsilon}^{(\alpha, \beta)}$. The distances of all vertices from $v_1$ satisfy

$$
\| x_{v_i} - x_{v_1} \| = \Theta(n^{\max_k(\beta_j^{(h)}/\delta_j^{(h)})}).
$$

However, we do not know what is the distance between any pair of vertices not involving $v_1$, as the $\beta$ terms describe the distance of any vertex from $v_1$. In turn, we cannot compute directly the edge probabilities between $v_i$ and $v_j$, with $i, j \neq 1$. Still, we can use the triangle inequality to show that

$$
| x_{v_i}^{(h)} - x_{v_j}^{(h)} |_{c} \leq | x_{v_i}^{(h)} - x_{v_1}^{(h)} |_{c} + | x_{v_j}^{(h)} - x_{v_1}^{(h)} |_{c} = O(n^{\max_k(\beta_j^{(h)}/\delta_j^{(h)})}),
$$

and consequently

$$
\| x_{v_i} - x_{v_j} \| = O(n^{\max_k(\beta_j^{(h)}/\delta_j^{(h)})}).
$$
Then, we can write the probability that the vertices in \( v \) form a clique, given that \( v \in M_\varepsilon(\alpha, \beta) \) as
\[
P(GIRG \mid v = K_k \mid v \in M_\varepsilon(\alpha, \beta)) = \min_{i < j} \left\{ \left( \frac{\Theta(n^{\alpha_i}) \Theta(n^{\alpha_j})}{\mu n \cdot O(n d \max_h (\max(\beta_i^{(h)}, \beta_j^{(h)})))} \right)^\gamma, 1 \right\}
= \Omega(n^{\sum_{i < j} \gamma \min_{i+j-1-d} \max_h (\max(\beta_i^{(h)}, \beta_j^{(h)})), 0}).
\] (3.5)

Lastly, observe that the number of combinations of \( k \) vertices in \( V \) (the ways to choose \( v \)) is \( \binom{n}{k} = \Theta(n^k) \).

Summing up, (3.4) and (3.5) yield
\[
\mathbb{E}[N(\mathcal{X}_k, M(\alpha, \beta))] = \Omega(n^{k+(1-\tau) \sum_i \alpha_i + \sum_{i > j} \beta_i^{(j)}} + \sum_{i < j} \gamma \min_{i+j-1-d} \max_h (\max(\beta_i^{(h)}, \beta_j^{(h)})), 0)).
\]

3.2 Optimization problem

Theorem 2.1(i) yields an asymptotic lower bound for the expected value of cliques in the GIRG whose vertices lie in \( M_\varepsilon(\alpha, \beta) \). For any \( \alpha, \beta, \nu(\alpha, \beta) \) is also an asymptotic lower bound for the expected total number of cliques, as \( N(\mathcal{X}_k, M(\alpha, \beta)) \leq N(\mathcal{X}_k) \). We therefore sharpen the lower bound for the expected total number of cliques by finding the maximum exponent \( f(\alpha, \beta) \).

Consider the problem
\[
\max_{\alpha, \beta} f(\alpha, \beta)
\text{ s.t. } \alpha_i \geq 0, \quad \forall i \in [k]
\beta_i^{(h)} \leq 0, \quad \forall i > 1, h \in [d]
\] (3.6)

As a consequence of Theorems 2.1(i) and 2.2, this problem is solved by \( \alpha^* = (\alpha^*, ..., \alpha^*) \), \( \beta^* = (\beta^*, ..., \beta^*) \) where:
\[
(\alpha^*, \beta^*) = \begin{cases} 
(0, [-\frac{1}{d}, ..., -\frac{1}{d}]) & \text{if } k < \frac{2}{3-\tau} \times \\
(\frac{1}{d}, [0, ..., 0]) & \text{if } k > \frac{2}{3-\tau}.
\end{cases}
\] (3.7)

The proof of this statement is provided in Section 4.3.

3.3 Self-averaging random variable

Now we introduce a lemma showing that the standard deviation of the number of cliques in the optimal set \( M_\varepsilon(\alpha^*, \beta^*) \) is significantly smaller than its mean. In particular, this condition will allow us to prove that the number of cliques in the optimal set converges to its mean value.

**Lemma 3.1** \( N(\mathcal{X}_k, M_\varepsilon(\alpha^*, \beta^*)) \) is a self-averaging random variable. That is,
\[
\frac{\text{Var}(N(\mathcal{X}_k, M_\varepsilon(\alpha^*, \beta^*)))}{\mathbb{E}[N(\mathcal{X}_k, M_\varepsilon(\alpha^*, \beta^*))]^2} \rightarrow 0, \quad \text{as } n \rightarrow \infty.
\] (3.8)
Proof. For any fixed combination of \( k \) vertices \( v \), we define the events

\[
A_v = \text{GIRG} | v \text{ is a } k\text{-clique},
B_v = v \text{ is contained in } M_k^{(\alpha^*, \beta^*)},
\]

so that \( N(\mathcal{K}_k, M_k^{(\alpha^*, \beta^*)}) = \sum_v 1_{\{A_v, B_v\}} \). Then, we can rewrite the variance of this random variable as

\[
\text{Var} \left( N(\mathcal{K}_k, M_k^{(\alpha^*, \beta^*)}) \right) = \text{Var} \left( \sum_v 1_{\{A_v, B_v\}} \right)
= \sum_{v,u} \text{Cov} \left( 1_{\{A_v, B_v\}}, 1_{\{A_u, B_u\}} \right)
= \sum_{v,u} \mathbb{P}(A_v, B_v, A_u, B_u) - \mathbb{P}(A_v, B_v) \mathbb{P}(A_u, B_u).
\]

Observe that if \( v \cap u = \emptyset \), then the covariance between \( 1_{\{A_v, B_v\}} \) and \( 1_{\{A_u, B_u\}} \) is 0. Therefore, we restrict to the case \( |v \cap u| = s \), with \( s \geq 1 \). Without loss of generality, we can suppose that \( v_1 = u_1 \).

Furthermore, for all pairs \( v, u \) we use the bound

\[
\mathbb{P}(A_v, B_v, A_u, B_u) - \mathbb{P}(A_v, B_v) \mathbb{P}(A_u, B_u) \leq \mathbb{P}(A_v, B_v, A_u, B_u) \leq \mathbb{P}(B_v, B_u).
\]

Following the same computations as in Section 3.1, and assuming that \( v \) and \( u \) do intersect in \( s \) elements, we obtain

\[
\mathbb{P}(B_v, B_u) = \Theta(n^{(k-1)\alpha^*+(k-1)d\beta^*)} \cdot \Theta(n^{(k-s)\alpha^*+(k-s)d\beta^*)})
= \Theta(n^{(2k-s)\alpha^*+(2k-s-1)d\beta^*)}).
\] (3.9)

Since there are in total \( \binom{n}{2k-s} \) ways to choose the vertices composing \( v \) and \( u \), we obtain

\[
\sum_{v,u:|v \cap u|=s} \text{Cov} \left( 1_{\{A_v, B_v\}}, 1_{\{A_u, B_u\}} \right) \leq \Theta(n^{2k-s}) \cdot \Theta(n^{(2k-s)\alpha^*+(2k-s-1)d\beta^*)})
= \Theta(n^{(2k-s)+(2k-s)\alpha^*+(2k-s-1)d\beta^*)}),
\] (3.10)

and taking the sum over all possible values for \( s \),

\[
\text{Var} \left( N(\mathcal{K}_k, M_k^{(\alpha^*, \beta^*)}) \right) = O(n^{(2k-s)+(2k-s)\alpha^*+(2k-s-1)d\beta^*)}),
\] (3.11)

for any \( s = 1, \ldots, k \). The lower bound for \( \mathbb{E}[N(\mathcal{K}_k, M_k^{(\alpha^*, \beta^*)})] \) follows from Theorem 2.1(i). Therefore,

\[
\frac{\text{Var}(N(\mathcal{K}_k, M_k^{(\alpha^*, \beta^*)}))}{\mathbb{E}[N(\mathcal{K}_k, M_k^{(\alpha^*, \beta^*)})]^2} = O(n^{(2k-s)+(2k-s)\alpha^*+(2k-s-1)d\beta^*)})
= O(n^{-s(1-\alpha^*)+(1-s)d\beta^*)}),
\] (3.12)
Now, \( g(s) = -s - s(1 - \tau)\alpha^* + (1 - s)d\beta^* \) is negative for all \( s \geq 1 \), as

- if \((\alpha^*, \beta^*) = (0, -1/d)\) then \( g(s) = -s - (1 - s) = -1 \),
- if \((\alpha^*, \beta^*) = (1/2, 0)\) then \( g(s) = -s - s(1 - \tau)/2 = -s(3 - \tau)/2 \).

This proves the claim in both cases. \( \square \)

### 3.4 Proof of Theorem 2.1(ii)

From definition of \( \alpha^*, \beta^* \) follows that

\[
 f(\alpha^*, \beta^*) = \begin{cases} 
 3 - \tau & \text{if } k > \frac{2}{3 - \tau} \\
 1 & \text{if } k < \frac{2}{3 - \tau}.
\end{cases}
\]  

Then, applying Theorem 2.1(i) yields

\[
 \mathbb{E}[N(\mathcal{K}_k, M_\varepsilon^{(\alpha^*, \beta^*)})] = \begin{cases} 
 \Omega(n^{(3-\tau)/2}) & \text{if } k > \frac{2}{3 - \tau} \\
 \Omega(n) & \text{if } k < \frac{2}{3 - \tau}.
\end{cases}
\]  

For any random variable \( X \) with positive mean, and for any \( \delta > 0 \), the Chebyshev inequality states that \( \mathbb{P}(|X - \mathbb{E}[X]| > \delta \mathbb{E}[X]) \leq \text{Var}(X)/\delta^2 \mathbb{E}[X]^2 \). Consequently, if \( X_n \) is such that \( \text{Var}(X_n)/\mathbb{E}[X_n]^2 \to 0 \) as \( n \to \infty \), then for every \( \delta > 0 \),

\[
 \lim_{n \to \infty} \mathbb{P}(|X_n/\mathbb{E}[X_n] - 1| > \delta) = 0.
\]  

Therefore, from the Chebyshev inequality and Lemma 3.1 follows that \( \forall \delta > 0 \),

\[
 \lim_{n \to \infty} \mathbb{P} \left( \left| \frac{N(\mathcal{K}_k, M_\varepsilon^{(\alpha^*, \beta^*)})}{\mathbb{E}[N(\mathcal{K}_k, M_\varepsilon^{(\alpha^*, \beta^*)})]} - 1 \right| > \delta \right) = 0.
\]

Then the proof is concluded by combining the latter and Theorem 2.1(i). \( \square \)

### 4. Precise asymptotics and typical cliques

We now prove Theorem 2.2 which counts \( N(\mathcal{K}) \), the total number of cliques in the GIRG. We rewrite the expected value of this random variable in an integral form, as follows:

\[
 \mathbb{E}[N(\mathcal{K})] = \sum_v \mathbb{P}(\text{GIRG} | v = \mathcal{K})
 = \binom{n}{k} \int_{w_0}^{\infty} dF(w_1) \cdots \int_{w_0}^{\infty} dF(w_k) \int_{[0,1]^l} dx_1 \cdots \int_{[0,1]^l} dx_k \prod_{i<j} p(w_i, w_j, x_i, x_j).
\]  

\[
 (4.1)
\]
We start with a lemma showing that the integrals $J^N$ and $J^G$ defined in (2.8)--(2.9) are finite:

**Lemma 4.1**

(i) If $k > \frac{2}{3-\tau}$, then

$$J^N = \int_0^\infty dy_1 \cdots \int_0^\infty dy_k \int_{[0,1]^d} dx_1 \cdots \int_{[0,1]^d} dx_k \ (y_1 \cdots y_k)^{-\tau} \prod_{i<j} \left[ 1 \wedge \left( \frac{y_i y_j}{||x_i - x_j||^d} \right)^\gamma \right] < \infty.$$  

(ii) If $k < \frac{2}{3-\tau}$, then

$$J^G = \int_{w_0}^\infty dw_1 \cdots \int_{w_0}^\infty dw_k \int_{\mathbb{R}^d} dz_2 \cdots \int_{\mathbb{R}^d} dz_k \ (w_1 \cdots w_k)^{-\tau} \prod_{i<j} \left[ 1 \wedge \left( \frac{w_i w_j}{||z_i - z_j||^d} \right)^\gamma \right] < \infty.$$  

**Proof of Lemma 4.1(i).** The product in the integrand of $J^N$ represents the probability that vertices $(v_1, \ldots, v_k)$ form a clique. Clearly, we can bound this quantity with the probability that a star centred in the lowest weighted vertex is present. Without loss of generality, and introducing a factor $k$, we may suppose that $v_1$ is the lowest weighted vertex, so that

$$J^N \leq k \int_0^\infty dy_1 \int_0^\infty dy_2 \cdots \int_0^\infty dy_k \int_{[0,1]^d} dx_1 \cdots \int_{[0,1]^d} dx_k \ (y_1 \cdots y_k)^{-\tau} \prod_{j} \left[ 1 \wedge \left( \frac{y_1 y_j}{||x_1 - x_j||^d} \right)^\gamma \right].$$  

From Bringmann et al. [21] we know that the marginal probability $\mathbb{E}_{x_i}[p_{ij}|x_i] = \Theta \left( \min\{1, \frac{w_i w_j}{w} \} \right)$ for all $i,j$. Then,

$$J^N \leq k \int_0^\infty dy_1 \int_0^\infty dy_2 \cdots \int_0^\infty dy_k \ (y_1 \cdots y_k)^{-\tau} \prod_{1<j<k} \Theta \left( 1 \wedge y_1 y_j \right).$$  

We can split the latter integral as $I_1 + I_2$, where

$$I_1 = \int_0^1 \int_0^\infty \cdots \int_0^\infty (y_1 \cdots y_k)^{-\tau} \prod_{1<j<k} \Theta \left( 1 \wedge y_1 y_j \right) \ dy_1 \cdots dy_k, \quad (4.2)$$

$$I_2 = \int_1^\infty \int_0^\infty \cdots \int_0^\infty (y_1 \cdots y_k)^{-\tau} \prod_{1<j<k} \Theta \left( 1 \wedge y_1 y_j \right) \ dy_1 \cdots dy_k. \quad (4.3)$$

We first show that $I_1 < \infty$. We can bound $\min\{1, y_1 y_j \} \leq y_1 y_j$ for all $j$. Then,

$$I_1 \leq \int_0^1 \int_0^\infty \cdots \int_0^\infty (y_1 \cdots y_k)^{-\tau} \prod_{1<j<k} \Theta \left( y_1 y_j \right) \ dy_1 \cdots dy_k$$

$$= \int_0^1 \int_0^\infty \cdots \int_0^\infty \Theta(y_1^{-\tau+k-1}) \cdot \Theta(y_2^{-\tau+1}) \cdots \Theta(y_k^{-\tau+1}) \ dy_1 \cdots dy_k$$

$$= \int_0^1 \int_0^\infty \cdots \int_0^\infty \Theta(y_1^{-\tau+k-1}) \cdot \Theta(y_2^{-\tau+1}) \cdots \Theta(y_k^{-\tau+1}) \ dy_1 \cdots dy_k.$$
\[
\int_0^1 \Theta(y_1^{-\tau+k-1}) \left( \frac{\Theta(y_1^{-\tau+2})}{\tau - 2} \right)^{k-1} dy_1 \\
= \frac{1}{(\tau - 2)^{k-1}} \int_0^1 \Theta(y_1^{(3-\tau)-3}) dy_1.
\]

At this point, observe that the latter integral over \(y_1\) is finite if and only if \(k(3 - \tau) - 3 > -1\), that is, if and only if \(k > \frac{2}{3-\tau}\). In this case,

\[
I_1 \leq \frac{(\tau - 2)^{1-k}}{k(3-\tau) - 2} \Theta(1) < \infty. \tag{4.4}
\]

Now we show that \(I_2 < \infty\). We bound \(\min\{1, y_1 y_j\} \leq 1\). Then,

\[
I_2 \leq \Theta(1) \int_1^\infty \int_{y_1}^\infty \cdots \int_{y_1}^\infty (y_1 \cdots y_k)^{-\tau} dy_1 \cdots dy_k \\
= \Theta(1) \int_1^\infty y_1^{-\tau} \left( \frac{y_1^{-\tau+1}}{\tau - 1} \right)^{k-1} dy_1 \\
= \Theta(1) \int_1^\infty y_1^{-1-k(\tau-1)} dy_1.
\]

Now observe that \(-1 - k(\tau - 1) < -1\). Therefore, the latter integral is finite, and in particular

\[
I_2 \leq \Theta(1) \frac{1}{k(\tau - 1)} < \infty. \tag{4.5}
\]

Summing up, when \(k > \frac{2}{3-\tau}\), \(J^{NG} \leq k(I_1 + I_2) < \infty\). \(\square\)

**Proof of Lemma 4.1(ii).** We split the proof of the Lemma into three parts

1. Bounding \(J^G\) using the star instead of the clique.
2. Bounding the integral over position variables.
3. Bounding the integral over weight variables.

**Part 1**

As in Lemma 4.1(i), we can bound \(J^G\) using the star centred in the vertex with the lowest weight instead of the \(k\)-clique. We distinguish two cases:

- if \(v_1\) is the vertex with the lowest weight then the integral is bounded by

\[
J^G \leq \int_{w_0}^\infty dw_1 \int_{w_1}^\infty dw_2 \cdots \int_{w_1}^\infty dw_k \int_{\mathbb{R}^d} \cdots \int_{\mathbb{R}^d} dz_2 \cdots dz_k (w_1 \cdots w_k)^{-\tau} \prod_{j \neq 1} \left[ 1 \wedge \left( \frac{w_j}{\|z_j\|^d} \right)^{\nu} \right], \tag{4.6}
\]
• if the vertex with the lowest weight is \( v_i \) with \( i \neq 1 \), then the integral is bounded by

\[
J^G \leq \int_{w_1}^{\infty} dw_1 \cdots \int_{w_i}^{\infty} dw_i \cdots \int_{w_k}^{\infty} dw_k \int_{\mathbb{R}^d} dz_2 \cdots \int_{\mathbb{R}^d} dz_k (w_i \cdots w_k)^{-\tau} \prod_{j \neq i} \left[ 1 \wedge \left( \frac{w_i w_j}{||z_j - z_i||^d} \right)^\gamma \right].
\]

In this case, we can define new variables

\[
\tilde{z}_j = \begin{cases} 
  z_i & \text{if } j = i \\
  z_j - z_i & \text{otherwise}
\end{cases} \quad \tilde{w}_j = \begin{cases} 
  w_i & \text{if } j = 1 \\
  w_1 & \text{if } j = i \\
  w_j & \text{otherwise}
\end{cases}
\]

and substituting \( z \rightarrow \tilde{z}, w \rightarrow \tilde{w} \), (4.7) becomes

\[
\int_{w_1}^{\infty} d\tilde{w}_1 \int_{w_1}^{\infty} d\tilde{w}_2 \cdots \int_{w_k}^{\infty} d\tilde{w}_k \int_{\mathbb{R}^d} d\tilde{z}_2 \cdots \int_{\mathbb{R}^d} d\tilde{z}_k (\tilde{w}_1 \cdots \tilde{w}_k)^{-\tau} \prod_{j \neq 1} \left[ 1 \wedge \left( \frac{\tilde{w}_i \tilde{w}_j}{||\tilde{z}_j||} \right)^\gamma \right],
\]

which is identical to (4.6).

Therefore,

\[
J^G \leq k \int_{w_1}^{\infty} dw_1 \cdots \int_{w_i}^{\infty} dw_i \cdots \int_{w_k}^{\infty} dw_k \int_{\mathbb{R}^d} dz_2 \cdots \int_{\mathbb{R}^d} dz_k (w_i \cdots w_k)^{-\tau} \prod_{j \neq 1} \left[ 1 \wedge \left( \frac{w_i w_j}{||z_j||^d} \right)^\gamma \right],
\]

where the factor \( k \) appears because there are \( k \) different ways to choose the index with lowest weight. Next, observe that by symmetry of the norm

\[
J^G \leq k 2^{d(k-1)} \int_{w_0}^{\infty} dw_1 \cdots \int_{w_1}^{\infty} dw_1 \cdots \int_{(0,\infty)^d} dw_k \int_{(0,\infty)^d} dz_2 \cdots \int_{(0,\infty)^d} dz_k (w_1 \cdots w_k)^{-\tau} \prod_{1 \leq i \leq k} \left[ 1 \wedge \left( \frac{w_1 w_j}{||z_j||^d} \right)^\gamma \right].
\]

(4.10)

**Part 2**

We solve each integral over the variables \( z_2, \ldots, z_k \) separately. For \( i \geq 2 \), fixed these integrals equal

\[
I := \int_{(0,\infty)^d} \left[ 1 \wedge \left( \frac{w_1 w_i}{||z_i||^d} \right)^\gamma \right] \, dz_i = \int_{(0,\infty)^d} \left[ 1 \wedge \left( \frac{w_1 w_i}{\max_j (z_j^{(i)})^d} \right)^\gamma \right] \, dz_i^{(1)} \cdots dz_i^{(d)}.
\]

Observe that \( \frac{w_1 w_i}{\max_j (z_j^{(i)})^d} > 1 \) if and only if \( z_i^{(j)} < (w_1 w_i)^{1/d} \) for all \( j = 1, \ldots, d \).

Thus, we can define the cube \( C := \{ z \in [0, \infty)^d : z_i^{(j)} < (w_1 w_i)^{1/d} \text{ for all } j \in [d] \} \) and separate the domain into two different regions \( [0, \infty)^d = C \cup \bar{C} \). Then,

\[
I = \int_{C} \, dz_i^{(1)} \cdots dz_i^{(d)} + \int_{\bar{C}} \left( \frac{w_1 w_i}{\max_j (z_j^{(i)})^d} \right)^\gamma \, dz_i^{(1)} \cdots dz_i^{(d)} =: I_1 + I_2.
\]

(4.11)
The integral \( I_1 \) is the volume of the cube \( C \), that is, \( I_1 = \sum w_i \). To solve \( I_2 \), we observe that inside \( \bar{C} \)
\[
\max_j (z_j^{(j)}) \geq \max_j (z_j^{(j)}, (w_1 w_i)^{1/d}), \quad \forall j \in [d],
\]
(4.12)
as in \( \bar{C} \) at least one of the components needs to be greater than \((w_1 w_i)^{1/d}\). Therefore, inside \( \bar{C} \)
\[
\max_j (z_j^{(j)})^d \geq \prod_{j \in [d]} \max_j (z_j^{(j)}, (w_1 w_i)^{1/d}).
\]
(4.13)
and the integral \( I_2 \) is bounded by
\[
I_2 \leq \int_{\bar{C}} \left( \frac{w_1 w_i}{\prod_{j} \max_j (z_j^{(j)}, (w_1 w_i)^{1/d})} \right)^{\gamma} dz_1^{(1)} \cdots dz_d^{(d)} =: I_3.
\]
(4.14)
We can further bound \( I_3 \) by recalling that the integration domain \( \bar{C} \subset [0, \infty)^d \), and by solving separately the integrals along each direction. We have
\[
I_3 \leq \int_{[0, \infty)^d} \left( \frac{w_1 w_i}{\prod_{j} \max_j (z_j^{(j)}, (w_1 w_i)^{1/d})} \right)^{\gamma} dz_1^{(1)} \cdots dz_d^{(d)}
\]
\[
= (w_1 w_i)^\gamma \left( \int_{[0, \infty)} \left( \frac{1}{\max_\xi (\xi, (w_1 w_i)^{1/d})} \right)^{\gamma} d\xi \right)^d,
\]
(4.15)
and where
\[
\int_{[0, \infty)} \left( \frac{1}{\max_\xi (\xi, (w_1 w_i)^{1/d})} \right)^{\gamma} d\xi = \int_0^{(w_1 w_i)^{1/d}} (w_1 w_i)^{-\frac{1}{d} \gamma} d\xi + \int_{(w_1 w_i)^{1/d}}^{\infty} \xi^{-\gamma} d\xi
\]
\[
= (w_1 w_i)^{\frac{1}{d}(1-\gamma)} + \left[ \xi^{1-\gamma} \right]_{(w_1 w_i)^{1/d}}^{\infty} = \frac{\gamma}{\gamma - 1} (w_1 w_i)^{\frac{1}{d}(1-\gamma)}.
\]
(4.16)
Finally, plugging (4.16) into (4.15) we obtain
\[
I_3 \leq (w_1 w_i)^\gamma \left( \frac{\gamma}{\gamma - 1} (w_1 w_i)^{\frac{1}{d}(1-\gamma)} \right)^d = \left( \frac{\gamma}{\gamma - 1} \right)^d w_1 w_i,
\]
(4.17)
and
\[
I = I_1 + I_2 \leq I_1 + I_3 \leq w_1 w_i + \left( \frac{\gamma}{\gamma - 1} \right)^d w_1 w_i = aw_i w_i.
\]
(4.18)
with \( a := \left[ 1 + \left( \frac{r}{r-1} \right)^d \right] \). Using the same computations for every \( i \geq 2 \), we are therefore able to bound \( J^G \) with

\[
J^G \leq k 2^{d(k-1)} \int_{w_0}^{\infty} dw_1 \int_{w_1}^{\infty} dw_2 \cdots \int_{w_{k-1}}^{\infty} dw_k (w_1 \cdots w_k)^{-\tau} \prod_{j=2}^{k} (aw_1 w_j)
\]

\[
= k 2^{d(k-1)} d^{k-1} \int_{w_0}^{\infty} dw_1 \int_{w_1}^{\infty} dw_2 \cdots \int_{w_{k-1}}^{\infty} dw_k w_i^{-\tau+k-1} (w_2 \cdots w_k)^{-\tau+1}. \tag{4.19}
\]

**Part 3**

Finally, we solve the integral in (4.19)

\[
\int_{w_0}^{\infty} w_i^{-\tau+k-1} \int_{w_1}^{\infty} w_1^{-\tau+1} \cdots \int_{w_{k-1}}^{\infty} w_{k-1}^{-\tau+1} dw_1 = \int_{w_0}^{\infty} w_i^{-\tau+k-1} \left( \int_{w_0}^{\infty} \omega^{-\tau+1} d\omega \right)^{k-1} dw_1
\]

\[
= \int_{w_0}^{\infty} w_i^{-\tau+k-1} \left( \frac{w_i^{2-\tau}}{\tau-2} \right)^{k-1} dw_1
\]

\[
= (\tau - 2)^{1-k} \int_{w_0}^{\infty} w_i^{k(3-\tau)-3} dw_1. \tag{4.20}
\]

Since by hypothesis \( k < \frac{2}{3-\tau} \), the exponent in (4.20) is \( k(3-\tau) - 3 < -1 \). This implies that the latter integral is finite, proving our claim. \( \square \)

### 4.1 Proof of Theorem 2.2(i)

Observe that, for every \( \varepsilon > 0 \), we can rewrite \( N(\mathcal{K}_k) = N(\mathcal{K}_k, W^{NG}(\varepsilon)) + N(\mathcal{K}_k, \overline{W}^{NG}(\varepsilon)) \), where \( \overline{W}^{NG}(\varepsilon) := \binom{\varepsilon}{k} \setminus W^{NG}(\varepsilon) \). We write the mean value of \( N(\mathcal{K}_k, W^{NG}(\varepsilon)) \) in integral form

\[
\mathbb{E}[N(\mathcal{K}, W^{NG}(\varepsilon))] = \sum_{v} \mathbb{P}(\text{GIRG} | v = \mathcal{K}, v \in W^{NG}(\varepsilon))
\]

\[
= \binom{n}{k} \int_{r \sqrt{\mu n}}^{\sqrt{\mu n}/\varepsilon} w_1^{-\tau} \cdots \int_{r \sqrt{\mu n}}^{\sqrt{\mu n}/\varepsilon} w_k^{-\tau} \int_{[0,1]^d} dx_1 \cdots \int_{[0,1]^d} dx_k \prod_{i<j} p_{ij}
\]

\[
= \left( 1 + o(1) \right) \frac{n^k}{k!} \int_{r \sqrt{\mu n}}^{\sqrt{\mu n}/\varepsilon} dw_1 \cdots \int_{r \sqrt{\mu n}}^{\sqrt{\mu n}/\varepsilon} dw_k (w_1 \cdots w_k)^{-\tau} \int_{[0,1]^d} dx_1 \cdots \int_{[0,1]^d} dx_k \prod_{i<j} \min \left\{ 1, \left( \frac{w_i w_j}{\mu n ||x_i - x_j||^d} \right)^\gamma \right\}. \tag{4.21}
\]
If we substitute \( w_i = y_i \sqrt{\mu n} \) for all \( i = 1, \ldots, k \), the integral in (4.21) becomes
\[
\int_{\varepsilon}^{1/\varepsilon} \frac{\sqrt{\mu n}}{\varepsilon} dy_1 \cdots \int_{\varepsilon}^{1/\varepsilon} \frac{\sqrt{\mu n}}{\varepsilon} dy_k \int_{[0,1]^d} dx_1 \cdots \int_{[0,1]^d} dx_k \ (\mu n)^{-k/2} (y_1 \cdots y_k)^{-\tau} \times \prod_{1 < j \leq k} \min \left\{ 1, \left( \frac{y_i y_j}{||x_i - x_j||^d} \right)^{\gamma} \right\}.
\]

Then,
\[
\mathbb{E}[N(\mathcal{K}, W_{NG}(\varepsilon))] = (1 + o(1)) \frac{n^k (\mu n)^{k/2} (\mu n)^{-k/2}}{k!} \int_{\varepsilon}^{1/\varepsilon} \cdots \int_{\varepsilon}^{1/\varepsilon} \int_{[0,1]^d} \cdots \int_{[0,1]^d} dy_1 \cdots dy_k \ x_1 \cdots x_k
\]
\[
\times (y_1 \cdots y_k)^{-\tau} \prod_{1 < j \leq k} \min \left\{ 1, \left( \frac{y_i y_j}{||x_i - x_j||^d} \right)^{\gamma} \right\}
\]
\[
= (1 + o(1)) \frac{n^k (\mu n)^{k/2}}{k!} \int_{\varepsilon}^{1/\varepsilon} \cdots \int_{\varepsilon}^{1/\varepsilon} \int_{[0,1]^d} \cdots \int_{[0,1]^d} dy_1 \cdots dy_k \ x_1 \cdots x_k
\]
\[
\times (y_1 \cdots y_k)^{-\tau} \prod_{1 < j \leq k} \min \left\{ 1, \left( \frac{y_i y_j}{||x_i - x_j||^d} \right)^{\gamma} \right\}
\]
\[
=: (1 + o(1)) \frac{n^k (\mu n)^{k/2}}{k!} R_{NG}(\varepsilon). \tag{4.22}
\]

Similarly, using again the substitution \( w_i = y_i \sqrt{\mu n} \) for all \( i = 1, \ldots, k \), we compute
\[
\mathbb{E}[N(\mathcal{K}, \overline{W}_{NG}(\varepsilon))] = (1 + o(1)) \frac{n^k (\mu n)^{k/2}}{k!} \int_{\varepsilon}^{1/\varepsilon} \cdots \int_{\varepsilon}^{1/\varepsilon} \int_{[0,1]^d} \cdots \int_{[0,1]^d} dy_1 \cdots dy_k
\]
\[
\times (y_1 \cdots y_k)^{-\tau} \prod_{1 < j \leq k} \min \left\{ 1, \left( \frac{y_i y_j}{||x_i - x_j||^d} \right)^{\gamma} \right\}
\]
\[
=: (1 + o(1)) \frac{n^k (\mu n)^{k/2}}{k!} R_{NG}(\varepsilon). \tag{4.23}
\]

where \([\varepsilon, 1/\varepsilon]^k = ([\varepsilon, 1/\varepsilon]^k \setminus [\varepsilon, 1/\varepsilon]^k\).

At this point, observe that \([\varepsilon, 1/\varepsilon] \to [0, \infty) \) as \( \varepsilon \to 0 \), hence
\[
J_{NG}(\varepsilon) \to J_{NG} \quad \text{as} \quad \varepsilon \to 0
\]

increasingly (because the integrand in \( J_{NG}(\varepsilon) \) is positive) and \( J_{NG} < \infty \) by Lemma 4.1(i) combined with the hypothesis \( k > \frac{2}{s-\tau} \). In particular, since \( J_{NG} = J_{NG}(\varepsilon) + R_{NG}(\varepsilon) \), this also implies that
\[
R_{NG}(\varepsilon) \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

Then, in particular \( \mathbb{E}[N(\mathcal{K}, \overline{W}_{NG}(\varepsilon))] = O(n^{(3-\tau)k/2}) R_{NG}(\varepsilon) \), and by the Markov inequality
\[
N(\mathcal{K}, \overline{W}_{NG}(\varepsilon)) = O_\varepsilon (n^{(3-\tau)k/2}) R_{NG}(\varepsilon). \tag{4.24}
\]
Moreover, following the proof of Lemma 3.1, also $N(\mathcal{X}_k, W^{NG}(\varepsilon))$ is a self-averaging random variable, and from Chebyshev inequality we have

$$N(\mathcal{X}_k, W^{NG}(\varepsilon)) = \mathbb{E}[N(\mathcal{X}_k, W^{NG}(\varepsilon))](1 + o_\varepsilon(1)) = \frac{n^{(3-\tau)k/2}}{\mu^{(\tau-1)k/2}k!} J^{NG}(\varepsilon)(1 + o_\varepsilon(1)). \tag{4.25}$$

Summing up, taking $\varepsilon \to 0$, we conclude that

$$N(\mathcal{X}_k) = \frac{n^{(3-\tau)k/2}}{\mu^{(\tau-1)k/2}k!} J^{NG}(1 + o_\varepsilon(1)), \tag{4.26}$$

which proves the claim.

\[\square\]

4.2 Proof of Theorem 2.2(ii)

For every $\varepsilon > 0$, we can write

$$N(\mathcal{X}_k) = N(\mathcal{X}_k, W^{G}(\varepsilon)) + N(\mathcal{X}_k, \overline{W^{G}}(\varepsilon)),$$

where $\overline{W^{G}}(\varepsilon) := \binom{\varepsilon}{k} \setminus W^{G}(\varepsilon)$. Observe that we can rewrite the mean value of $N(\mathcal{X}_k, W^{G}(\varepsilon))$ as an integral

$$\mathbb{E}[N(\mathcal{X}_k, W^{G}(\varepsilon))] = \sum_{\mathcal{V}} \mathbb{P}(\text{GIRG} \mid \mathcal{V} = \mathcal{X}_k, \mathcal{V} \in W^{G}(\varepsilon))$$

$$= \left(\binom{n}{k}\right) \int w_1^{-\tau} \cdots \int w_k^{-\tau} d\mathbf{w} \int_{\{0,1\}^d} dx_1 \int_D dx_2 \cdots \int_D dx_k \prod_{i<j} p_{ij}, \tag{4.27}$$

where $D := \{y : |y - x_1| \in [\varepsilon, 1/\varepsilon](\mu n)^{-1/d}\}$. Substituting $x_i^{(j)}$ by $\delta_i^{(j)} := x_i^{(j)} - x_1$ for all $i \geq 2, j \in [d]$, the integral in (4.27) becomes

$$\int_{\mathcal{D}_1} w_1^{-\tau} \cdots \int_{\mathcal{D}_1} w_k^{-\tau} d\mathbf{w} \int_D d\delta_2 \cdots \int_D d\delta_k \prod_{i<j} \min\left\{1, \left(\frac{w_i w_j}{\mu n ||\delta_i - \delta_j||^d}\right)^\gamma\right\},$$

where $\mathcal{D}_1 = D \setminus \tilde{D}_2$ with $\tilde{D}_1 = \left[-(\mu n)^{-1/d}/\varepsilon, (\mu n)^{-1/d}/\varepsilon\right]^d$, $\tilde{D}_2 = \left[-\varepsilon(\mu n)^{-1/d}, \varepsilon(\mu n)^{-1/d}\right]^d$, and where we define by convention $\delta_1 = 0$. Observe that the variable $x_1$ disappears from the integrand (indeed, $x_1$ plays the role of the origin). Now, if we substitute $\delta_i^{(j)}$ by $z_i^{(j)} = \delta_i^{(j)}(\mu n)^{1/d}$, denoting $A(\varepsilon) = [-1/\varepsilon, 1/\varepsilon] \setminus [-\varepsilon, \varepsilon]^d$, the latter integral becomes

$$\int_{\mathcal{D}_1} w_1^{-\tau} \cdots \int_{\mathcal{D}_1} w_k^{-\tau} d\mathbf{w}$$

$$\int_{A(\varepsilon)} ((\mu n)^{-1/d})^d dz_2 \cdots \int_{A(\varepsilon)} ((\mu n)^{-1/d})^d dz_k \prod_{i<j} \min\left\{1, \left(\frac{w_i w_j}{||z_i - z_j||^d}\right)^\gamma\right\},$$
where we set \( z_1 = 0 \). Summing up, we can write the mean value of \( N(K_k, W^G(\varepsilon)) \) as
\[
\mathbb{E}[N(K_k, W^G(\varepsilon))] = (1 + o(1)) \frac{n^k}{k!} (\mu n)^{k-1} \int_{w_0}^{\infty} dw_1 \cdots \int_{w_0}^{\infty} dw_k (w_1 \cdots w_k)^{\tau} \cdot \int_{\mathcal{A}(\varepsilon)} dz_2 \cdots \int_{\mathcal{A}(\varepsilon)} dz_k \prod_{i<j} \min \left\{ 1, \left( \frac{w_i w_j}{||z_i - z_j||^d} \right)^{\gamma} \right\} \\
= (1 + o(1)) \frac{n}{\mu^{1-k} k!} J^G(\varepsilon). \tag{4.28}
\]

Using a similar reasoning, we can compute
\[
\mathbb{E}[N(K_k, \overline{W}^G(\varepsilon))] = (1 + o(1)) \frac{n^k}{k!} (\mu n)^{k-1} \int_{w_0}^{\infty} dw_1 \cdots \int_{w_0}^{\infty} dw_k (w_1 \cdots w_k)^{\tau} \cdot \int_{\overline{\mathcal{A}(\varepsilon)}} dz_2 \cdots \int_{\overline{\mathcal{A}(\varepsilon)}} dz_k \prod_{i<j} \min \left\{ 1, \left( \frac{w_i w_j}{||z_i - z_j||^d} \right)^{\gamma} \right\} \\
= (1 + o(1)) \frac{n}{\mu^{1-k} k!} R^G(\varepsilon). \tag{4.29}
\]

where \( \overline{\mathcal{A}(\varepsilon)} := \mathbb{R}^d \setminus \mathcal{A}(\varepsilon) \).

Observe that the set \( \mathcal{A}(\varepsilon) \to \mathbb{R}^d \setminus \{0\} \) as \( \varepsilon \to 0 \). Consequently,
\[
\lim_{\varepsilon \to 0} J^G(\varepsilon) = J^G
\]
increasingly, where \( J^G < \infty \) from Lemma 4.1(ii) combined with the hypothesis \( k < \frac{2}{3 - \tau} \). In particular, since \( J^G = J^G(\varepsilon) + R^G(\varepsilon) \), this also implies that
\[
\lim_{\varepsilon \to 0} R^{NG}(\varepsilon) = 0.
\]

The proof then is concluded, following the same argument as in the Proof of Theorem 2.2(i).

4.3 Proof of the maximizer of (3.6)

From the proof of Theorems 2.2(i)–(ii) combined with Lemma 3.1 and (4.1), it follows that
\[
\mathbb{E}[N(\mathcal{X}_k)] = O(n^{\max\{1,k(3-\tau)/2\}}). \tag{4.30}
\]

However, Theorem 2.1(i) shows that
\[
\mathbb{E}[N(\mathcal{X}_k)] = \Omega(n^{(\alpha,\beta)}). \tag{4.31}
\]
As a consequence, \( f(\alpha, \beta) \leq \max\{1, k(3-\tau)/2\} \), for all \( \alpha, \beta \). In particular observe that \( \alpha^* \) and \( \beta^* \) defined in (3.7) are such that \( f(\alpha^*, \beta^*) = \max\{1, k(3-\tau)/2\} \). Then, necessarily \( (\alpha^*, \beta^*) \) solves the optimization problem in (3.6).
4.4 Proof of Theorem 2.3

We rewrite
\[ P(v \in W^{(\star)}(\varepsilon) \mid \text{GIRG} |_v = \mathcal{X}_k) = \frac{P(v \in W^{(\star)}_\varepsilon, \text{GIRG} |_v = \mathcal{X}_k)}{P(\text{GIRG} |_v = \mathcal{X}_k)}, \]  
\[ (4.32) \]
where (\star) stands for NG or G. From the Proof of Theorem 2.2(i–ii), and after simplifying the common terms, we have
\[ P(v \in W^{\text{NG}}(\varepsilon) \mid \text{GIRG} |_v = \mathcal{X}_k) = \frac{J^{\text{NG}}(\varepsilon)}{J^{\text{NG}}}, \]  
\[ (4.33) \]
and
\[ P(v \in W^{\text{G}}(\varepsilon) \mid \text{GIRG} |_v = \mathcal{X}_k) = \frac{J^{\text{G}}(\varepsilon)}{J^{\text{G}}}. \]  
\[ (4.34) \]
Lemma 4.1 shows that \( J^{\text{NG}} \) and \( J^{\text{G}} \) are finite, and that both \( J^{\text{NG}}(\varepsilon) \to J^{\text{NG}} \) and \( J^{\text{G}}(\varepsilon) \to J^{\text{G}} \) as \( \varepsilon \to 0 \), increasingly.

\[ \square \]

\textbf{Funding}

An NWO VENI (202.001).

\textbf{References}


