Potential response of single successive constant-current-driven electrolytic hydrogen bubbles spatially separated from the electrode
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1. Introduction

The global effort to achieve carbon neutrality and the falling cost and increasing reliability of renewable energy has opened new possibilities for chemical industries [1,2]. There has been increased attention on process electrification and the opportunity to replace or augment existing chemical processes with electrochemical synthesis alternatives [2–8]. In particular, hydrogen generation from electrochemical water-splitting is a promising source of future renewable energy [9–11]. Bubbles unavoidably form on the electrodes of many important gas-evolving electrolytic processes, such as water electrolysis, the chlor-alkali process and the Hall-Heroult process [12–19]. The importance of understanding how electrolytic bubbles impact the mass transfer and energy efficiencies of electrochemical cells is reflected in the growing number of publications on the topic [20,21]. The lifetime of a surface-bound bubble can be understood as a sequence of three events: bubble nucleation, bubble growth, and bubble detachment. Upon the start of electrolysis, the gas molecules generated at the electrodes dissolve into the electrolyte. The local gas-supersaturation of the surrounding electrolyte eventually becomes sufficiently large for bubble nucleation on the electrode surface and subsequent bubble growth [22–25]. Naturally, the bubble growth rate increases with the current density applied [26,27]. The growth kinetics of electrolytic bubbles is well documented and it is commonly expressed in the form of the general equation.

\[ R_b = \beta t_b^\alpha, \]

where \( R_b \) is the bubble radius, \( t_b \) the time since nucleation; \( \alpha \) is referred to as the bubble growth exponent, which is dimensionless. The lifetime of each bubble is given by.

\[ t_b = \frac{R_b}{\beta} \]

The presence of bubbles in gas-evolving electrolytic processes can heavily alter the mass transport of gaseous products and can induce severe overpotential penalties at the electrode through the action of bubble coverage (hyperpolarization) and electrolyte constriction (Ohmic shielding). However, bubble formation can also alleviate the overpotential by lowering the concentration of dissolved gas in the vicinity of the electrode. In this study, we investigate the latter by considering the growth of successive hydrogen bubbles driven by a constant current in alkaline-water electrolysis and their impact on the half-cell potential in the absence of hyperpolarization. The bubbles nucleate on a hydrophobic cavity surrounded by a ring microelectrode which remains free of bubble coverage. The dynamics of bubble growth does not adhere to one particular scaling law in time, but undergoes a smooth transition from pressure-driven towards supply-limited growth. The contributions of the different bubble-induced phenomena leading to the rich behaviour of the periodic fluctuations of the overpotential are identified throughout the different stages of the bubble lifetime, and the influence of bubble size and applied current on the concentration and Ohmic overpotential components is quantified. We find that the efficiency of gas absorption, and hence the concentration-lowering effect, increases with increasing bubble size and also with increasing current. However, the concentration-lowering effect is always eventually countered and overcome by the effect of Ohmic shielding as the bubble size outgrows and eclipses the electrode ring beneath.
of experimental electrolysis cell. A circular area of the microfabricated substrate is exposed to the electrolyte and is visible as a dark circle in the illuminated area. The growth regimes have been reported based on the value of \( \alpha \). First, there is a pressure-driven regime during which the bubble radius increases linearly in time \( (\alpha = 1) \) [28,29]. In the case of bubbles growing on electrodes much larger than the bubble radius at detachment, a diffusion-limited regime \( (\alpha = 1/2) \) follows, where growth is controlled by diffusion from the gas-oversaturated bulk electrolyte to the bubble [26,27,30]. In contrast, a reaction-limited growth regime is observed throughout the entire lifetime of the bubble when gas production is localised at the foot of the bubble—as is the case for micro- and nano-electrodes [31–35]. Virtually all gas evolved at the electrode ends up in the bubble, mostly by coalescence with smaller microbubbles. Therefore, the bubble grows at a constant volumetric growth rate \( (\alpha = 1/3) \) when generated under constant-current conditions. The production-limited regime also applies to the growth of plasmatic bubbles in gas-equilibrated water [36], albeit under a thermal gas-generations mechanism. For the electrolytic case, recent evidence suggests that the emerging bubbles rest atop a permanent carpet of microbubbles [37]. For high enough electric potentials, the competition between buoyancy and the (carpet-dependent) electric force results in oscillatory growth. Bubbles can affect the total electric potential drop across the electrocatalyst in both desirable and detrimental ways. For example, microconvective flows generated during bubble growth, coalescence and departure alleviate the gas-concentration overpotential by enhancing the mass transfer of dissolved gas away from the electrode surface [38–40]. On the other hand, electrolytic bubbles increase the Ohmic penalty in two important ways. Firstly, bubbles adhering to the electrode surface block an area of the electrode, rendering it electrochemically inactive. During chronopotentiometry, the reduced electrode surface must admit larger current densities from which a larger activation overpotential (associated with the electrode kinetics) arises. This effect is often referred to as hyperpolarization [40,41]. The extent of bubble surface coverage—hence hyperpolarization—is greatly influenced by the aerophobicity and porosity of the electrode surface [42–44], and increases with current density [45]. Secondly, bubbles cause further Ohmic losses in the electrolyte by blocking ion conduction pathways (in the electrolyte) and constriction of the passage current [45–47]. On the contrary, it has been recently shown that bubbles growing directly on electrode surfaces (note that this is not the case in the system used in this study) can act as ion conduction pathways themselves [48–50]. Although the separation of the concentration and hyperpolarization overpotentials has been quantified for other electrochemical systems with larger electrodes and stochastic bubble generation [51,52], the effect of single bubbles on the individual overpotential components still remains elusive. In this study, we aim to bridge this gap by observing successive electrolytic bubbles in a recent cell design where the site of bubble nucleation is separated from the site of gas generation. We restrict the study to currents below 50 \( \mu \)A to ensure that bubbles do not nucleate on the electrode. Therefore, hyperpolarization losses—which could otherwise be predominant—are avoided. The half-cell overpotential then strictly suffers from the more subtle Ohmic and concentration overpotential losses induced by the action of a single bubble; their quantification and understanding is the main objective of this work. The paper is organised as follows. Section 2 describes the electrolysis cell and the experimental method. In Section 3 we first present the growth of the single-bubble successions and the synchronous fluctuations in the half-cell overpotential. The bubble growth dynamics are subsequently explored in Section 3.1, followed by the efficiency of gas evolution in Section 3.2. Section 3.3 discusses the different stages in the overpotential fluctuations in relation to the different bubble-induced phenomena. The discussion is further developed in Section 3.4, where the effect of the bubble size and the current density on the Ohmic, and the concentration overpotential components are quantitatively estimated by means of a steady-state numerical model. Finally, the paper concludes with a summary of the main findings and an outlook in Section 4.

2. Materials and methods

2.1. Experimental setup

The cathode-containing samples were fabricated using 525\( \mu \)m thick, boron-doped silicon substrates \( 10 \times 10 \) mm\(^2\) on which a platinum ring (ring inner radius \( r_1 = 230 \) \( \mu \)m, outer radius \( r_2 = 255 \) \( \mu \)m deep with a 10 nm adhesion layer) encircles a 25 \( \mu \)m deep, pit (radius \( r_p = 10 \) \( \mu \)m). The pit is made hydrophobic by the conformal deposition of fluorocarbons. This process has been previously shown to result in a fluorocarbon layer with surface properties similar to polytetrafluoroethylene (PTFE) [53]. The hydrophobicity of the cavity is further enhanced by the creation of black silicon structures at the bottom [54]. Sputter deposited platinum has previously been shown to be hydrophilic [55,56]. The back side of the substrate is coated with platinum and this provides an electrical contact to the Pt ring via the highly-doped silicon. A 100 \( \mu \)m silicon dioxide layer at the top ensures that only the ring electrode conducts current to the electrolyte. A schematic of the substrate and set-up is shown in Fig. 1. The fabrication steps are specified in greater detail in Supplementary Information SI1, Section S6. The substrates were placed in a custom 3D-printed holder and sealed using an O-ring. A spring plunger screw in the holder was used to provide external circuit connections. The holder has an angled port where a reference electrode can be placed \( \approx 3 \) mm away from the pit and sealed with an O-ring. An Ag/AgCl electrode in saturated KCl (Pine Research) is used as reference electrode in all experiments. This was absent in the setup used in the previous work by Peñas et al. [57]. A platinum wire electrode (BASI Inc. MW-1032) acts as the counter electrode. The immersed area of the counter electrode is \( \approx 500 \) times larger than the ring electrode area. This ensures that the current density at the counter electrode is small compared to that at the cathode. The electrodes are

![Fig. 1. Left panel: Sketch of the three-electrode electrolysis cell. A constant current is applied between the platinum ring (working electrode) and a platinum wire (counter-electrode). Bubbles are generated selectively at a hydrophobic pit etched at the Si substrate at the centre of the platinum ring. Right panel: Annotated image of experimental electrolysis cell. A circular area of the microfabricated substrate is exposed to the electrolyte and is visible as a dark circle in the illuminated area. The platinum ring electrode (not visible at this scale) is at the center of the substrate and is connected to the source measure unit (SMU) via back contact.](image)
connected to a Keithley 2410 Source Measure Unit (SMU). The holder is filled with 4 mL of 0.1 M NaHCO₃ electrolyte which is not degassed and remains open to and in equilibrium with the gases constituting the atmosphere throughout the experiments.

2.2. Chronopotentiometry experiment

Chronoamperometric experiments were conducted at currents \( i = 10, 20, 30, 40 \) and \( 50 \mu A \) applied between the Pt-ring cathode and the Pt-wire anode. The half-cell voltage \( E \) is measured between the Pt-ring cathode and the reference electrode. Our quantity of interest is the total overpotential \( E_t \) for the hydrogen evolution reaction, which corresponds to the half-cell potential referenced to a reversible hydrogen electrode (RHE). It can be computed from the measured voltage by means of the Nernst equation \([58,59]\),

\[
E_t = E + 2.3 \frac{\Delta T}{T} pF + E_{RE}.
\]

Here, \( E_{RE} = +0.199 \) V is the potential of the reference electrode (vs. the standard hydrogen electrode), \( \Delta T \) the universal gas constant, \( T \) the absolute temperature, \( F \) the Faraday constant and the electrolyte has \( pF \) = 8.5. The half-cell overpotential amounts to \( E_t = E + 0.70 \) V in our case; note that \( E_t \) is a negative quantity. A custom LabVIEW Virtual Instrument (VI) was made to acquire and display data from both the SMU and the camera simultaneously. Images were recorded at 5 fps at a resolution of \( \approx 1.7 \) μm/pixel. Fig. 2 shows raw and processed experimental frames at different stages of bubble nucleation and growth. It is corrected through gradient interpolation (see Supplementary Information, SI1 Section S1) in the interval \( R_b < R_0 < r_0 \) during which the bubble is outgrowing the ring electrode below.

3. Results and discussion

The time evolution of the half-cell overpotential \( E_t \) and the corresponding bubble growth dynamics are shown in Fig. 3 for a set of typical experiments comprising five different currents. Bubble growth from the hydrophobic pit is successive—a new bubble nucleates immediately after the detachment of the previous one. As expected, increasing the current density results in faster bubble growth and in a higher frequency of bubble departure. It is worth pointing out that the long initial gap absent of bubbles in the plot for \( i = 20 \mu A \) arises because a few spurious bubbles nucleating at the ring (not shown) delayed successive bubble growth at the pit in that particular experiment. In addition, in the plots for \( 30 \) and \( 40 \mu A \), small bubbles are seen at the pit during the first \( 50 \) s. These bubbles detach early because they coalesce with spurious bubbles that form on the ring at higher currents at the start of electrolysis. It is worth pointing out that only bubbles growing at the pit and in the absence of other spurious bubbles are considered for further analysis.

Firstly, bubbles that coalesce with spurious bubbles are filtered by excluding bubbles departing at radii < 400 μm. Secondly, only bubbles with geometric centres within 15 pixels of the center of the pit are considered for analysis. Aside from these anomalies, the growth frequency and detachment sizes remains reasonably homogeneous throughout the vast majority of bubbles in the succession. The variations in the bubble departure radius are discussed in the electronic supplementary information (SI1 Section S3), whereas the growth dynamics shall be addressed further in the next section, Section 3.1.

On another note, the periodic fluctuations of \( E_t(t) \) are synchronous with the growth and detachment of the bubble, yet their nature depends strongly on the applied current (see Fig. 3, right panels). Nonetheless, we distinguish two broad features that correspond well with previous reports \([41,52,57,60,61]\). First, the overpotential increases (i.e., becomes more negative) as the bubble grows larger. Second, bubble departure is always accompanied by a sharp drop in \( E_t \). The underlying phenomena giving rise to these and other intricate features of \( E_t(t) \) will

---

**Fig. 2.** Bubble radius \( R_b \) plotted against bubble lifetime \( t_b \) for one bubble driven by a constant current of 10 μA. The experimental (top-view) image (left) paired with its binarized counterpart (right) is shown for four distinct frames. In frame A, there is no bubble and the small dark region at the centre of the ring corresponds to the hydrophobic pit. The platinum ring electrode is clearly visible as a white ring in frames A and B, whereas it is largely covered by the bubble in C. All scale bars correspond to 200 μm. The circular bubble contour detected by the algorithm is shown in green. The values of \( R_b \) for frames A–D are indicated by the red circle markers. Representative experimental movies are available as supplementary information SI2 and SI3.
be discussed in detail in Section 3.3. Finally, we comment on the fact that the base magnitude of $E_t$ drops by approximately 0.2 V from an initial value to the steady-state value over the course of approximately 1000 s (see Fig. 3, left panels). Note that this drop is $\sim$ 20 times larger than the fluctuations caused by the growth and departure of bubbles (which are of the order of $\sim$ 0.01 V) and occurs across a timescale several times the lifetime of a bubble ($\sim$ 4 times the lifetime of a bubble at 10 $\mu$A and $\sim$ 20 times the lifetime of a bubble at 50 $\mu$A). The magnitude and relaxation time of this drop are largely independent of the applied current. The drop can be attributed to the diffuse charge dynamics of the electrochemical system: namely, to the double-layer charging and bulk ionic diffusion (or rather migration) within the electrolyte towards an equilibrium distribution. In fact, the relaxation and bulk ionic diffusion (or rather migration) within the electrolyte towards an equilibrium distribution. In fact, the relaxation time observed here is closer to the expected timescale of ionic bulk diffusion $t_d = L^2/D_i \sim 10^3$ s, (taking $2L \sim 3$ mm as the inter-electrode distance and $D_i \sim 10^{-9}$ m$^2$/s as the ionic diffusivity) than to the much shorter Debye charging time, which is typically in the order of $10^{-9}$ s to $10^{-6}$ s for aqueous systems [62]. Note that the nucleation, growth and departure of bubbles influences the development of the concentration profile. This explains the shorter timescale ($\sim$ 300 s) observed by Pande et al. who monitored the development of the pH profiles using confocal fluorescence microscopy at low current densities ($< 100 \mu$A/cm$^2$) in the absence of bubbles [63].

### 3.1. Bubble growth

The effect of current density on the bubble growth rate is well seen in Fig. 4(a), which plots $R_b$ as a function of the bubble lifetime $t_b$ for a total of 332 bubbles (belonging to 25 different successions) generated at different applied currents. For every current, the small thickness of the envelope comprising the corresponding population of $R_b(t_b)$ curves demonstrates reasonable reproducibility across experiments. In fact, the bubble growth rate was found to be largely proportional to the current density. As seen in Fig. 4(b), the growth curves nearly collapse into a single curve when plotting $R_b$ as a function of charge $\theta_b$, or rather $n_{H_2} = \theta_b/2F$, the number of moles of hydrogen evolved at the electrode. However, $R_b(n_{H_2})$ grows noticeably faster for the highest currents than for the lowest ones. This clearly indicates that the proportion of evolved hydrogen gas absorbed by the bubble improves with increasing current. The gas-evolution efficiency of the system will be discussed further in the next subsection. Despite the $i$-dependence of the gas evolution efficiency, the nature of the growth dynamics remains similar for all currents. The double logarithmic plot of $R_b(n_{H_2})$ in Fig. 4(c) reveals that our bubbles cannot be described by a single power-law of the form $R_b \sim \theta_b^\alpha$. Instead, $R_b(n_{H_2})$ follows a continuous transition from pressure-driven growth ($\alpha = 1$) towards reaction-limited growth ($\alpha = 1/3$). This agrees with previous reports where bubbles likewise did not adhere to any particular regime throughout the entire growth process [29]. The bubble radius $R_b$ in Fig. 4(c) has been normalised by $R_b = 242.5 \mu$m, the mean radius of the ring electrode encircling the base of the bubble, in order to highlight the fact that the change in slope is sharpest once the bubble outgrows the electrode, i.e., when $R_b/R_e \approx 1$. The corresponding transition of the local time exponent $\alpha(t)$ is verified in Fig. 4(d), noting that $\alpha$ is equivalent to the local logarithmic slope of the curves in Fig. 4(d), namely $\alpha = d\ln(R_b/R_e)/d\ln(n_{H_2})$. The local logarithmic slope is obtained by fitting a smoothing spline to the curves in Fig. 4(c) and then

![Fig. 3](image-url) Left-column panels: bubble radius $R_b$ and half-cell potential $E_t$ (vs. RHE) plotted against time $t$ since the start of electrolysis for five different applied currents. The data are shown for $t < 2000$ s. Right-column panels: Zoom-ins of the half-cell potential curves.
calculating the numerical derivative. The low camera framerate limits the accuracy of fits in the region $n_{H_2} < 10^0 \text{ nmol}$ in (d). Thus, a simplistic interpretation of the growth dynamics is that the bubble exhibits effectively a short pressure-driven growth phase (when $R_b/R_e \ll 1$, $\alpha = 1$), followed by a smooth transition which spans a second phase where diffusion-limited growth is presumably dominant (up to $R_b/R_e \approx 1$, $\alpha = 1/2$) and tends towards a third phase primarily driven by supply-limited (reaction-limited) growth (when $R_b/R_e > 1$, $\alpha = 1/3$).

### 3.2. Gas-evolution efficiency

The gas-evolution efficiency is commonly defined as the ratio between the amount of gas present in a departing bubble and the amount of gas produced by the electrode during the lifetime of the bubble [27, 64]. The fact that the gas-evolution efficiency of our system improves with current density (cf. Fig. 4b) can be explained with regards to a differential form of the efficiency which provides insight into the mass transfer within the lifetime of a single bubble. The instantaneous gas-evolution efficiency $\eta$ is thus defined as the ratio of the molar accumulation rate of $H_2$ into the growing bubble and the molar production rate of $H_2$ at the electrode:

$$\eta = \frac{d(n_b/dt_b)}{d(n_{H_2}/dt)} = \frac{4\pi P_0/3 \Delta T_0 \frac{dR_b}{dt}}{i/2F} \frac{dR_e}{dt} = \frac{4\pi P_0/3 \Delta T_0 \frac{dR_b}{dt}}{i/2F} \frac{dR_e}{dt},$$

(3)

where $n_b$ is the number of moles of $H_2$ gas in the bubble, $P_0$ the ambient pressure and $T_0$ the ambient temperature. The Laplace pressure in the bubble is neglected because $2\pi/R_b \ll P_0$ for the majority of the lifetime.
of the bubbles, with \( \sigma = 72 \times 10^{-4} \text{ N/m} \) the interfacial surface tension of hydrogen in water (see SI Section S2). In Fig. 5, \( \eta \) is calculated by smoothing \( R_0 \) vs. \( t_0 \) data with robust locally weighted regression filter \([65]\) using a second order polynomial and then calculating the gradient using the central difference method. The assumption that \( R_0 \propto t_0^b \) implies that \( \eta \propto t_0^{3a-1} \). The previously discussed regimes for \( a = 1, 1/2 \) and \( 1/3 \) thus correspond to \( \eta \propto t_0^2 \) (pressure-driven), \( \eta \propto t_0^{1/2} \) (diffusion-limited) and \( \eta \propto t_0^0 \) (supply- or reaction-limited), respectively. These are marked in Fig. 5, which reveals that \( \eta \) is always lowest at the start of bubble growth. The efficiency increases in time and eventually plateaus, as expected for supply-limited growth. The latter is usually encountered when the bubble takes up nearly all of the gas generated at the electrode, i.e., when \( \eta \approx 1 \) \([31,32]\). While this is the case for the highest current (where \( \eta \sim 90 \% \)), \( \eta \) always remains reasonably constant in time even for the lowest currents, albeit at \( \eta \sim 60 \% \). A possible explanation is that once \( R_0 > R_c \), the bubble absorbs most of the hydrogen gas generated by the ring electrode underneath but simultaneously expels some gas from its apex to the locally-under saturated bulk electrolyte. This equilibrium between uptake and loss to the surroundings results in a fairly constant but non-university \( \eta \). Increasing the current density implies that the bubble grows faster and loses less \( H_2 \) to the bulk of the electrolyte, thus resulting in a higher \( \eta \). In fact, bubble departure times are \( \approx 35 t_2 \) at 10 \( \mu \text{A} \) while only \( \approx 5 t_2 \) at 50 \( \mu \text{A} \), where \( t_2 = R_2^2 / D \approx 13 \text{ s} \) denotes the characteristic diffusion timescale for our system based on \( D = 4.5 \times 10^{-9} \text{ m}^2/\text{s} \), the diffusivity of hydrogen in water.

### 3.3. Total overpotential

The nature of the periodic fluctuations of the total overpotential (cf. Fig. 3, right panels) can be associated to the competition between several constituent phenomena present during the bubble lifetime. Their impact on \( E_t \) can be better understood by splitting the latter into three components \([41]\):

\[
E_t = E_x + E_\Omega + E_i.
\]

Component \( E_\Omega \) refers to the unperturbed activation or surface over-potential of the ring electrode. It arises from the finite kinetics of the cathodic reaction in the absence of product gas supersaturation or concentration polarization of the reacting ions. Note that \( E_x \) is a spatially-averaged quantity to accommodate for a non-uniform current density distribution; hence \( E_x \) is purely a function of the applied current \( i \).

The Ohmic overpotential \( E_\Omega \) mainly represents the loss due to the solution resistance between the working and the reference electrode. In our case, hyperpolarization is negligible—the constant-current condition and zero bubble coverage preclude any significant magnification or distortion of the current density distribution on the working electrode. Note that additional Ohmic losses due to the external circuit are not considered. This is justified since we focus on changes in overpotential components and do not derive our results from their absolute magnitudes. Ohmic losses due to external connections are constant and any fluctuations in the half-cell potential can be attributed to the bubbles.

Lastly, the concentration overpotential \( E_i \) is associated with the influence of the oversaturation of ionic and dissolved \( H_2 \) molecules on the cathode reaction kinetics. Given the relatively high electrolyte concentration, variations in \( E_i \) (in the time scale of the bubble lifetime) are expected to arise from fluctuations in the \( H_2 \) concentration alone. In our system, (i) continuous Faradaic production of \( H_2 \) results in the accumulation of dissolved gas and hence increase \( [H_2] \). Convective flows may arise from density driven natural convection sustained by prominent concentration or thermal gradients in the vicinity of the electrode \([66,67]\), as well as from solutal or thermal Marangoni convective flows (i.e., driven by gradients in the surface tension), which are strongest in the liquid wedge between the base of the bubble and the electrode \([68-75]\). Additionally, the growing bubble acts as a sink for the dissolved gas produced at the electrode surface which also lowers \([H_2]\). This is referred to as (iii) the concentration-lowering effect (CLE). On the other hand, the insulating bubble surface constrains the passage of current to the electrode \( \text{(see Fig. 7(a) for schematic). This is referred to as (iv) the shielding effect (SE). It results in an increase of the solution resistance and hence in } E_{\Omega} \text{. Both CLE and SE increase with } R_0(t). Lastly, (v) bubble detachment provokes an instantaneous drop in } E_i \text{. The electrode is no longer shielded and the Ohmic loss is instantaneously relieved, i.e., the passage of current is no longer constrained by the bubble surface (the system reverts from resembling schematic 3 on Fig. 7(a) to schematic 1). Furthermore, the advected electrolyte in the bubble wake disrupts the concentration field of \( H_2 \) previously established near the electrode. The different contributions of these phenomena (i-v) in time can be illustrated with reference to Fig. 6, which correlates \( E_i(t) \) with \( R_0(t) \) during the life time of a single bubble for different currents. Note that the cycles for subsequent bubbles are practically identical. We identify three stages in the evolution of \( E_i \). Initially, there is a short incipient stage \( \text{[green regions in Fig. 6(a-f)]} \). Following the detachment-induced drop, \( E_i \) remains largely constant. Any notable gas build-up at the electrode is precluded by the lack of a measurable delay between one bubble departing and the next bubble nucleating, in addition to the disruptive flow of electrolyte induced by the preceding bubble. The end of the convective stage is marked by an extremum in overpotential \( \left( \frac{dE_i}{dt} = 0 \right) \), as delimited by the first vertical line in Figs. 6(a-f). Subsequently, there is a mixed stage (yellow regions). Several phenomena compete in this stage and the dominant effect strongly depends on the current applied. For \( i = 10 \mu \text{A} \) \( \text{(see Fig. 6 (a, d))} \) we observe that \( E_i \) decreases after the inflection. At such a low applied current, CLE and gas transport to the bulk are able to overcome the buildup of \( H_2 \) concentration until the shielding effect becomes significant towards the end of the stage. At 30 \( \mu \text{A} \) \( \text{(Fig. 6(b, e))} \), the larger rate of gas production at the electrode balances CLE and the transport of \( H_2 \) to the electrolyte. At 50 \( \mu \text{A} \) \( \text{(Fig. 6(c, d))} \), gas-build up from Faradaic gas production overrides diffusion to the bulk and CLE, resulting in an
increase in $|E|$. The mixed stage ends when $R_b$ becomes comparable to the electrode size, i.e., at $R_b/R_e = 1$, as delimited by the second vertical line in Fig. 6(a–f). Interestingly, the temporary balance in $E$ observed between the very end of the mixed stage in Fig. 6(c, f) can be attributed to the fact that CLE also increases with $R_b$. Finally, for $R_b/R_e > 1$ there is a shielding stage (orange regions). The shielding effect is now dominant given that the bubble eclipses the electrode ring beneath, which results in the monotonic increase of $|E|$ in time regardless of the current. The CLE and transport of $H_2$ to the bulk are thus overcome by SE and Faradaic gas production. Notably, the rate of increase of $|E|$ does not increase with increasing $i$. This is explained by the fact that the rate of increase in the CLE is also dependent on the current as explained in the next section.

3.4. Effect of bubble size in the overpotential components

The transport of dissolved gas away from the electrode is often influenced by physicochemical hydrodynamics such as density-driven and Marangoni flows [72]. For this reason, fluctuations arising from the concentration overpotential component $E_c$ are difficult to estimate, let alone accurately model. In our case, however, the impact of the bubble size $R_b$ on the Ohmic component ($E_Ω$) can be straightforwardly estimated under the assumption of uniform ionic concentration in the electrolyte, by virtue of the relatively high electrolyte concentration employed in the experiments. It follows that the electric field of the electrolyte is time-independent and obeys Ohm’s law, with $κ = 0.735$ S/m as the measured conductivity of the electrolyte. The electric field was numerically solved using COMSOL Multiphysics on a 3D domain that closely resembles the experimental cell with the appropriate set of boundary conditions (see SI1, Section S5 for the mathematical formulation and the geometry of the numerical domain). The bubble boundary is prescribed as a stationary sphere of constant radius $R_b$. The ring-electrode kinetics are modelled by the Tafel equation; the exchange current density and Tafel slope were obtained from cyclic voltammetry (see SI1, Section S4). In the steady-state simulations performed, the bubble size was systematically varied within $0 < R_b/R_e < 2$ for $i = 10, 20, 30, 40$ and $50 \mu A$. Hyperpolarization was found to be indeed negligible—the axisymmetric current density profile on the ring surface was always found to vary within just 2% of the mean value. Therefore, the Ohmic loss $E_Ω$ arises precisely from the uncompensated potential drop, namely, the (average) difference in electrolyte potential from the ring electrode to the reference electrode [76]. Consequently, according to Ohm’s law, $E_Ω$ scales as

$$i/R^2_Ω \sim κ|E|/L,$$

where $L = 2.4$ mm is the inter-electrode distance. To quantify the effect of $R_b$ on $E_Ω$, we consider the change in $E_Ω$ in the presence of a bubble of size $R_b$ with respect to a scenario with no bubble, i.e., $ΔE_Ω = E_Ω(R_b) − E_Ω(0)$. The change in the Ohmic overpotential $ΔE_Ω$ according to the simulations is plotted in dimensionless form in the inset of Fig. 7(b) as a function of $R_b$ for all five currents. Ohm’s law [Eq. (5)] explains why the curves of dimensionless overpotential, $ΔE_Ω/κi^{-1}l^{-1}$, with $l = R^2_Ω/L$ as the characteristic length, collapse onto the same curve for all $i$. The passage of current is constrained to a narrow wedge of electrolyte between the substrate at bottom and the insulating surface of the bubble (see Fig. 7(a)). The wedge of electrolyte between the bubble and the substrate grows smaller as the bubble grows larger. Therefore, $E_Ω$ grows at an increasing rate with $R_b$, as a consequence of the stronger shielding effect by the bubble. This result is consistent with the behavior of $E(t)$ during the shielding stage in Fig. 6. It should be pointed out that the magnitude of $ΔE_Ω$ obtained from simulations is comparable to the experimental fluctuations of the total overpotential ($ΔEΩ \sim ΔE_t \sim 0.01$ V); however, the absolute magnitudes are not: $|E| \sim 0.01$ V whereas $|E| \sim 0.1$ V. The activation overpotential $E_a$ accounts for the majority of the latter.
Finally, the effect of $R_b$ on the concentration overpotential component can be estimated from the simulated $\Delta E_\Omega$ (using that $E_\kappa$ is independent of the presence of the bubble) as
\[
\Delta E_c = \Delta E_i - \Delta E_\Omega,
\]
where $\Delta E_c$ refers to the corresponding change of the half-cell (total) overpotential, averaged over the total number of bubbles analysed at each current.

Notably, the concentration lowering effect is weak and in fact $\Delta E_c$ turns negative for bubbles driven by an electrolysis current of 10 $\mu$A. As seen in Fig. 5, the maximum $\eta$ exhibited by bubbles driven by 10 $\mu$A is $\sim 0.6$. This indicates that $\sim 40\%$ of all the hydrogen produced during the lifetime of a bubble, diffuses into the electrolyte in the vicinity of the electrode. This raises the concentration of dissolved hydrogen and leads to an increase in $|E_i|$ (i.e. $\Delta E_c < 0$). For all currents greater than 10 $\mu$A, Fig. 7(b) reveals that the bubble diminishes $|E_i|$ indeed ($\Delta E_c > 0$). The concentration-lowering effect becomes notable for $R_b / R_e > 1$ and increases (in magnitude) with increasing $R_b$ and also with increasing $i$. The latter is compatible with the observation that the gas-evolution efficiency $\eta$ also improves with $i$ in the reaction-limited growth stage of the bubble (see Fig. 5). This indicates that CLE increases with increasing $\eta$.

However, the result that the CLE strengthens with $R_b$ for $R_b / R_e > 1$ might seem to contradict the fact that $\eta$ plateaus in time—$\eta$ thus remains $R_e$-invariant—during the same time period. One plausible explanation is the gradual inducement of stronger convection as the bubble grows larger [77-79], which enhances the transport of $H_2$ away from the electrode surface, but not necessarily into the bubble itself. The second explanation resorts to the aforementioned hypothesis discussed in Section 3.2. Namely, that the gas uptake flux (hence CLE) and loss flux experienced by the bubble must both increase at comparable rates during bubble growth, which would then result in $\eta$ remaining effectively constant over time.

4. Conclusions and outlook

We have investigated the growth of successive hydrogen bubbles generated by constant-current alkaline water electrolysis and their impact on the half-cell overpotential in the absence of hyperpolarization, i.e., with zero surface bubble coverage. The bubble nucleation site is decoupled from the electrode surface, as the bubbles nucleate from a hydrophobic cavity encircled by a thin Pt ring electrode embedded in a microfabricated Si substrate. First, we show that under these conditions, the dynamics of bubble growth does not adhere to one particular scaling law in time, but undergoes a smooth transition from pressure-driven growth towards reaction-limited (supply-limited) growth. This is also reflected in the instantaneous gas-evolution efficiency, which plateaus once the radius of the bubble outgrows that of the ring electrode. The efficiency increases with the applied current. The rich behaviour of the half-cell overpotential during the lifetime of the bubble results from the interplay between several (bubble-induced) phenomena including gas absorption, Ohmic shielding and detachment-induced convection. The overpotential exhibits a strong dependence on the stage of bubble growth and the applied current. Nonetheless, the overpotential eventually always increases once the bubble outgrows the ring electrode. This is a consequence of the dominant effect of Ohmic shielding, namely, the increase in potential drop across the constricted electrolyte. Finally, the increasing effect of bubble size on the Ohmic component of the overpotential was quantified numerically by means of a steady-state model, which in turn allowed for the influence of bubble size on the concentration overpotential component to be estimated. It is found that the bubble induces a lowering effect on the concentration overpotential which strengthens with both increasing bubble size and increasing applied current. Future challenges along the current path
towards optimal bubble management comprise the design of next-generation, bubble-free electrodes, which are able to skew the competition between the bubble-induced Ohmic loss and the concentration-lowering effect in favour of the latter. Our findings, so far applicable to single bubble generation, also warrant further research into more lowering effect in favour of the latter. Our findings, so far applicable to single bubble generation, also warrant further research into more significant bubble-free electrodes, which are able to skew the competition towards optimal bubble management comprise the design of next-generation, bubble-free electrodes, which are able to skew the competition between the bubble-induced Ohmic loss and the concentration-lowering effect in favour of the latter. Our findings, so far applicable to single bubble generation, also warrant further research into more significant bubble-free electrodes, which are able to skew the competition towards optimal bubble management.
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